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The Morse lemma is valid also in the real case. The proof of the “real” Morse lemma can be found in Ref. [1] (page
54) (see also a comment on page 479 of Ref. [2]).
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