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Only UNIX platform to grow over last five years

Five-year revenue share change

Source: IDC Server Tracker Q406 and FY06 Server Tracker, 02/24/07, rolling four quarter average
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UNIX Rolling Four Quarter Revenue Share
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Gartner Magic Quadrant for Transaction

Processing
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Gartner, Magic Quadrant For Enterprise Servers
2006, August 10, 2006.; Philip Dawson, Jonathon
Hardcastle, Andrew Butler, Donald Feinberg, Paul
McGuckin.
ID Number: G00139934
The Magic Quadrant is copyrighted 2006 by
Gartner, Inc. and is reused with permission, which
permission should not be deemed to be an
endorsement of any company or product depicted
in the quadrant. The Magic Quadrant is Gartner,
Inc.'s opinion and is an analytical representation of
a marketplace at and for a specific time period. It
measures vendors against Gartner defined criteria
for a marketplace. The positioning of vendors
within a Magic Quadrant is based on the complex
interplay of many factors. Gartner does not advise
enterprises to select only those firms in the
"Leaders" quadrant. In some situations, firms in
the Visionary, Challenger, or Niche Player
quadrants may be the right matches for an
enterprise's requirements. Well-informed vendor
selection decisions should rely on more than a
Magic Quadrant. Gartner research is intended to
be one of many information sources including
other published information and direct analyst
interaction. Gartner, Inc. expressly disclaims all
warranties, express or implied, of fithess of this
research for a particular purpose.
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Half of every dollar today is spent on energy for hardware

This is expected to increase by 54% over the next four years
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The virtualization effect
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Today, we are announcing...THE POWER OF SIX

** All statements regarding IBM future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only.
Any reliance on these Statements of General Direction is at the relying party's sole risk and will not create liability or obligation for IBM.
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Notes to Presenter

REQUIRED CHARTS

The presenter must display the Special Notices chart, the Notes on Benchmarks
and Values charts (if the referenced values are given), and the Notes on
Performance Estimates chart (if the referenced performance estimates are given)
during the course of the presentation. Any printed copies of this presentation that are
distributed must include legible copies of these charts. If printed copies are not
distributed, the attendees must be offered the option to receive legible printed
copies of these charts.

TRADEMARKS

Please review the Special Notices page prior to updating this presentation to
ensure all trademarks used are given proper attribution.

SPEAKER NOTES

This presentation may contain speaker notes available imbedded or as a separate
file. Please ensure these are utilized if available.

Revised January 9, 2003

© 2007 IBM Corporation
‘ IBM Systems
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Special Notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these
offerings available in other countries, and the information is subject to change without notice. Consult your local IBM business
contact for information on the IBM offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public
sources. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document
does not give you any license to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation,
New Castle Drive, Armonk, NY 10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and
objectives only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no
warranties or guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be
used and the results that may be achieved. Actual environmental costs and performance characteristics will vary depending on
individual client configurations and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and
divisions worldwide to qualified commercial and government clients. Rates are based on a client's credit rating, financing terms,
offering type, equipment type and options, and may vary by country. Other restrictions may apply. Rates and offerings are subject
to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms

apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly

and are dependent on many factors including system hardware configuration and software design and configuration. Some
measurements quoted in this document may have been made on development-level systems. There is no guarantee these
measurements will be the same on generally-available systems. Some measurements quoted in this document may have been
estimated through extrapolation. Users of this document should verify the applicable data for their specific envifd@yisegtSeptember 26, 2006

© 2007 IBM Corporation
‘ IBM Systems
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Special Notices (Cont.)

The following terms are registered trademarks of International Business Machines Corporation in the United States and/or other countries: AlX, AIX/L, AIX/L(logo),
alphaWorks, AS/400, BladeCenter, Blue Gene, Blue Lightning, C Set++, CICS, CICS/6000, ClusterProven, CT/2, DataHub, DataJoiner, DB2, DEEP BLUE,
developerWorks, DirectTalk, Domino, DYNIX, DYNIX/ptx, e business(logo), e(logo)business, e(logo)server, Enterprise Storage Server, ESCON, FlashCopy, GDDM,
i5/0S, IBM, IBM(logo), ibm.com, IBM Business Partner (logo), Informix, IntelliStation, IQ-Link, LANStreamer, LoadLeveler, Lotus, Lotus Notes, Lotusphere, Magstar,
MediaStreamer, Micro Channel, MQSeries, Net.Data, Netfinity, NetView, Network Station, Notes, NUMA-Q, OpenPower, Operating System/2, Operating System/400,
0S/2, 0S/390, OS/400, Parallel Sysplex, PartnerLink, PartnerWorld, Passport Advantage, POWERparallel, Power PC 603, Power PC 604, PowerPC, PowerPC(logo),
Predictive Failure Analysis, pSeries, PTX, ptx’ADMIN, RETAIN, RISC System/6000, RS/6000, RT Personal Computer, S/390, Scalable POWERparallel Systems,
SecureWay, Sequent, ServerProven, SpaceBall, System/390, The Engines of e-business, THINK, Tivoli, Tivoli(logo), Tivoli Management Environment, Tivoli
Ready(logo), TME, TotalStorage, TURBOWAYS, VisualAge, WebSphere, xSeries, z/OS, zSeries.

The following terms are trademarks of International Business Machines Corporation in the United States and/or other countries: Advanced Micro-Partitioning, AIX , AIX
PVMe, AS/400e, Chiphopper, Chipkill, Cloudscape, DB2 OLAP Server, DB2 Universal Database, DFDSM, DFSORT, DS4000, DS6000, DS8000, e-business(logo), e-
business on demand, EnergyScale, eServer, Express Middleware, Express Portfolio, Express Servers, Express Servers and Storage, General Purpose File System,
GigaProcessor, GPFS, HACMP, HACMP/6000, IBM TotalStorage Proven, IBMLink, IMS, Intelligent Miner, iSeries, Micro-Partitioning, NUMACenter, On Demand
Business logo, POWER, PowerExecutive, Power Architecture, Power Everywhere, Power Family, Power PC, PowerPC Architecture, PowerPC 603, PowerPC 603e,
PowerPC 604, PowerPC 750, POWER2, POWER2 Architecture, POWER3, POWER4, POWER4+, POWER5, POWERS5+, POWER6, POWERG6+, pure XML,
Redbooks, Sequent (logo), SequentLINK, Server Advantage, ServeRAID, Service Director, SmoothStart, SP, System i, System i5, System p, System p5, System
Storage, System z, System z9, S/390 Parallel Enterprise Server, Tivoli Enterprise, TME 10, TotalStorage Proven, Ultramedia, VideoCharger, Virtualization Engine,
Visualization Data Explorer, X-Architecture, z/Architecture, z/9.

A full list of U.S. trademarks owned by IBM may be found at: http://www.ibm.com/legal/copytrade.shtml.

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Linux is a trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows, Windows NT and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

Intel, Itanium, Pentium are registered tradas and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.

AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are
trademarks of the Standard Performance Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

AltiVec is a trademark of Freescale Semiconductor, Inc.

Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.

Other company, product and service names may be trademarks or service marks of others.

Revised April 17, 2007

© 2007 IBM Corporation

IBM Systems
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Notes on Benchmarks and Values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should consult other
sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing. For additional information about
the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark consortium or benchmark vendor.

IBM benchmark results can be found in the IBM System p and BladeCenter Performance Report at http://www.ibm.com/systems/p/hardware/system perf.html.

All performance measurements were made with AIX or AIX operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, AlX Version 4.3 or AIX
were used. All other systems used previous versions of AIX. The SPEC CPU2000, LINPACK, and Technical Computing benchmarks were compiled using IBM's high performance C,
C++, and FORTRAN compilers for AIX and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL C Enterprise Edition V7.0 for AIX, XL C/C++
Enterprise Edition V7.0 for AIX, XL FORTRAN Enterprise Edition V9.1 for AIX, XL C/C++ Advanced Edition V7.0 for Linux, and XL FORTRAN Advanced Edition V9.1 for Linux. The
SPEC CPU95 (retired in 2000) tests used preprocessors, KAP 3.2 for FORTRAN and KAP/C 1.4.2 from Kuck & Associates and VAST-2 v4.01X8 from Pacific-Sierra Research. The
preprocessors were purchased separately from these vendors. Other software packages like IBM ESSL for AIX, MASS for AIX and Kazushige Goto’s BLAS Library for Linux were also
used in some benchmarks.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

TPC http://www.tpc.org

SPEC http://www.spec.org

LINPACK http://www.netlib.org/benchmark/performance.pdf

Pro/E http://www.proe.com

GPC http://www.spec.org/gpc

NotesBench http://www.notesbench.org

VolanoMark http://www.volano.com

STREAM http://www.cs.virginia.edu/stream/

SAP http://www.sap.com/benchmark/

Oracle Applications http://www.oracle.com/apps _benchmark/

PeopleSoft - To get information on PeopleSoft benchmarks, contact PeopleSoft directly

Siebel http://www.siebel.com/crm/performance benchmark/index.shtm
Baan http://www.ssaglobal.com

Microsoft Exchange http://www.microsoft.com/exchange/evaluation/performance/default.asp
Veritest http://www.veritest.com/clients/reports

Fluent http://www.fluent.com/software/fluent/index.htm

TOP500 Supercomputers http://www.top500.0rg/

Ideas International http://www.ideasinternational.com/benchmark/bench.html

Storage Performance Council  htip://www.storageperformance.org/results

Revised December 12, 2006

© 2007 IBM Corporation
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Notes on Performance Estimates

rPerf

rPerf (Relative Performance) is an estimate of commercial processing performance relative to
other IBM UNIX systems. It is derived from an IBM analytical model which uses
characteristics from IBM internal workloads, TPC and SPEC benchmarks. The rPerf model
is not intended to represent any specific public benchmark results and should not be
reasonably used in that way. The model simulates some of the system operations such as
CPU, cache and memory. However, the model does not simulate disk or network 1/O
operations.

rPerf estimates are calculated based on systems with the latest levels of AIX and other
pertinent software at the time of system announcement. Actual performance will vary based
on application and configuration specifics. The IBM eServer pSeries 640 is the baseline
reference system and has a value of 1.0. Although rPerf may be used to approximate
relative IBM UNIX commercial processing performance, actual system performance may
vary and is dependent upon many factors including system hardware configuration and
software design and configuration.

All performance estimates are provided "AS IS" and no warranties or guarantees are
expressed or implied by IBM. Buyers should consult other sources of information, including
system benchmarks, and application sizing guides to evaluate the performance of a system
they are considering buying. For additional information about rPertf, contact your local IBM
office or IBM authorized reseller.

Revised April 27, 2006

© 2007 IBM Corporation
o IBM Systems
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POWERG6 System Highlights

IBM POWER6™ Processor Technology POWE RG ;

» 5t Implementation of multi-core design

» ~100% higher frequencies

»4X increase in L2 Cache

POWERG6 System Architecture

» New ggneration of servers O O P’:::'

» New | Vios | w1 | #2 | #3 | 4
— PCle, SAS / SATA %
— New |O Drawers

» Enhanced power management

Enhanced Virtualization
» Live Partition Mobility (SoD)
» Dedicated Shared Processors
» Integrated Virtual Ethernet
Availability
» New RAS features
— Processor Instruction Retry

© 2007 IBM Corporati
orporation IBM Systems
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IBM

IBM System p Enterprise Servers

IBM
System p5 590

IBM
System p5 595

IBM
™
Systgr_,nops System p 570 IBM
System p5
i 575
= -
Footprint, r r 24-inch frame 24-inch 24-inch
Packaging 19-inch 4U rack 19-inch 4U rack by node frame frame
Processor POWER5+™ POWERG6 POWERS5+ POWERS5+ POWERS5+
# of processors
(# of cores) 2,4,8,12,16 2,4,8,12,16 8,16 8to 32 16 to 64
GHz clock 1.9, 2.2 3.5,4.2,4.7 1.9, 2.2 2.1 21,23
DDR2 GB memory 2to 512 2 to 768 1 to 256 8to 1TB 8 to 2TB
Internal storage* 73GB - 79.2TB 73GB -79.2TB 146.8GB — 2.9TB 146.8GB - 18.7TB 146.8GB — 28.1TB
Maximum rPerf 95.56 134.35 N/A 202.88 393.55
PCle 0 4to0 16 0 0 0
PCI-X slots 6 to 163 0to 140 4to 24 20 to 160 20 to 240
PCI-X 266 slots 0 2to 128 0 0 0
GX bus slots 1-4 2-38 2 6-12 6 —24
Max I/O drawers 20 32 1 8 12
Max micro-partitions 160" 160" 160" 254 254
System Cluster 1350 No No No No No
System Cluster 1600 Yes Yes Yes Yes Yes
HACMP™
(AIX® V5.3 and Linux) e e Yes Yes Yes
AIX support 5.3,5.2 5.3,5.2 5.3,5.2 5.3,5.2 5.3,5.2
. RHEL 4.5 RHEL 4.5 RHEL 4.5 RHEL 4.5 RHEL 4.5
e SLES 9 or 10 SLES 9 or 10 SLES 9 or 10 SLES 9 or 10 SLES 9 or 10
1 Requires purchase of optional feature to support micro-partitions *With maximum 1/O drawers Optional

© 2007 IBM Corporation

IBM Systems
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POWER5/5+ to POWER6 Upgrade SOD

IBM is committed to enhancing their customer’s investments
in the IBM System p product line. Based on this commitment,
IBM plans to provide an upgrade path from the current p5-
570, p5-590, and p5-595 servers to IBM’s next-generation
POWERS®6 processor-based enterprise servers.

POWERG6

p5-59x

*All statements regarding IBM's plans, directions, and intent
are subject to change or withdrawal without notice.

Any reliance on these Statements of General Direction is at
the relying party's sole risk and will not create liability or
obligation for IBM.

POWERS5/5+

© 2007 IBM Corporation
e IBM Systems
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IBM’s 2006 Patent Total: 14 Years of Leadership

4000 -
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IBM Austin leads for
4th consecutive year
640 Patents

Samsung

Canon

Mat. Elec HP

POWER™

Cell

Hitachi o1y
Micron

Fujitsu Microsoft

© 2007 IBM Corporation IBM Systems
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IBM POWER Systems

Consistent Predictable Delivery

2007
2006

POWER5™

2001

POWER4™

POWER4+™

© 2007 IBM Corporation

IBM Systems
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The IBM Power Architecture™ Roadmap*

* System p will combine these POWER™ processor engines
‘ into systems to deliver higher-levels of customer value.

Throughput / Transaction Optimized

POWER7*

. el : POWER6*

POWER4 PowerPC™

970MP
Specialty Engines
PowerPC RIE II
205 PowerPC b ]
- 440
2002 2004 2006 2008 2010

© 2007 IBM Corporation *All statements regarding IBM's future direction and intent are subject to change or IBM System S

withdrawal without notice, and represent goals and objectives only.
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IBM POWER Technology

Sony
PlayStation®3

B

| Nintendo
o Wii®
Microsoft
Xbox 360®

© 2007 IBM Corporation
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POWER Technology

2001-4
POWER4

1.5+ GHZz| [1.5+ GHz
Core Core

Shared L2
Distributed Switch

2004-6 2007-9 2010-11
| _POWER5 _| POWERS POWER?*
4-5 GHz Advanced
" Alti i
2 Cores Ve(': Core Design
Cache
L2 Cache Advanced
Shared L2 Sys?:r:a;]::tﬂ os System Features
(=Y;¥:| Distributed Switch

orkload Accelerators
Highly Threaded Cores

Distributed Switch

Chip Multi Processing
- Distributed Switch

- Shared L2

Dynamic LPARs (32)

Distributed Switch
= Very High Frequencies 4-5 GHz
é‘r?hg::ezosvgflﬁ‘sg"' = Enhanced Virtualization
Simultaneous Multithreading (SMT) G By e R

Enhanced Distributed Switch
Enhanced Core Parallelism
Improved FP Performance
Increased memory Bandwidth
Reduced Memory Latencies
Virtualization

= Instruction Retry

= Decimal Floating-Point

= Dynamic Energy Management
= Partition Mobility

= Memory Protection Keys

= AltiVec™ Vector SIMD Instructions

BINARY COMPATIBILITY

© 2007 IBM Corporation *All statements regarding IBM's future direction and intent are subject to change or

withdrawal without notice, and represent goals and objectives only.
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Processor History - 2001 - 2007

Dual-Core Multithreading Enhanced Multithreading
1 GHz Memory Cntrl on Chip Memory Cntrl on Chip
Distribute Switch >4 GHz

4

it
it

POWER4 POWER4+ POWERS POWERS5+ POWER®6

414 mm2 267 mm2 389 mmz2 245 mm?2 341 mmz2
1.1 -1.3 GHz 15 - 1.9 GHz 1.65 - 1.9 GHz 19 -23GHz | 3.5 -5.0GHz

2001 2002 2003 2004 2005 2006 2007 2008

© 2007 IBM Corporation

IBM Systems
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Power Architecture Continues to Deliver for Performance

POWERG6 Characteristics

Ultra-high frequency Dual-Core chip: > 3.5 GHz
» 7-way superscalar, 2-way SMT core
— Up to five instructions for one thread,

POWER5

up to two for other
Nine execution units

L3

v

POWER5
Core

POWER5
Core

\/

L3

Ctl

L2

- 2LS, 2FP, 2FX, 1VMX, 1DP, BCX

790M transistors, 341 mm? die
Up to 64-core SMP systems
2 x 4 MB on-chip L2 - point of coherency
On-chip L3 directory and controller

» Two memory controllers on-chip
Technology

» CMQOS 65nm lithography, SOI Cu
High-speed elastic bus interface at 2:1 frequency
Full error checking and recovery
Dynamic power saving

» Advanced clock gating

v v Vv Vv

Enhanced

Distributed Switch

‘mory

Mem
Ctl
GX
Bus
v

POWERG6
Alti lPOWER6 POWERG| Alti
Vec| Core Core |Vec
11 11
_>
L3 L3} 4 MB : 4 MB
Ctrl[| L2 L2
Fabric Bus
Controller
it Itit
Wemory GX Bus Cntrl
H GX+ Bridge
Memory+

© 2007 IBM Corporation
IBM Systems
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POWERG6 Architecture

POWER Design 3.5 — 4.7 GHz

>750M transistors | | .065 micron

POWERG6 Characteristics

Ultra-high frequency Dual-Core chip: > 3.5 GHz
» 7-way superscalar, 2-way SMT core
— Up to five instructions for one thread, up to
two for other
» Nine execution units
- 2LS, 2FP, 2FX, 1VMX, 1DP, BCX
» 790M transistors, 341 mm? die
» Up to 64-core SMP systems
» 2 x 4 MB on-chip L2 — point of coherency
» On-chip L3 directory and controller
» Two memory controllers on-chip
Technology
» CMOS 65nm lithography, SOI Cu
High-speed elastic bus interface at 2:1 frequency
Full error checking and recovery
Dynamic power saving
» Advanced clock gating

Alti | POWER6 POWERG6 | Alti
Vec Core Core Vec
11 11
_}
L3 e L3 | 4MB “—| 4MB
Ctrl L2 L2
Fabric Bus
Controller
+1 +14 1
M(e:rrr‘ltcr)lry GX Bus Cntrl
H GX+ Bridge
Memory+

© 2007 IBM Corporation
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POWERS+ and POWERG6 Hierarchy

POWER5+ POWERG6
L1 Cache
|Cache capacity, associativity 64 KB, 2-way 64 KB, 4-way
DCache capacity, associativity 32 KB, 4-way 64 KB, 8-way
L2 Cache
Capacity, line size 1.9 MB, 128 B line 2x4 MB, 128 B line
Associativity, replacement 10-way, LRU 8-way, LRU
Off-chip L3 Cache
Capacity, line size 36 MB, 256 B line 32 MB, 128 B line
Associativity, replacement 12-way, LRU 16-way, LRU
Memory 2 TB maximum 4 TB maximum
Memory bus 2x DRAM frequency | 4x DRAM frequency

© 2007 IBM Corporation
IBM Systems
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Processor Design

POWERS5+ POWERG6
General out-of-order | Mostly in-order with special case
Style : ;
execution out-of-order execution
Units 2FX, 2LS, 2FP, 1BR, 2FX, 2LS, 2FP, 1BXU,
1CR 1DP,1VMX
Two SMT threads
T\Avﬁe?rl:g:[retir;reetgg S Priority-based dispatch
Threading Simultaneous dispatch from

Alternate dispatch

(up to five instructions) two threads (up to seven

instructions)

© 2007 IBM Corporation
IBM Systems
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POWERSG AltiVec Vector Technology

Dramatic application ﬁerformance gains

SIMD (Single Instruction, Multiple Data) Extension to PowerPC
Architecture™ jointly developed by Apple, Motorola, IBM

Targets High Performance Computing and Deep Computing applications

Benefit to ISVs / clients:

Provides highly parallel operations

Dramatically better performance for highly “vectorized” code

Development / test environment:

Current support: IBM BladeCenter® JS21 or IBM IntelliStation® POWER™
185 Express

» Supported by AIX® and Linux releases
IBM XL C/C++ Enterprise Edition V8.0 for AlX (October 2005) provides

» Support for the AltiVec instruction set
» Support for the AltiVec programming model and APls
IBM XL Fortran Enterprise Edition V10.1 for AlX (October 2005) can

» Automatically enable SIMD vectorization at higher levels of
optimization
Additional compiler support for AltiVec™ vectorization extensions will be
available in XL C/C++ V9.0, with Automatic SIMD vectorization

Redbook: http://www.redbooks.ibm.com/abstracts/redp3890.html

© 2007 IBM Corporation
o IBM Systems
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Processor Instruction Retry and Recovery

General: Hardware recovery from some non-predicted errors

Alternate Processor Recovery

Ratry

Internal Checkpoint within each

pProcessor core
¥ Capabile of preserving the state of
processing operations
When certain unrecoverable faults are
detected

v Previous checkpoint can be reloaded to retry
operation from the last checkpoint
= Recovers transparantly from transient

EMors

b If retry is unsuccessful
= Checkpoint can be reloaded into a different
PrOCEessor Core
= Spare processor may be used if available
= Else Checkstop can be limited to just the
processor wierror (partition fault isolation)

LPAR-3 JLFAR-4

Dedicated

T

Shared Pool ]

| © 2007 IBM Corporation
IBM Systems
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POWERG: Simultaneous Multithreading

POWER5 Simultaneous Multithreading

5

FX0 _ I _ [0 Thread0 active 2

FX1 H EH N [] No thread active =

LSO = - I [0 Thread1 active o

LS1 Il =

FPO N Appears as four CPUs &

FP1 per chip to the 17

_{ operating system Yy

BRZ [ (Al)p( V5.3 gndyLinux) @
CRL = ST POWER5 POWER6

SMT SMT

Utilizes unused execution unit cycles
Reuse of existing transistors vs. performance from additional transistors
Presents symmetric multiprocessing (SMP) programming model to software
Dispatch two threads per processor: “It’s like doubling the number of processors.”
Net result:

— Better performance

— Better processor utilization

© 2007 IBM Corporation
o IBM Systems
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Dual Stress Technology

What is it?
» Incorporated into POWERS5+ processor technology
» Strained Silicon on Silicon-on-Insulator technology
» Stretches and compresses transistors
—Stress film technology

—Provides more efficient flow of electrons
» No special materials required

Benefit

» Increase transistor speeds by up to 20% without
increasing power consumption

» Reduce electric current leaks
» Greater performance without increasing power and heat

Stress film layer

© 2007 IBM Corporation
e IBM Systems
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System p 570
POWERG
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System p 570

Base system

Functions
supported

Features per
Module

Software
support

Warranty:
1-year NBD

2- or 4-core systems @ 3.5/4.2/4.7GHz POWER®6
» Expandable to 16-core system
4U rack-mount modules

Dynamic LPAR with Shared Dedicated Processor support
IBM Advanced POWER Virtualization option
» Micro-Partitioning support (1/10t" processor granularity)
vMaximum 160 partitions
» Virtual networking and storage support
Integrated Virtual Ethernet
Capacity on Demand for processors and memory

Up to 192GB DDR2 memory Two GX Bus slots

» Max 768GB 16-core system Up to six SAS disk drives
Four PCle& Two PCI-X slots Redundant cooling and power
Dual Service processor support  |/O drawers:
Integrated Virtual Ethernet » 7311-D11, 7311-D20, or 7314-G30
USB: 2; System: 2, RIO: 2 » Maximum of 32 drawers / 16-core
One media bay (Optional) system

AIX V5.2 and AIX V5.3
Red Hat Enterprise Linux 4.5 for POWER / SoD RHEL 5
SUSE Linux Enterprise Server 9 or 10 for POWER

© 2007 IBM Corporation
e IBM Systems
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SCM @ 3.5-4.7 GHz
Up to 96 DDR2+ memory
Two cores / book

p5-570+ DCM @ 2.2 GHz
Up to 64 GB DDR2 memory
Two cores / book

50% More DIMM Slots
Greater Memory Flexibility

© 2007 IBM Corporation
IBM Systems
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System p 570 POWERG6 Packaging

Alti POWERS POWERS| Alti
Vec| Core Core |Vec
i1 11
_}
L3-L3-4MB :4MB
ctif| L2 L2 Single Chip Module
II II POWERG6 & L3
Fabric Bus
Controller
It Itit
Mg'r':‘t‘:l"y GX Bus Cntrl
H GX+ Bridge POWERG6 Processor
Memory+ Module

© 2007 IBM Corporation
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POWER6 DDR2 Memory DIMMs

'DDR2R NDDR2ADDR2 §DDR2 HHHHHHHHHHH DDR2BEDDR2 EDDR2 RDDR2 Front

DDR2js (DDR2 {DDR2 A DDR2WIDDR2 IDDR2{® iDDR2[N |[DDR28 IDDR288 IDDR2 Back

50% More DIMM Slots
Greater Memory Flexibility

© 2007 IBM Corporation
IBM Systems



| IBM System p

Front View

Processor / Memory
Books ( 2 ) Op Panel
= Media
' D

SAS Drives 1-6

& G
% B Lo

S Power
U= el Regulators

Six 3.5” SAS disk bays

One SAS/SATA controller

SAS hot-swappable disk drives supported:
= 15K rpm: 73.4, 146.8 and 300GB

Maximum internal capacity of 1.8 TB

* 79.2 TB with optional I/O drawers in a 16-core system

©2007 IBM Corporati
orporation IBM Systems
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Top View

[x]
CPU Card #1
CPU Card #2
—
P1-C11
CPU Reg #1
Evans vara
Op- CPU Reg #2
Panel
CPU Reg #3 IVE &
System Port
GX+ Card #2
Blower #1
GX+ Card #1
PCI-X Card (DDR)
Rem Med PCI-X Card (DDR)
PCle Card
Blower #2
PCle Card
PCle Card

© 2007 IBM Corporation
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Back View

GX Dual Port
12X Channel Adapter

IVE
RIOG Adapter
Adapter (Service Ports)

:F
0 Ml -0 L
i [@p N
2
(- )
1 =] !

PCle Slot 2
PCle Slot 3

JGX Slot 2 or
- PCleslot4 §

USB HMC FSP
Ports Connector| | Connector

© 2007 IBM Corporation
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Side View

GX+ Cards

rocessor/emory
Bookg S
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Building Block Modules: SMP Mid-range Server

Interconnect configurations of 8 / 12 / 16-core servers
Point-to-point connections

i seene X otege Kl

© 2007 IBM Corporation
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System p 570 Bandwidth

Memory Bandwidth
L1 ( Data) 75.2 GB/sec
L2 300.8 GB/sec
L3 37.6 GB/sec
Memory 32 GB/sec
Inter-Node
Buses (16w) 75.2 GB/sec
Intra-Node
Buses (16w) 100.26 GB/sec
Internal 1/0 Bus 4.7 GB/sec / node
GX Bus Slot 1 4.7 GB/sec / node
GX Bus Slot 2 6.266 GB/sec / node
Total I/O Bandwidth 62.6 GB/sec (16w)

Calculations for 4.7 GHz processors and 667 MHz memory

© 2007 IBM Corporation

IBM Systems
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Building Block Modules Create SMP Servers

Configuration considerations of 16-core, 4-module server

Operator panel and service processor* required on first module.
If required, one or two HMCs attached to first module only.
Media required on first module only.

One disk drive required on first module only.

Attaches up to eight I/O drawers.

Plus eight more I/0 drawers for 16

Plus eight more I/0 drawers for 24

Plus eight more I/0 drawers for a maximum of 32 I/O drawers

*Note: The service processor in the first or primary module
controls the two serial ports on the rear of that module.
If a HMC is chosen as an option, the two serial ports
will not be available for use. A PCI-X slot will be required.

© 2007 IBM Corporation

IBM Systems
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Service Processor Cabling Layouts

Service processor
and clock use flat
flex cabling to
integrate individual
4-core servers into
a single SMP
server
(rear view)

! | == A ‘ 1=m ! ! 54l ]
© 2007 IBM Corporation
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SAS (Serial Attached SCSI) DASD

Parallel SCSI vs. Serial Attached SCSI (SAS)

Parallel SCSI SAS
. Parallel, all devices connected to Serial, point-to-point, discrete signal paths.
Architecture . .
shared bus Often requires switches for fanout

320 Mbytes/sec (Ultra320 SCSI);

3.0 Gbits/sec full duplex, roadmap to 12.0

interfaces

Performance performance degrades as devices | Gbits/sec; performance maintained as more
added to shared bus drives added

Scalability 15 drives Over 16,000 drives

Compatibility Incompatible with all other drive Compatible with Serial ATA (SATA)

Max. Cable Length

12 meters total (must sum lengths of
all cables used on bus)

Eight meters per discrete connection; total
domain cabling thousands of feet

Cable Form Factor

Multitude of conductors adds bulk,
cost

Compact connectors and cabling save
space, cost

Hot-plug Ability

Yes (not inherent in architecture)

Yes

Device Identification

Manually set, user must ensure no
ID number conflicts on bus

Worldwide unique ID set at time of
manufacture; no user action required

Termination

Manually set, user must ensure
proper installation and functionality of
terminators

Discrete signal paths enable devices
to include termination by default;
no user action required

| © 2007 IBM Corporation
o IBM Systems




| IBM System p

System p 570 SoD

Redundant Service Processor

For POWERG processor-based p570 systems with at least two CEC
enclosures to have redundant service processor function no later than
the end of 2007. This feature will be provided at no additional charge to
existing POWERG6 processor-based p570 users via a system firmware

update.
Planned availability: No later than the end of 2007

© 2007 IBM Corporation
IBM Systems
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Integrated Virtual Ethernet

Base Oﬂ'-Eﬁ"g: #5636 4 x 1Gb Upgrade Offering: #5639 10Gb Upgrade Offering. #5637
2 Serial, 2 1Gb Eth 1 Serial, 4 1Gh Eth 1 Serial, 2 10Gh Eth

e

T

0 = s = = PO card
5 g 08 =
— =

(& &

't.'r“-——-"t" 3 -_ . )
Fa ' Gh Eth ~ ;;E_EI s | 100Gk Eth
4w 1Gh Eth

M § 10Gh Eth

Serial 2

Serial 1

Address Sharing:

*Dual 1GB: 16 MAC Addresses / pair Total: 16
*Quad 1GB 16 MAC Addresses / pair Total: 32
*Dual 10GB: 16 MAC Addresses/ port Total: 32

Non VIOS Partition: Address Sharing (MAC Addresses)
*Time Slicing “Physical” Ethernet adapter resources
VIOS Partitions: IVE ports dedicated
*Each Physical port uses 102MB of memory
A 4 port card uses 408MB of memory

© 2007 IBM Corporation IBM Systems
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Reliability,
Availability and
Serviceability
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Primary POWER RAS Features

v'Processor Instruction Retry
v Alternate Processor Recovery
v'First Failure Data Capture
v'DDR Chipkill™ memory
v/ Bit-steering/redundant memory L]
v'Service Processor Failover* |
v'Dynamic Firmware Maintenance*
v'Hot I/O Drawer Add*
v'1/0 error handling extended beyond base PCI adapter
v'ECC extended to inter-chip connections for the fabric/processor buses
v'"Memory and L3 Cache soft scrubbing

v'Hardware Assisted
v'L2 & L3 Cache Line Delete
v'Hardware Assisted Memory Scrubbing
v'Live Partition Migration
v'P570 Concurrent Add & Cold Repair ( SoD)

HMC required to enable these functions..

© 2007 IBM Corporati
orporation IBM Systems
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Primary POWER RAS Features con’t

v'Redundant power, fans
v'Dynamic Processor Deallocation
v Dynamic processor sparing
v'"ECC memory

v Persistent memory deallocation
v Hot-plug PCI slots, fans, power
v'Internal light path diagnostics
v'Hot-swappable disk bays

HMC required to enable these functions.. . . .

© 2007 IBM C ti
orporation IBM Systems
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World-class Hardware RAS

Summary of key System p RAS features

Core System Design Fault Resilience System Restore
* High quality parts «N+1 Power Supplies, «Deferred Repair
s Fewer parts = Fewer regulators, power cords « Concurrent Repair
failures « Dual redundant fans «LED Service Identification
« Designed for low power « Dynamic Processor « Service Consoles
consumption (less heat = Deallocation and * Migration to Guided
fewer failures) sparing Maintenance
» Manufacturing methods, « "Chipkill" Technology
packaging, cooling * Predictive Failure Fault Isolation & Diagnosis
- Continuous System and Analysis « First Failure Data Capture
Commodity Quality «Auto Path « Run Time Self Diagnostics
Actions Reassignment - data « Service Processor
s Integrated RAS features paths, power * Rifle-shot repairs (no "plug
* Failure Avoidance * Processor Instruction and pray" parts replacement
Methodology Retry approach)
« Designed for Ease of
Service

© 2007 IBM C i
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Ei==

IBM’s 40-year History of Leadership in Virtualization

1967

1973

1987

1997

2001

2004

2007

“In our opinion, they [System p servers] bring

mainframe-quality virtualization capabilities

to the world of AIX.”
- Ulrich Klenke, CIO, rku.it

IBM IBM IBM POWER IBM Advanced IBM announces
develops announces ||announces | [LPAR introduces | |[POWER POWERSG, the
R}gﬁﬂgm’r first LPAR on ||design LPAR in Virtualization || first UNIX®
become VM | |machines to | |the begins POWER4™ | |ships servers with
on the do physical | | mainframe with AIX Live Partition
mainframe | | partitioning Mobility

Advanced POWER Virtualization
on IBM System p servers

January 2006

h Linux® on POWER

client quote source: rku.it case study published at http://www.ibm.com/software/success/cssdb.nsf/CS/JSTS-6KXPPG?OpenDocument&Site=eserverpseries

© 2007 IBM Corporation IBM Systems
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System p5™ Servers Running APV

Franklin Covey

Dundee

Service Canada

PWGSC
DND
Industry Canada gy A \r 7s 1 init
- - P = . " ' Q .
Health Canada Pilz CmbFl &"CG - O ‘
- St Mienzig gy oital
IBM : %
Source: IBM Finance data. Full case studi ww.ibm.com/software/success/cssdb.nsf/advancedsearchVW?SearchView&Query=(Virtualization)+ AND

+[WebSiteProfileListTX]=eserverpseries&site=eserverpseries&frompage=ts&Start=1&Count=30&cty=en_us
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Virtualization Changes Everything

» Deployment, = With the right tools, = New complexities can emerge
— Rapid growth of virtualized

maintenance, and virtualized resources ;
o _ resources across multiple
migration of IT can be easier to environments
resources are top create, adjust, move, — Relationship of virtualized
, _ resources to underlying physical
contributors to cost clone, checkpoint infrastructure ying Py
today — Health monitoring and problem

determination across a physical
and virtualized infrastructure

Server Management and Administration Costs

19% Initial system and

Other 15%
software deployment

System maintenance 7%

15% Maintenance

itori 8%
System monitoring o R,

Upgrades, patches, etc. 11%
13% Migration

Planning for upgrades, 12%
expansion, and capacity IDC Survey Data, 2002-2004

© 2007 IBM Corporation IBM Systems
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How Server Consolidation can Fuel Business Innovation

Paradigm Shift for Datacenters:

Pure cost center with 10% cut year over year =» Business Unit with strategic growth investments

Datacenter Example

= Pure cost center

= Management cuts costs 10% YOY

= IT cuts innovation and directs to operations

; \-10%
Innovation
. Innovation

Budget

Operations .
Operations

Year

v

Self-Funding Model

Optimizing IT
= Energy Efficiency

= Server Consolidati alization

© 2007 IBM Corporation IBM Systems
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POWER Virtualization Architecture

Workload management and provisioning
|

v v v v Sy
| . :
AIX V6 AIX Linux Unassigned |
_ partitions V5.2 partitions on demand
|| resources
Linux !
AlIX Kernels Kernels :
e e B | =
Management  — ntntote  setmteteacens

Cg_’;ﬁ‘(’:‘)&* Virtual Network / Storage

Hypervisor Virtual Processors
Processors
R Service | Memory

Processor

Expansion slots
Local devices and storage

Networks and network storage

*Integrated Virtualization Manager (IVM) is disabled if HMC attached
**Available on System p5 560Q and below as well as the BladeCenter® JS21

© 2007 IBM Corporation
o IBM Systems
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POWERS Advanced Power V|rtuaI|zat|on Option

A

{Dynamically Resizable}

irtual 3 2 6 3
&eiESer| Cores |Cores|Cores | Cores
Partition
(Int Virt . AIX AIX ]
I\/Ilgtn\a/glr;r Linux | 5 | 5L [ Linux
T— V5.2 | V5.3
Storage
Sharing
Ethernet
Sharing

Lg‘;

I— Virtual /0O paths

POWER Hypervisor
Unmanaged
PLM Partitions Partitions
LPAR 1 LPAR 2 LPAR 3
Manager AIX 5L V5.2 | AIX5L V5.3 Linux
Seel [PLM Agent| | [PLM Agent]

ey

POWER Hypervisor

3
Cores

AIX
5L
V5.3

Features
= Micro-partitioning
“*Share processors across
multiple partitions
<*Minimum Partition: 1/10

processor
“*AIX 5L V5.3 or Linux*

= Virtual I/O Server
“»Shared Ethernet
*»*Shared SCSI & Fiber Channel
+**Int Virtualization Manager

“AIX 5L V5.3 & Linux partitions
“*From 1 to 10 per server

=Partition LoadManager

“AIX 5L V5.2 & V5.3 supported

“*Balances Processor & memory
request

=Managed via HMC

* = SLES 9 or RedHat v3 with update 3

© 2007 IBM Corporation IBM Systems
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POWER Virtualization O

<

{Dynamically Resizable}

Virtual
I/0 Server
Partition

Sharing
Ethernet
Sharing

=

3 2
Cores |Cores

Linux | AIX
V5.2

Virtual 1/0 paths

POWER H

Web
Browser

—~

6 6
Cores Cores

Micro-Partitioning

AlX | @ [ @ [ @
| X[ X| 6 | 0 )
V5.3 25|38 10 1O
X[S[a| ==X =
< < (< <

pervisor

HMC@

ption for POWERG6

= New Offering for POWERG
= Micro-Partitioning™
% Share processors across
multiple partitions
“* Minimum Partition: 1/10
processor
“ AIX'V5.3/V6
% Linux

= Virtual I/O Server
*» Shared Ethernet
% Shared SCSI & Fiber
Channel
* Integrated Virtualization
Manager

= Live Partition Mobility
(SoD)

©2007 IBM Corporati
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Micro-Partitioning Technology

Dynamic Micro-partitions
LPARS Pool of Six CPUs
Whole
Processors

) O X [To)
= 2 > s =2
s > < 3 P
< < < <
Entitled
capacity

Hypervisor

Note: Micro-partitions are available via optional Advanced

POWER Virtualization or POWER Hypervisor and VIOS features.
© 2007 IBM Corporation
IBM Systems

Micro-Partitioning technology allows
each processor to be subdivided into as
many as 10 “virtual servers”, helping to

consolidate UNIX® and Linux
applications.

Partitioning options
— Micro-partitions: Up to 254"

Configured via the HMC

Number of logical processors
— Minimum / Maximum

Entitled capacity
— In units of 1/100 of a CPU
— Minimum 1/10 of a CPU

Variable weight
— % share (priority) of
surplus capacity

Capped or uncapped partitions

*on p5-590 and p5-595
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Integrated Virtual Ethernet Overview

Naming
‘Integrated Virtual Ethernet — External name in marketing and other documentation
*Host Ethernet Adapter (HEA) — Name used on user interfaces

New hardware capability
*Provides enhanced Ethernet connectivity
*No TCEs, PCI protocol, etc
» Several integrated Ethernet adapters, called Logical Ports.
«Can be assigned to one or more partitions and/or VIOS partitions.
«Available on most POWERG6 systems
Multiple options of physical, external ports
 Dual 1 Gbit copper: 10BASE-T, 100BASE-T, 1000BASE-T
*Quad 1 Gbit copper: 10BASE-T, 100BASE-T, 1000BASE-T
 Dual 10 Gbit fibre: 10GBASE-SR or 10GBASE-LR
‘Logical Ports
*Up to 32 logical ports, but can also be configured as 1, 2, 4, 8, 16 logical
ports
Logical port / physical dedicated when assign to VIOS patrtition
*Several configuration parameters
All based on tuning performance to match client configuration and environment
* e.g.: Speed, frame size, duplex

© 2007 IBM Corporation IBM Systems
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Integrated Virtual Ethernet - How it Works......
Option 1 Option 2
LPAR LPAR LPAR LPAR LPAR LPAR i
vios | # #2 Vios | #1 2
Or
UNET |
Packet
I I Umﬂ! Ethernet Switch I -

IVE Adapter

IVE Adapter Port
Port

MNative Performance
Software Transparency
AlX and Linux

© 2007 IBM Corporation IBM Systems
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IBM System p Flexible Resource Management

A new method of virtualization on IBM System p: AIX Workload Partitions

Micro-partitions

AIX V5.3 on POWER5™ or later

Workload
Partitions

AIX 6 on POWER4
or later

Resource Flexibility

AlIX Workload

Manager

AIX V4.3.3 on POWER3™
or later

>
Workload Isolation

* All statements regarding IBM future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only. Any reliance on these Statements of General Direction is at the relying party's sole risk and will
not create liability or obligation for IBM.

© 2007 IBM Corporation IBM Systems
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IBM System p Announces Two Methods of Mobility

Live Partition Mobility — move a running POWERG6 partition ...
Live Application Mobility — move a running AIX 6 application ...
... From one server to another

Live Partition Mobility

Micro-partitions

AIX V5.3 on POWER5™ or later

Live Application Mobility

Workload
Partitions

AIX 6 on POWER4
or later

Resource Flexibility

AlIX Workload

Manager

AlIX V4.3.3 on POWER3™
or later

>

Workload Isolation

* All statements regarding IBM future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only. Any reliance on these Statements of General Direction is at the relying party's sole risk and will
not create liability or obligation for IBM.

© 2007 IBM Corporation IBM Systems
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Live Partition Mobility with POWERG6”

Allows migration of a running LPAR to another physical server

v’ Reduce impact of planned outages

v’ Relocate workloads to enable growth

v’ Provision new technology with no disruption to service

v’ Save energy by moving workloads off underutilized servers

s
i 1
] 1
i 1
N

\ Movement to

a different server with
i no loss of service

Virtualized SAN and Network Infrastructure

* All statements regarding IBM future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only. Any reliance on these Statements of General Direction is at the relying party's sole risk and will
not create liability or obligation for IBM.

© 2007 IBM Corporation IBM Systems
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Continuous Application Availability

With Live Partition Mobility and Live Application Mobility, planned outages
for hardware and firmware maintenance and upgrades can be a thing of
the past

Relocate all partitions from one server to another when performing maintenance. Move
the partitions back when maintenance is complete

* All statements regarding IBM future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only. Any reliance on these Statements of General Direction is at the relying party's sole risk and will
not create liability or obligation for IBM.

© 2007 IBM Corporation IBM Systems
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Energy Savings

During non-peak hours, consolidate workloads and power
off excess servers

Move partitions off of underutilized servers and then power them off to save electricity
using Live Partition Mobility and Live Application Mobility

* All statements regarding IBM future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only. Any reliance on these Statements of General Direction is at the relying party's sole risk and will
not create liability or obligation for IBM.

© 2007 IBM Corporation IBM Systems
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Workload Balancing with Live Partition Mobility”

As computing needs spike, redistribute workloads onto
multiple physical servers without service interruption

As one server gets overtaxed from a spike in demand, relocate partitions to other servers

* All statements regarding IBM future directions and intent are subject to change or withdrawal without notice and represent goals and objectives only. Any reliance on these Statements of Genera