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Special Notices

DISCLAIMER NOTICE

Performance is based on measurements and projections using standard IBM benchmarks in a controlled
environment. Thisinformation is presented along with general recommendationsto assist the reader to
have a better understanding of IBM(*) products. The actual throughput or performance that any user will
experience will vary depending upon considerations such as the amount of multiprogramming in the
user'sjob stream, the 1/O configuration, the storage configuration, and the workload processed.
Therefore, no assurance can be given that an individual user will achieve throughput or performance
improvements equivalent to the ratios stated here.

All performance data contained in this publication was obtained in the specific operating environment and
under the conditions described within the document and is presented as an illustration. Performance

obtained in other operating environments may vary and customers should conduct their own testing.
Information is provided "AS |S" without warranty of any kind.

The use of thisinformation or the implementation of any of these techniquesis a customer responsibility
and depends on the customer's ability to evaluate and integrate them into the customer's operational
environment. While each item may have been reviewed by IBM for accuracy in a specific situation, there
is no guarantee that the same or similar results will be obtained elsewhere. Customers attempting to adapt
these techniques to their own environments do so at their own risk.

All statements regarding IBM future direction and intent are subject to change or withdrawal without
notice, and represent goals and objectives only. Contact your local IBM office or IBM authorized reseller
for the full text of the specific Statement of Direction.

Some information addresses anticipated future capabilities. Such information is not intended as a
definitive statement of a commitment to specific levels of performance, function or delivery schedules
with respect to any future products. Such commitments are only madein IBM product announcements.
The information is presented here to communicate IBM's current investment and development activities
as agood faith effort to help with our customers' future planning.

IBM may have patents or pending patent applications covering subject matter in this document. The
furnishing of this document does not give you any license to these patents. Y ou can send license
inquiries, in writing, to the IBM Director of Commercial Relations, IBM Corporation, Purchase, NY
10577.

Information concerning non-1BM products was obtained from a supplier of these products, published
announcement material, or other publicly available sources and does not constitute an endorsement of
such products by IBM. Sources for non-IBM list prices and performance numbers are taken from
publicly available information, including vendor announcements and vendor worldwide home pages.
IBM has not tested these products and cannot confirm the accuracy of performance, capability, or any
other claimsrelated to non-IBM products. Questions on the capability of non-IBM products should be
addressed to the supplier of those products.
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The following terms, which may or may not be denoted by an asterisk (*) in this publication, are trademarks of the
IBM Corporation.

iSeries or AS/400 System/370 Operating System/400

C/400 IPDS i5/0S

05/400 COBOL/400 Application System/400

Systemi5 RPG/400 OfficeVision

System i IBM i operating system Facsimile Support/400

PS/2 DRDA Distributed Relational Database Architecture
0s/2 SQL/400 Advanced Function Printing

DB2 ImagePlus Operational Assistant

AFP VTAM Client Series

IBM APPN Workstation Remote |PL/400

SQL/DS SystemView Advanced Peer-to-Peer Networking

400 VauePoint OfficeVision/400

CICs DB2/400 iSeries Advanced Application Architecture
S/370 ADSM/400 ADSTAR Distributed Storage Manager/400
RPG IV AnyNet/400 IBM Network Station

AlIX IBM XIV Storage systems Lotus, Lotus Notes, Lotus Word Pro, Lotus 1-2-3
Micro-partitioning POWER4 POWER4+

POWER POWERS POWERS+

Power™ Systems POWERG POWERG+

PowerPC POWER7 Power™ Systems Software

IBM PureSystems IBM PureFlex System IBM PureApplication System

The following terms, which may or may not be denoted by a double asterisk (**) in this publication, are trademarks
or registered trademarks of other companies as follows:

TPC Benchmark Transaction Processing Performance Council
TPC-A, TPC-B Transaction Processing Performance Council
TPC-C, TPC-D Transaction Processing Performance Council
ODBC, Windows NT Server, Access Microsoft Corporation

Visual Basic, Visual C++ Microsoft Corporation

Adobe PageM aker Adobe Systems Incorporated

Borland Paradox Borland International Incorporated

Corel DRAW! Corel Corporation

Paradox Borland International

WordPerfect Satelite Software International

BEST/1 BGS Systems, Inc.

NetWare Novell

Compag Compag Computer Corporation

Proliant Compag Computer Corporation

BAPCo Business Application Performance Corporation
Harvard Gaphics Software Publishing Corporation
HP-UX Hewlett Packard Corporation

HP 9000 Hewlett Packard Corporation

INTERSOLV Intersolve, Inc.

Q+E Intersolve, Inc.

Netware Novell, Inc.

SPEC Systems Performance Evaluation Cooperative
UNIX UNIX Systems Laboratories

WordPerfect WordPerfect Corporation

Powerbuilder Powersoft Corporation

SQLWindows Gupta Corporation

NetBench Ziff-Davis Publishing Company

DEC Alpha Digital Equipment Corporation

Microsoft, Windows, Windows 95, Windows NT, Internet Explorer, Word, Excel, and Powerpoint, and the Windows logo are
trademarks of Microsoft Corporation in the United States, other countries, or both.

Intel, Intel Inside (logos), MMX and Pentium are trademarks of Intel Corporation in the United States, other countries, or both.
Linux is atrademark of Linus Torvaldsin the United States, other countries, or both.

Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.
Other company, product or service names may be trademarks or service marks of others.
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Pur pose of this Document

The purpose of thisdocument isto help provide guidancein termsof IBM i operating system
performance, capacity planning information, and tipsto obtain optimal performance on IBM i
operating system.

This document is typically updated with each new release or more often if needed. This February 2013
edition of the IBM i 7.1 Performance Capabilities Reference Guide is an update to the November 2012
edition to reflect new product functions announced on February 5, 2013.

This edition includes performance information on newly announced POWER7+ models including the
Power 710, 720, 730, 740, 750, and 760. CPW values are included for the POWER7+ based Compute
Nodes for the IBM Pure Flex System p260, and CPW values are also provided for the IBM POWER 770
and 780 models announced in October 2012 which include the 9117-MMD and 9179-MHD, both using
POWERT+ technology.

This document also includes performance information on IBM Power Systems featuring POWER7
processor technology. The Power 710, 720, 730, 740, 750 Express, Power 770, Power 780 and Power 795
offer abroad range of capacity and performance. This document further includes information on DB2
UDB for iSeries SQL Query Engine Support, Solid State Drives (SSDs), Websphere Application Server
including WAS V6.1 both with the Classic VM and the IBM Technology for Java (32-bit) VM,
WebSphere Host Access Transformation Services (HATS) including the IBM WebFacing Deployment
Tool with HATS Technology (WDHT), PHP - Zend Corefor i, Javaincluding IBM Technology for Java
32-bit and IBM Technology for Java 64-bit, Domino 8.5, new internal storage adapters, DASD 10
performance for the Power 750 and Power 770 models, Virtual Tape, IPL performance, Energy
Management (including discussions of Dynamic Power Save mode) and Simultaneous Multi-Threading
(SMT).

The wide variety of applications available makesit extremely difficult to describe a"typical" workload.
The data in this document is the result of measuring or modeling certain application programsin very
specific and unique configurations, and should not be used to predict specific performance for other
applications. The performance of other applications can be predicted using a system sizing tool such as
IBM Systems Workload Estimator (refer to Chapter 20 for more details on the Workload Estimator).
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Chapter 1. Introduction

IBM Systemi and IBM System p platforms unified the value of their serversinto asingle,
powerful lineup of servers based on industry leading Power Systems processor technology with
support for IBM i operating system (formerly known asi5/0OS), IBM AIX and Linux for Power.

Following along with this exciting unification are a number of naming changes to the formerly
named i5/0S, now officialy called IBM i operating system. Specifically, recent versions of the
operating system are referred to by IBM i operating system 7.1, IBM i operating system 6.1
(previoudly i5/0S V6R1), and IBM i operating system 5.4 (previously i5/0S V5R4). Shortened
forms of the latest operating system nameare IBM i 7.1,i 7.1,1 V7.11V7R1, and sometimes
simply ‘i’. Asaways, references to legacy hardware and software will commonly use the
naming conventions of the time.

IBM PureSystems and IBM Power Systems running POWER7 and POWER7+ technology are
designed to deliver unprecedented performance, scalability, reliability and manageability for
demanding commercial workloads. With offerings starting at 4 cores, the Power 710, 720, 730,
740, 750 express, Power 760, Power 770, Power 780, Power 795 each offer 64-bit architecture
and include up to eight cores on a single-chip module (SCM), and contain 2 MB of L2 cache
(256 KB per core) and 32 MB of L3 cache (4 MB per core).

The Power 780 and Power 795 possess the ability to switch between its standard throughput
optimized mode and its unique TurboCore mode, where performance per core is boosted with
access to both additional cache and additional clock speed. Based on the user's configuration
option, any Power 780 system can be booted in standard mode, enabling up to a maximum of 64
processor cores running at 3.86 GHz, or in TurboCore mode, enabling up to 32 processor cores
running at 4.14 GHz and twice the cache per core. The Power 795 runs with frequency of 4.0
GHz in normal boot mode, and 4.25 GHz in TurboCore mode. Please reference Appendix C for
more details.

Customers who wish to remain with their existing hardware but want to moveto IBM i 7.1 may
find functional and performance improvements. IBM i 7.1 continues to help protect the
customer's investment while providing more function and better price/performance over previous
versions. The primary public performance information web site is found at:
http://www.ibm.com/systems/power/software/i/management/performance/index.html

IBM i 7.1 Performance Capabilities Reference - February 2013
© Copyright IBM Corp. 2013 Chapter 1- Introduction 12


http://www.ibm.com/systems/power/software/i/management/performance/index.html

Chapter 2. Communications Performance

Note: This chapter does not contain updated performance information beyond what was in the
April/October 2011 version.

There are many factorsthat affect System i performance in a communications environment. This chapter
discusses some of the common factors and offers guidance on how to help achieve the best possible
performance. Much of the information in this chapter was obtained as aresult of analysis experience
within the Rochester development laboratory. Many of the performance claims are based on supporting
performance measurement and analysis with the NetPerf and Netop workloads. In some cases, the actual
performance dataisincluded here to reinforce the performance claims and to demonstrate capacity
characteristics. The NetPerf and Netop workloads are described in section 2.2.

This chapter focuses on communication in non-secure and secure environments on Ethernet solutions
using TCP/IP. Many applications regquire network communications to be secure. Communications and
cryptography, in these cases, must be considered together. Secure Socket Layer (SSL), Transport Layer
Security (TLS) and Virtual Private Networking (VPN) capacity characteristics will be discussed in
section 2.5 of this chapter. For information about how the Cryptographic Coprocessor improves
performance on SSL/TLS connections, see section 3.4 of Chapter 3, “Cryptography Performance.”

Communications Performance Highlightsfor IBM i Operation System 5.4:

* Thesupport for the new Internet Protocol version 6 (IPv6) has been enhanced. The new 1Pv6
functions are consistent at the product level with their respective | Pv4 counterparts.

* Support isadded for the 10 Gigabit Ethernet optical fiber input/output adapters (IOASs) 573A and
576A. These |IOAs do not require an input/output processor (IOP) to be installed in conjunction with
theIOA. Instead the IOA can be plugged into a PCI bus slot and the |OA is controlled by the main
processor. The 573A isa 10 Gigabit SR (short reach) adapter, which uses multimode fiber (MMF)
and has aduplex LC connector. The 573A can transmit to lengths of 300 meters. The 576A isa 10
Gigabit LR (long reach) adapter, which uses single mode fiber (SMF) and has a duplex SC connector.
The 576A can transmit to lengths of 10 kilometers. Both of these adapters support TCP/IP, 9000-byte
jumbo frames, checksum offloading and the |EEE 802.3ae standard.

e ThelBM 5706 2-Port 10/100/1000 Base-TX PCI-X IOA and IBM 5707 2-Port Gigabit Ethernet-SX
PCI-X 10A supports checksum offloading and 9000-byte jumbo frames (1 Gigabit only). These
adapters do not require an 10OP to be installed in conjunction with the I0A.

e ThelBM 5701 10/100/1000 Base-TX PCI-X 10A does not require an IOP to beinstalled in
conjunction with the |OA.

e ThelBM Cryptographic Access Provider product, 5722-AC3 (128-bit) is no longer required. Thisis
anew development for the 5.4 release of IBM i Operation System. All 5.4 systems are capable of the
function that was previously provided in the 5722-AC3 product. Thisis relevant for SSL
communications.

Communications Performance Highlightsfor IBM i Operation System 5.4.5:
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* ThelBM 5767 2-Port 10/100/1000 Based-T X PCI-E IOA and IBM 5768 2-Port Gigabit Ethernet-SX
PCI-E I0A supports checksum offloading and 9000-byte jumbo frames (1 Gigabit only). These
adapters do not require an IOP to be installed in conjunction with the I0A.

* |BM’sHost Ethernet Adapter (HEA) integrated 2-Port 10/100/1000 Based-TX PCI-E IOA supports
checksum offloading, 9000-byte jumbo frames (1 Gigabit only) and LSO - Large Send Offload (I1Pv4
only). These adapters do not require an IOP to be installed in conjunction with the |OA.
Additionally, each physical port has 16 logical ports that may be assigned to other partitions and
alows each partition to utilize the same physical port simultaneously with the following limitation:
one logical port, per physical port, per partition.

Communications Performance Highlightsfor IBM i Operation System 6.1

* Additional enhancement in Internet Protocol version 6 (IPv6) in the following areas:
Advanced Sockets APIs

Path MTU Discovery

Correspondent Node Mability Support

Support of Privacy extensions to statel ess address auto-configuration

Virtua |P address,

Multicast Listener Discovery v2 support

Router preferences and more specific route advertisement support

Router load sharing.

NGO~ WNE

e Additional enhancement in Internet Protocol version 4 (1Pv4) in the following areas:
1. Remote access proxy fault tolerance
2. IGMP v3 support for IPv4 multicast.

* Large Send Offload support was implemented for Host Ethernet Adapter ports on Internet Protocol
version 4 (IPv4).

2.1 System i Ethernet Solutions

The need for communication between computer systems has grown over the last decades, and TCP/IP
over Ethernet has grown with it. We currently have arrived where different factors influence the
capabilities of the Ethernet. Some of these influences can come from the cabling and adapter type
chosen. Limiting factors can be the capabilities of the hub or switch used, the frame size you are able to
transmit and receive, and the type of connection used. The System i server is capable of transmitting and
receiving data at speeds of 10 megabits per second (10 Mbps) to 10 gigabits per second (10 Gbpsor 10
000 Mbps) using an Ethernet IOA. Functions such as full duplex also enhance the communication speeds
and the overall performance of Ethernet.

Table 2.1 contains alist of Ethernet input/output adapters that are used to create the resultsin this chapter.
Table2.1

Ethernet input/output adapters

CCIN® Description Speed® Jumbo | Operations| Duplex mode capability
(Mbps) frames Console Full Half
supported | supported
2849 |10/100 Mbps Ethernet 10/100 No Yes Yes Yes
5700° |IBM Gigabit Ethernet-SX PCI-X 1000 Yes No Yes No
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5701' |IBM 10/100/1000 Base-TX PCI-X 10/100/ 1000 Yes No Yes Yes
5706' |IBM 2-Port 10/100/1000 Base-TX PCI-X” | 10/ 100/ 1000 Yes Yes Yes Yes
5707> |IBM 2-Port Gigabit Ethernet-SX PCI-X” 1000 Yes Yes Yes No
5767* |IBM 2-Port 10/100/1000 Base-TX PCl-¢’ | 10/100/ 1000 Yes Yes Yes Yes
5768° |IBM 2-Port Gigabit Ethernet-SX PCI-¢’ 1000 Yes Yes Yes No
573A2 |IBM 10 Gigabit Ethernet-SX PCI-X 10000 Yes No Yes No
181A' |IBM 2-Port 10/100/1000 Base-TX PCI-€ 10/ 100/ 1000 Yes Yes Yes Yes
181B2 |IBM 2-Port Gigabit Base-SX PCl-e 10000 Yes Yes Yes Yes
181C! |IBM 4-Port 10/100/1000 Base-TX PCl-€’ 10/ 100/ 1000 Yes Yes Yes Yes
1819 [IBM 4-Port 10/100/1000 Base-TX PCl-e"° | 10/ 100/ 1000 Yes Yes Yes Yes
N/A  |Virtual Ethernet* n/a® Yes N/A Yes No
N/A  |Bladée® n/a® Yes N/A Yes Yes

Notes:

1. Unshielded Twisted Pair (UTP) card; uses copper wire cabling

2. Usesfiber optics

3. Custom Card Identification Number and System i Feature Code

4. Virtual Ethernet enables you to establish communication via TCP/IP between logical partitions and can be used without

any additional hardware or software.

5. Depends on the hardware of the system.

6. These aretheoretical hardware unidirectional speeds

7. Each port can handle 1000 Mbps

8.  Blade communicates with the VIOS Partition via Virtua Ethernet

9. Host Ethernet Adapter for IBM Power 550, 9409-M50 running IBM i Operating System

*  All adapters support Auto-negotiation

2.2 Communication Perfor mance Test Environment

Hardware

All PCI-X measurements for 100 Mbps and 1 Gigabit were completed on an IBM Systemi 570+ 8-Way
(2.2 GHz). Each system isconfigured as an LPAR, and each communication test was performed between
two partitions on the same system with one dedicated CPU. The gigabit IOAswereinstalledin a
133MHz PCI-X dot.

The measurements for 10 Gigabit were completed on two IBM System i 520+ 2-Way (1.9 GHz) servers.
Each System i server is configured as a single LPAR system with one dedicated CPU. Each
communication test was performed between the two systems and the 10 Gigabit IOAs wereinstalled in
the 266 MHz PCI-X DDR(double data rate) slot for maximum performance. Only the 10 Gigabit Short
Reach (573A) IOA’swere used in our test environment.

All PCI-e measurements were completed on an IBM System i 9406-MMA 7061 16 way or IBM Power
550, 9409-M50. Each system is configured as an LPAR, and each communication test was performed
between two partitions on the same system with one dedicated CPU. The Gigabit IOA'swhere instaled in
aPCl-e 8x dlot.

All Blade Center measurements where collected on a4 processor 7998-61X Blade in a Blade Center
H chassis, 32 GB of memory. The AIX partition running the VIOS server was not limited. All
performance data was collect with the Blade running as the server. The System i partition (on the Blade)
was limited to 1 CPU with 4 GB of memory and communicated with an external IBM Systemi 570+
8-Way (2.2 GHz) configured as asingle LPAR system with one dedicated CPU and 4 GB of Memory.
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Software

The NetPerf and Netop workloads are primitive-level function workloads used to explore
communications performance. Workloads consist of programs that run between a Systemi client and a
System i server, Multiple instances of the workloads can be executed over multiple connections to
increase the system load. The programs communicate with each other using sockets or SSL APIs.

To demonstrate communications performance in various ways, several workload scenarios are analyzed.
Each of these scenarios may be executed with regular nonsecure sockets or with secure SSL using the
GSK API:

1. Request/Response (RR): The client and server send a specified amount of data back and forth over
aconnection that remains active.

2. Asymmetric Connect/Request/Response (ACRR): The client establishes a connection with the
server, asingle small request (64 bytes) is sent to the server, and aresponse (8K bytes) is sent by the
server back to the client, and the connection is closed.

3. Largetransfer (Stream): The client repetitively sends a given amount of datato the server over a
connection that remains active.

The NetPerf and Netop tools used to measure these benchmarks merely copy and transfer the data from
memory. Therefore, additional consideration must be given to account for other normal application
processing costs (for example, higher CPU utilization and higher response times due to disk accesstime).
A real user application will have thistype of processing as only a percentage of the overall workload.

The IBM Systems Workload Estimator, described in Chapter 20, reflects the performance of real user
applications while averaging the impact of the differences between the various communications protocols.
The real world perspective offered by the Workload Estimator can be valuable for projecting overall
system capacity.

2.3 Communication and Storage obser vations

With the continued progress in both communication and storage technology, it is possible that the
performance bottleneck shifts. Especially with high bandwidth communication such as 10 Gigabit and
Virtual ethernet, storage technology could become the limiting factor.

DASD Performance

Storage performance is dependent on the configuration and amount of disk units within your partition.
See chapter 4 for detailed information.

Table5.2
I0A and operation Number of 35 GB DASD units (Measurement numbersin GB/HR)
2778 10A 15 Units 30 Units 45 Units
Save 41 83 122
*
SAVF Restore 41 83 122
2757 10A
Save 82 165 250
*
SAVF Restore 82 165 250

Largedatatransfer (FTP)
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When transferring large amounts of data, for example with FTP, DASD performance plays an important

role. Both the sending and receiving end could limit the communication speed when using high
bandwidth communication. Also in a multi-threading environment, having more then one streaming
session could improve overall communication performance when the DASD throughput is available.

Table2.3

Virtual Ethernet Performancein MB per second

FTP 1 Disk Unit ASP on 2757 I0OA 15 Disk Units ASP on 2757 IOA
1 Session 10.8 42.0

2 Sessions 10.5 70.0

3 Sessions 10.4 75.0

2.4 TCP/IP non-secure performance

In table 2.4 you will find the payload information for the different Ethernet types. The most important
factor with streaming is to determine how much data can be transferred. The results are listed in bits and

bytes per second. Virtual Ethernet does not have araw bit rate, since the maximum throughput is

determined by the CPU.
Table2.4
Streaming Performance
Raw bit rate ) Payload Simplex® Payload Duplex*
Ethernet Type (Mbits per second) MTU (Mbits per second) (Mbits per second)
100 Megabit 100 1,492 93.5 170.0
— 1,492 935.4 1740.3
1 Giganit 1,000 8,992 9359 1753.1
N 1,492 37454 4400.7
5 1
10 Gigabit 10,000 8,992 8789.6 9297.0
1,000 1,492 986.4 1481.4
HEA 1 Gigabit 8,992 941.1 1960.9
9 160.00° 1,492 28118 633L0
' 8,992 9800.7 10586.4
1,492 2913.1 3305.2
HEA 10 Gigabit 10,000 8,992 9392.3 9276.9
9 160.007 1,492 2823.5 6332.3
’ 8,992 9813.7 10602.3
Blade? n/a 1,492 933.1 1014.4
Virtual® n/a 8,992 8553.0 11972.3
Notes:
1. TheRaw bit rate value is the physical media bit rate and does not reflect physical media overheads
2. Maximum Transmission Unit. Thelarge (8992 bytes) MTU is also referred to as Jumbo Frames.
3.  Simplex isasingle direction TCP data stream.
4. Duplex isabidirectional TCP data stream.
5.  The 10 Gigabit results were obtained by using multiple sessions, because a single sessionsisincapable to fully utilize the
10 Gigabit adapter.
6. Virtual Ethernet uses Jumbo Frames only, since large packets are supported throughout the whole connection path.
7. HEA P.P.U.T (Partition to Partition Unicast Traffic or internal switch) 16 Gbps per port group.
8. 4 Processor 7998-61X Blade
9. All measurements are performed with Full Duplex Ethernet.
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Streaming datais not the only type of communication handled through Ethernet. Often server and client
applications communicate with small packets of data back and forth (RR). In the case of web browsers,
the most common type is to connect, request and receive data, then disconnect (ACRR). Table 2.5
provides some rough capacity planning information for these RR and ACRR communications.

Table 2.5
RR & ACRR Performance

(Transactions per second per server CPU)
Transaction Type Threads 1 Gigabit Virtual
Request/Response 1 991.32 873.62
(RR) 128 Bytes 26 1330.45 912.34
Asym. Connect/Reguest/Response 1 261.51 218.82
(ACRR) 8K Bytes 26 279.64 221.21
Notes:
®  Capacity metrics are provided for nonsecure transactions
® Thetable datareflects Systemi asa server (not aclient)
®  The datareflects Sockets and TCP/IP
® Thisisonly arough indicator for capacity planning. Actual results may differ significantly.
®  All measurement where taken with Packet Trainer off (See 2.6 for line dependent performance enhancements)

Here the results show the difference in performance for different Ethernet cards compared with Virtual
Ethernet. We also added test results with multiple threads to give an insight on the performance when a
system is stressed with multiple sessions.

Thisinformation is of similar type to that provided in Chapter 15, Web Server Performance. There are
also capacity planning examplesin that chapter.

2.5 TCP/IP Secur e Performance

With the growth of communication over public network environments like the Internet, securing the
communication data becomes a greater concern. Good examples are customers providing personal datato
complete a purchase order (SSL) or someone working away from the office, but still able to connect to
the company network (VPN).

SSL

SSL was created to provide a method of session security, authentication of a server or client, and message
authentication. SSL is most commonly used to secure web communication, but SSL can be used for any
reliable communication protocol (such as TCP). The successor to SSL iscalled TLS. There are slight
differences between SSL v3.0 and TLS v1.0, but the protocol remains substantially the same. For the
data gathered here we only use the TLS v1.0 protocol. Table 2.6 provides some rough capacity planning
information for SSL communications, when using 1 Gigabit Ethernet.
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Table 2.6

SSL Performance
(transactions per second per server CPU)

Nonsecure RC4/ RC4/ AES128/ AES256 / TDES/
Transaction Type: TCP/IP MD5 SHA-1 SHA-1 SHA-1 SHA-1
Request/Response
(RR) 128 Byte 1167 5654 | 5300 | 4796 | 4621 | 2022
Asym. Connect/Request/Response
(ACRR) 8K Bytes 249.7 53.4 48.0 313 27.4 4.8
Large Transfer
(Stream) 16K Bytes 478.4 55.7 533 36.9 31.9 6.5
Notes:

®  Capacity metrics are provided for nonsecure and each variation of security policy

® Thetable datareflects Systemi asaserver (not aclient)

® Thisisonly arough indicator for capacity planning. Actual results may differ significantly.
® Each SSL connection was established with a 1024 bit RSA handshake.

Thistable gives an overview on performance results on using different encryption methods in SSL
compared to regular TCP/IP. The encryption methods we used range from fast but less secure (RC4 with
MD5) to the slower but more secure (AES or TDES with SHA-1).

With SSL thereis aways a fixed overhead, such as the session handshake. The variable overhead is
based on the number of bytes that need to be encrypted/decrypted, the size of the public key, the type of
encryption, and the size of the symmetric key.

These results may be used to estimate a system’ s potential transaction rate at a given CPU utilization
assuming a particular workload and security policy. Say theresult of agiven test is5 transactions per
second per server CPU. Then multiplying that result with 50 will tell that at 50% CPU utilization a
transaction rate of 250 transactions per second is possible for thistype of SSL communication on this
environment. Similarly when a capacity of 100 transactions per second is required, the CPU utilization
can be approximated by dividing 100 by 5, which gives a 20% CPU utilization in this environment. These
are only estimations on how to size the workload, since actual results might vary. Similar information
about SSL capacity planning can be found in Chapter 15, Web Server Performance.

Table 2.7 below illustrates relative CPU consumption for SSL instead of potential capacity. Essentially,
thisisanormalized inverse of the CPU capacity datafrom Table 2.6. It gives another view of the impact
of choosing one security policy over another for various NetPerf scenarios.
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Table 2.7

SSL Relative Performance
(scaled to Nonsecur e baseline)

Nonsecure RC4/ RC4/ AES128/ AES256 / TDES/
Transaction Type: TCP/IP MD5 SHA-1 SHA-1 SHA-1 SHA-1
Request/Response
(RR) 128 Byte 1.0x 2.1 2.2 2.4 2.5 5.8
Asym. Connect/Request/Response
(ACRR) 8K Bytes 1.0y 4.7 5.2 8.0 9.1 51.7
Large Transfer
(Stream) 16K Bytes 1.0z 8.6 9.0 13.0 15.0 73.7
Notes:

®  Capacity metrics are provided for nonsecure and each variation of security policy

® Thetable datareflects Systemi asaserver (not aclient)

® Thisisonly arough indicator for capacity planning. Actual results may differ significantly.
® Each SSL connections was established with a 1024 bit RSA handshake.

® X,y andzarescaling constants, one for each NetPerf scenario.

VPN

Although the term Virtual Private Networks (VPN) didn’t start until early 1997, the concepts behind VPN
started around the same time as the birth of the Internet. VPN creates a secure tunnel to communicate
from one point to another using an unsecured network as media. Table 2.8 provides some rough capacity
lanning information for VPN communication, when using 1 Gigabit Ethernet.

Table 2.8
VPN Performance
(transactions per second per server CPU)
Nonsecure AH with ESP with ESP with ESP with TDES/
Transaction Type: TCP/IP MD5 RC4/MD5 AES128/ SHA-1
SHA-1
Request/Response
(RR) 128 Byte 1167.0 4285 322.9 307.71 148.4
Asym. Connect/Request/Response
(ACRR) 8K Bytes 249.7 49.9 37.7 327 9.1
Large Transfer
(Stream) 16K Bytes 478.4 44.0 310 25.6 5.4
Notes:

®  Capacity metrics are provided for nonsecure and each variation of security policy
® Thetable datareflects Systemi asaserver (not aclient)

®* VPN measurements used transport mode, TDES, AES128 or RC4 with 128-bit key symmetric cipher and MD5 message
digest with RSA public/private keys. VPN antireplay was disabled.

® Thisisonly arough indicator for capacity planning. Actual results may differ significantly.

This table also shows arange of encryption methods to give you an insight on the performance between
less secure but faster, or more secure but slower methods, all compared to unsecured TCP/IP.

Table 2.9 below illustrates relative CPU consumption for VPN instead of potential capacity. Essentialy,
thisisanormalized inverse of the CPU capacity datafrom Table 2.6. It gives another view of the impact

of choosing one security policy over another for various NetPerf scenarios.
[ Table 2.9 |
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VPN Relative Performance
(scaled to Nonsecur e baseline)
Nonsecure AH with ESP with ESP with ESP with TDES/
Transaction Type: TCP/IP MD5 RC4/MD5 AES128/ SHA-1
SHA-1
Request/Response
(RR) 128 Byte 1.0x 27 3.6 3.8 7.9
Asym. Connect/Request/Response
(ACRR) 8K Bytes 1.0y 5.0 6.6 7.6 275
Large Transfer
(Stream) 16K Bytes 1.0z 10.9 15.4 18.7 88.8

Notes:

Capacity metrics are provided for nonsecure and each variation of security policy
The table data reflects System i as a server (not aclient)

VPN measurements used transport mode, TDES, AES128 or RC4 with 128-hit key symmetric cipher and MD5 message
digest with RSA public/private keys. VPN anti-replay was disabled.

Thisisonly arough indicator for capacity planning. Actual results may differ significantly.
X,y and z are scaling constants, one for each NetPerf scenario.

The SSL and VPN measurements are based on a specific set of cipher methods and public key sizes.
Other choices will perform differently.

2.6 Performance Observationsand Tips

Communication performance on Blades may see an increase when the processors are in shared mode.
Thisis workload dependent.

Host Ethernet Adapters require 40 to 56 MB for memory per logical port to vary on.

IBM Power 550, 9409-M50 May show 2 to 5 percent increase over IBM Power 520, 9408-M 25 due
to the incorporation of L3 cache. Results will vary based on workload and configuration.

Virtua ethernet should always be configured with jumbo frame enabled
In 6.1 Packet Trainer is defaulted to "off" but can be configured per Line Descriptionin 6.1.

Virtua ethernet may see performance increases with Packet Trainer turn on. This depends on
workload, connection type and utilization.

Physical Gigabit lines may see performance increases with Packet Trainer off. This depends on
workload, connection type and utilization.

Host Ethernet Adapter should not be used for performance sensitive workloads, your throughput can
be greatly affected by the use of other logical ports connected to your physical port on additional
partitions.

Host Ethernet Adapter may see performance increases with Packet Trainer set to on, especially with
regard to HEA'sinternal Logical Switch and Partition to Partition traffic via the same port group.
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* For additional information regarding your Host Ethernet Adapter please see your specification
manual and the Performance Management page for future white papers regarding i Series and HEA.

* 1 Gigabit Jumbo frame Ethernet enables 12% greater throughput compared to normal frame 1 Gigabit
Ethernet. This may vary significantly based on your system, network and workload attributes.
Measured 1 Gigabit Jumbo Frame Ethernet throughput approached 1 Gigabit/sec

* Thejumbo frame option requires 8992 Byte MTU support by all of the network components
including switches, routers and bridges. For System Adapter configuration, LINESPEED(* AUTO)
and DUPLEX(*FULL) or DUPLEX(* AUTO) must aso be specified. To confirm that jumbo frames
have been successfully configured throughout the network, use NETSTAT option 3 to “Display
Details’ for the active jumbo frame network connection.

e Using *ETHV2 for the "Ethernet Standard" attribute of CRTLINETH may see sight performance
increase in STREAMING workloads for 1 Gigabit lines.

* Always ensure that the entire communications network is configured optimally. The maximum
frame size parameter (MAXFRAME on LIND) should be maximized. The maximum
transmission unit (M TU) size parameter (CFGTCP command) for both the interface and the route
affect the actual size of the line flows and should be configured to * LIND and *IFC respectively.
Having configured a large frame size does not negatively impact performance for small transfers.
Note that both the System i and the other link station must be configured for large frames. Otherwise,
the smaller of the two maximum frame size valuesis used in transferring data. Bridges may also limit
the maximum frame size.

*  When transferring large amounts of data, maximize the size of the application's send and receive
requests. Thisisthe amount of datathat the application transfers with a single sockets API call.
Because sockets does not block up multiple application sends, it isimportant to block in the
application if possible.

e With the CHGTCPA command using the parameters TCPRCVBUF and TCPSNDBUF you can alter
the TCP receive and send buffers. When transferring large amounts of data, you may experience
higher throughput by increasing these buffer sizes up to 8MIB. The exact buffer size that provides the
best throughput will be dependent on several network environment factors including types of
switches and systems, ACK timing, error rate and network topology. In our test environment we used
1 MB buffers. Read the help for this command for more information.

* Application timefor transfer environments, including accessing a data base file, decreases the
maximum potential datarate. Because the CPU has additional work to process, a smaller percentage
of the CPU is available to handle the transfer of data. Also, serialization from the application's use of
both database and communications will reduce the transfer rates.

e TCP/IP Attributes (CHGTCPA) now includes a parameter to set the TCP closed connection wait
time-out value (TCPCLOTIMO) . Thisvaue indicates the amount of time, in seconds, for which a
socket pair (client 1P address and port, server | P address and port) cannot be reused after a connection
isclosed. Normally it isset to at least twice the maximum segment lifetime. For typical applications
the default value of 120 seconds, limiting the system to approximately 500 new socket pairs per
second, isfine. Some applications such as primitive communications benchmarks work best if this
setting reflects a value closer to twice the true maximum segment lifetime. In these cases a setting of
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only afew seconds may perform best. Setting this value too low may result in extra error handling
impacting system capacity.

* Nosingle station can or is expected to use the full bandwidth of the LAN media. It offers up to the
medias rated speed of aggregate capacity for the attached stations to share. The disk accesstimeis
usually the limiting resource. The datarate is governed primarily by the application efficiency
attributes (for example, amount of disk accesses, amount of CPU processing of data, application
blocking factors, etc.).

* LAN can achieve asignificantly higher data rate than most supported WAN protocols. Thisis dueto
the desirable combination of having a high media speed along with optimized protocol software.

*  Communications applications consume CPU resource (to process data, to support disk /O, etc.) and
communications line resource (to send and receive data). The amount of line resource that is
consumed is proportional to the total number of bytes sent or received on the line. Some additional
CPU resource is consumed to process the communications software to support the individual sends
(puts or writes) and receives (gets or reads).

*  When several sessions use aline concurrently, the aggregate data rate may be higher. Thisisdueto
the inherent inefficiency of asingle session in using thelink. In other words, when asinglejobis
executing disk operations or doing non-overlapped CPU processing, the communicationslink isidle.
If several sessions transfer concurrently, then the jobs may be more interleaved and make better use
of the communications link.

* The CPU usage for high speed connections is similar to "slower speed” lines running the same type of
work. Asthe speed of alineincreases from atraditional low speed to a high speed, performance
characteristics may change.

* Interactive transactions may be dightly faster

* Largetransfers may be significantly faster

* A singlejob may be too serialized to utilize the entire bandwidth

* High throughput is more sensitive to frame size

* High throughput is more sensitive to application efficiency

* System utilization from other work has more impact on throughput

*  When devel oping scalable communication applications, consider taking advantage of the
Asynchronous and Overlapped /O Sockets interface. This interface provides methods for threaded
client server model applicationsto perform highly concurrent and have memory efficient 1/0.
Additional implementation information is available in the Sockets Programming guide.

2.7 APPC, ICF, CPI-C, and Anynet

e Ensurethat APPC is configured optimally for best performance: LANMAXOUT on the CTLD (for
APPC environments): This parameter governs how often the sending system waits for an
acknowledgment. Never alow LANACKFRQ on one system to have a greater value than
LANMAXOUT on the other system. The parameter values of the sending system should match the
values on the receiving system. In general, avalue of *CALC (i.e., LANMAXOUT=2) offersthe
best performance for interactive environments, and adequate performance for large transfer
environments. For large transfer environments, changing LANMAXOUT to 6 may provide a
significant performance increase. LANWNWSTP for APPC on the controller description (CTLD): If
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thereis network congestion or overrunsto certain target system adapters, then increasing the value
from the default=* NONE to 2 or something larger may improve performance. MAXLENRU for
APPC on the mode description (MODD): If avalue of * CALC is selected for the maximum SNA
request/response unit (RU) the system will select an efficient size that is compatible with the frame
size (on the LIND) that you choose. The newer LAN 10Ps support |IOP assist. Changing the RU size
to avalue other than * CALC may negate this performance feature.

e Some APPC APIs provide blocking (e.g., ICF and CPI-C), therefore scenarios that include repetitive
small puts (that may be blocked) may achieve much better performance.

o A largetransfer with the System i sending each record repetitively using the default blocking
provided by OS/400 to the System i client provides the best level of performance.

o A largetransfer with the System i flushing the communications buffer after each record (FRCDTA
keyword for ICF) to the System i client consumes more CPU time and reduces the potential data rate.
That is, each record will be forced out of the server system to the client system without waiting to be
blocked with any subsequent data. Note that ICF and CPI-C support blocking, Sockets does not.

e A largetransfer with the System i sending each record requiring a synchronous confirm (e.g.,
CONFIRM keyword for ICF) to the System is client uses even more CPU and places a high level of
serialization reducing the datarate. That is, each record isforced out of the server system to the client
system. The server system program then waits for the client system to respond with a confirm
(acknowledgment). The server application cannot send the next record until the confirm has been
received.

e Compression with APPC should be used with caution and only for slower speed WAN environments.
Many suggest that compression should be used with speeds 19.2 kbps and slower and is dependent on
the data being transmitted (# of blanks, # and type of repetitions, etc.). Compression isvery
CPU-intensive. For the CPB benchmark, compression increases the CPU time by up to 9 times. RLE
compression uses less CPU time than LZ9 compression (MODD parameters).

e |ICF and CPI-C have very similar performance for small data transfers.

e |CF alowsfor locate mode which means one less move of the data. This makes a significant
difference when using larger records.

e Thebest case datarate isto use the normal blocking that OS/400 provides. For best performance, the
use of the ICF keywords force data and confirm should be minimized. An application’s use of these
keywords has its place, but the tradeoff with performance should be considered. Any deviation from
using the normal blocking that OS/400 provides may cause additional trips through the
communications software and hardware; therefore, it increases both the overall delay and the amount
of resources consumed.

e Having ANYNET = *YES causes extra CPU processing. Only haveit set to * YESIf it is needed
functionally; otherwise, leave it set to *NO.

e For send and receive pairs, the most efficient use of an interface is with it's "native" protocol stack.
That is, ICF and CPI-C perform the best with APPC, and Sockets performs best with TCP/IP. There
is CPU time overhead when the "cross over” is processed. Each interface/stack may perform
differently depending on the scenario.

o Copyfilewith DDM provides an efficient way to transfer files between System i systems. DDM
provides large blocking which limits the number of times the communications support isinvoked. It
a so maximizes efficiencies with the data base by doing fewer larger 1/0s. Generally, a higher data
rate can be achieved with DDM compared with user-written APPC programs (doing data base
accesses) or with ODF.

o When ODF is used with the SNDNETF command, it must first copy the data to the distribution queue
on the sending system. This activity is highly CPU-intensive and takes a considerable amount of
time. Thistime is dependent on the number and size of the recordsin thefile. Sending an object to
more than one target System i server only requires one copy to the distribution queue. Therefore, the
realized data rate may appear higher for the subsequent transfers.
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o FTSisalessefficient way to transfer data. However, it offers built in data compression for line
speeds less than a given threshold. In some configurations, it will compress data when using LAN;
this significantly slows down LAN transfers.

2.8 HPR and Enterprise extender consider ations

Enterprise Extender is a protocol that allows the transmission of APPC data over |P only infrastructure. In
System i support for Enterprise Extender is added in 2.4. The communications using Enterprise Extender
protocol can be achieved by creating a specia kind of APPC controller, with LINKTY PE parameter of
*HPRIP.

Enterprise Extender (* HPRIP) APPC controllers are not attached to a specific line. Because of this, the
controller usesthe LDLCLNKSPD parameter to determine the initial link speed to the remote system.
After a connection has been started, this speed is adjusted automatically, using the measured network
values. However if the value of LDLCLNKSPD istoo different to the real link speed value at the
beginning, the initial connections will not be using optimally the network. A high value will cause too
many packets to be dropped, and alow value will cause the system not to reach the real link speed for
short bursts of data.

In alaboratory controlled environment with an isolated 100 Mbps Ethernet network, the following
average response times were observed on the system (not including the time required to start a SNA
session and allocate a conversation):

Table 2.9

Test Type HPRIP Link HPRIP Link Speed | AnyNet LAN
Speed = 10M bps = 100M bps

Short Request 0.001 sec 0.001 sec 0.001 sec 0.001 sec

with echo

Short Request 0.001 sec 0.001 sec 0.003 sec 0.003 sec

64K Request 0.019 sec 0.010 sec 13 sec 2 sec

with echo

64K Request 0.019 sec 0.010 sec 5sec 1sec

1GB Request 6:14 min 6:08 min 7:22 min 6:04 min

with echo

1GB Request 2:32 min 2:17 min 3:33 min 3:00 min

Send Fileusing | 5:12min 5:16 min 5:40 min 5:23 min

sndnetf (1GB)

The tests were done between two IBM System i5 (9406-820 and 9402-400) serversin an isolated
network.

Allocation time refersto the time that it takes for the system to start a conversation to the remote system.
The alocation time might be greater when a SNA session has not yet started to the remote system.
Measured allocation speed times where of 14 ms, in HPRIP systemsin average, while in AnyNet
allocation times where of 41 msin average.

The HPRIP controllers have dightly higher CPU usage than controllers that use adirect LAN attach. The
CPU usage is similar to the one measured on AnyNet APPC controllers. On |aboratory testing, aLAN
transaction took 3 CPW, while HPRIP and AnyNet, both took 3.7 CPW.
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2.9 Additional Information

Extensive information can be found at the System i Information Center web site at:
http://www.ibm.com/eserver/iseries/infocenter .
*  For network information select “ Networking” :
e See“TCP/IP setup” - “Internet Protocol version 6” for IPv6 information
e See” Network communications’” — “ Ethernet” for Ethernet information.
*  For application development select * Programming” :
* See“ Communications’ — “ Socket Programming” for the Sockets Programming guide.

Information about Ethernet cards can be found at the IBM Systems Hardware Information Center. The

link for thisinformation center islocated on the IBM Systems Information Centers Page at:

http://publib.boulder.ibm.com/eserver .

*  See“Managing your server and devices’ — “ Managing devices’ — “ Managing Peripheral
Component Interconnect (PCI) adapters’ for Ethernet PCI adapters information.
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Chapter 3. Cryptography Performance

Note: This chapter does not contain updated performance information beyond what was in the
April/October 2011 version.

With an increasing demand for security in today’ s information society, cryptography enables usto
encrypt the communication and storage of secret or confidential data. This also requires data integrity,
authentication and transaction non-repudiation. Together, cryptographic algorithms, shared/symmetric
keys and public/private keys provide the mechanisms to support all of these requirements. This chapter
focuses on the way that System i cryptographic solutions improve the performance of secure e-Business
transactions.

There are many factorsthat affect System i performance in a cryptographic environment. This chapter
discusses some of the common factors and offers guidance on how to achieve the best possible
performance. Much of the information in this chapter was obtained as aresult of analysis experience
within the Rochester development laboratory. Many of the performance claims are based on supporting
performance measurement and other performance workloads. In some cases, the actual performance data
isincluded here to reinforce the performance claims and to demonstrate capacity characteristics.

Cryptography Performance Highlightsfor i5/0S V5R4M O:

*  Support for the 4764 Cryptographic Coprocessor is added. This adapter provides both cryptographic
coprocessor and secure-key cryptographic accelerator function in asingle PCI-X card.

» 5722-AC3 Cryptographic Access Provider withdrawn. This product is no longer required to enable
data encryption.

* Cryptographic Services APl function added. Key management function has been added, which helps
you securely store and handle cryptographic keys.

3.1 System i Cryptographic Solutions

On a System i, cryptographic solutions are based on software and hardware Cryptographic Service
Providers (CSP). These solutions include services required for Network Authentication Service,
SSL/TLS, VPN/IPSec, LDAP and SQL.

IBM Softwar e Solutions

The software solutions are either part of the i5/0S Licensed Internal Code or the Java Cryptography
Extension (JCE).

IBM Hardwar e Solutions

One of the hardware based cryptographic offload solutions for the System i isthe IBM 4764 PCI-X
Cryptography Coprocessor (Feature Code 4806). This solution will offload portions of cryptographic
processing from the host CPU. The host CPU issues requests to the coprocessor hardware. The hardware
then executes the cryptographic function and returns the results to the host CPU. Because this hardware
based solution handles selected compute-intensive functions, the host CPU is available to support other
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system activity. SSL/TLS network communications can use these options to dramatically offload
cryptographic processing related to establishing an SSL/TLS session.

CSP API Sets

User applications can utilize cryptographic services indirectly viai5/OS functions (SSL/TLS, VPN |PSec)
or directly viathe following APIs:

e The Common Cryptographic Architecture (CCA) API set is provided for running cryptographic
operations on a Cryptographic Coprocessor.

* Thei5/OS Cryptographic Services API set is provided for running cryptographic operations within
the Licensed Internal Code.

* JavaCryptography Extension (JCE) is a standard extension to the Java Software Devel opment Kit
(JDK).

*  GSS (Generic Security Services), Java GSS, and Kerberos APIs are part of the Network
Authentication Service that provides authentication and security services. These services include
session level encryption capability.

e i5/0S SSL and JSSE support the Secure Sockets Layer Protocol. APIs provide session level
encryption capability.

*  Structured Query Languageis used to access or modify information in a database. SQL supports
encryption/decryption of database fields.

3.2 Cryptography Performance Test Environment

All measurements were completed on an IBM System i5 570+ 8-Way (2.2 GHz). The systemis
configured as an LPAR, and each test was performed on a single partition with one dedicated CPU. The
partition was solely dedicated to run each test. The IBM 4764 PCI-X Cryptographic Coprocessor card is
installed in aPCI-X dlot.

This System i model is a POWERS hardware system, which provides Simultaneous Multi-Threading. The
tools used to obtain this data are in some cases only single threaded (single instruction stream)
applications, which don’t take advantage of the performance benefits of SMT. See section 3.6 for
additional information.

Cryptperf isan IBM internal use primative-level cryptographic function test driver used to explore and
measure System i cryptographic performance. It supports parameterized calls to various i5/0S CSPs. See
section 3.6 for additional information.

¢ Cipher: Measures the performance of either symmetric or asymmetric key encrypt depending on
algorithm selected.
Digest: Measures the performance of hash functions.
Sign: Measures the performance of hash with private key encrypt .
Pin: Measures encrypted PIN verify using the IBM 3624 PIN format with the IBM 3624 PIN
calculation method.

All i5/0S and JCE test casesrun at a near 100% CPU utilization. The test cases that use the
Cryptographic Coprocessor will offload all cryptographic functions, so that CPU utilization is negligible.
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The relative performance and recommendations found in this chapter are similar for other models, but the
data presented here is not representative of a specific customer environment. Cryptographic functions are
very CPU intensive and scale easily. Adding or removing CPU’ s to an environment will change
performance, so resultsin other environments may vary significantly.

3.3 Softwar e Cryptographic API Performance

This section provides performance information for System i systems using the following cryptographic
services; i5/0S Cryptographic Services APl and IBM JCE 1.2.1, an extension of JDK 1.4.2.

Cryptographic performance is an important aspect of capacity planning, particularly for applications using
secure network communications. The information in this section may be used to assist in capacity
planning for this complex environment.

M easur ement Results

The cryptographic performance measurements in the following three tables were made using i5/0S
Cryptographic Services APl and Java Cryptography Extension.

Table 3.1
Cipher Encrypt Performance
. Transaction i5/0S . JCE
i?;gﬁtr:cr): Threads K e;(/BLI ;ans)gth Length | (Transactions/ ! 5/03&2%)@ (Transactions checo(r? d);t%/
(Bytes) Second) /Second)
DES 1 56 1024 11,276 11,547,058 15,537 15,909,515
DES 10 56 1024 15,402 15,771,656 19,768 20,241,955
Triple DES 1 112 1024 5,039 5,159,756 5,997 6,140,893
Triple DES 1 112 65536 87 5,710,925 93 6,086,464
Triple DES 10 112 1024 6,625 6,783,658 7,517 7,697,917
Triple DES 10 112 65536 109 7,139,814 117 7,657,551
RC4 1 128 262144 947 248,224,207 125 32,704,635
RC4 10 128 262144 1,017 266,579,889 207 54,321,919
AES 1 128 1024 26,636 27,275,585 28,110 28,784,259
AES 1 128 65536 1,479 96,930,853 428 28,080,038
AES 1 256 1024 24,025 24,601,428 22,767 23,313,526
AES 1 256 65536 1,111 72,782,397 345 22,614,607
AES 10 128 1024 30,408 31,137,523 34,916 35,754,190
AES 10 128 65536 1,692 110,892,831 524 34,350,709
AES 10 256 1024 27,349 28,005,446 27,172 27,824,575
AES 10 256 65536 1,257 82,392,038 415 27,183,773
RSA 1 1024 100 897 n/a 197 n/a
RSA 1 2048 100 128 n/a 30 n/a
RSA 10 1024 100 1,187 n/a 246 n/a
RSA 10 2048 100 165 n/a 35 n/a
Notes:
*  Seesection 3.2 for Test Environment Information
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Table 3.2
Signing Performance
Encryption Threads RSA Key Length i5/0S JCE
Algorithm (Bits) (Transactions/Second) (Transactions/Second)
SHA-1/RSA 1 1024 901 197
SHA-1/RSA 10 1024 1,155 240
SHA-1/RSA 1 2048 129 30
SHA-1/RSA 10 2048 163 35
Notes:
*  Transaction Length set at 1024 bytes
*  Seesection 3.2 for Test Environment Information
Table3.3
Digest Performance
Encryption 'S/OS. i5/0S ‘]CE. JCE
Algorithm Threads  (Tr g“ecfﬁtd';’“g (Bytes/ Second) (Tr g”ecfﬁtc;?”g (Bytes/Second)
SHA-1 1 6,753 110,642,896 2,295 37,608,172
SHA-1 10 10,875 178,172,751 2,954 48,401,773
SHA-256 1 3,885 63,645,228 2,049 33,576,523
SHA-256 10 4,461 73,086,411 2,392 39,184,923
SHA-384 1 7,050 115,505,548 4,020 65,865,327
SHA-384 10 8,075 132,301,878 4,634 75,925,668
SHA-512 1 7,031 115,201,800 4,217 69,098,731
SHA-512 10 8,060 132,059,807 4,801 78,659,561
Notes:
*  Key Length set at 1024 bits
*  Transaction Length set at 16384 bytes
*  Seesection 3.2 for Test Environment Information

3.4 Hardwar e Cryptographic API Performance

This section provides information on the hardware based cryptographic offload solution IBM 4764
PCI-X Cryptography Coprocessor (Feature Code 4806). This solution will improve the system CPU
capacity by offloading CPU demanding cryptographic functions.

IBM Common Name IBM 4764 PCI-X Cryptographic Coprocessor
System i hardwar e feature code | #4806
Applications Banking/finance (B/F)
Secure accelerator (SSL)
Cryptographic Key Protection | Secure hardware module
Required Hardware No IOP Required
Platform Support IBM System i5

The 4764 Cryptographic Coprocessor provides both cryptographic coprocessor and secure-key
cryptographic accelerator functions in asingle PCI-X card. The coprocessor functions are targeted to
banking and finance applications. The secure-key accelerator functions are targeted to improving the
performance of SSL (secure socket layer) and TLS (transport layer security) based transactions. The 4764
Cryptographic Coprocessor supports secure storage of cryptographic keys in atamper-resistant module,
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which is designed to meet FIPS 140-2 Level 4 security requirements. This new cryptographic card offers
the security and performance required to support e-Business and emerging digital signature applications.

For banking and finance applications the 4764 Cryptographic Coprocessor delivers improved
performance for T-DES, RSA, and financial PIN processing. IBM CCA (Common Cryptographic
Architecture) APIs are provided to enable finance and other specialized applications to access the services
of the coprocessor. For banking and finance applications the 4764 Coprocessor is a replacement for the
4758-023 Cryptographic Coprocessor (feature code 4801).

The 4764 Cryptographic Coprocessor can aso be used to improve the performance of
high-transaction-rate secure applications that use the SSL and TL S protocols. These protocols are used
between server and client applications over a public network like the Internet, when private information is
being transmitted in the case of Consumer-to-Business transactions (for example, a web transaction with
payment information containing credit card numbers) or Business-to-Business transactions. SSL/TLSis
the predominant method for securing web transactions. Establishing SSL/TL S secure web connections
requires very compute intensive cryptographic processing. The 4764 Cryptographic Coprocessor
off-loads cryptographic RSA processing associated with the establishment of a SSL/TL S session, thus
freeing the server for other processing. For cryptographic accelerator applications the 4764 Cryptographic
Coprocessor is areplacement for the 2058 Cryptographic Accelerator (feature code 4805).

Cryptographic performance is an important aspect of capacity planning, particularly for applications using
SSL/TLS network communications. Besides host processing capacity, the impact of one or more
Cryptographic Coprocessors must be considered. Adding a Cryptographic Coprocessor to your
environment can often be more beneficial then adding a CPU. The information in this chapter may be
used to assist in capacity planning for this complex environment.

M easurement Results
The following three tables display the cryptographic test cases that use the Common Cryptographic

Architecture (CCA) interface to measure transactions per second for avariety of 4764 Cryptographic
Coprocessor functions.

Table3.4
Cipher Encrypt Performance
CCA CSsP
Encryption Threads Key Length | Transaction Length 4764 4764
Algorithm (Bits) (Bytes) (Transactions/second) (Bytes/second)
DES 1 56 1024 1,026 1,050,283
DES 10 56 1024 1,053 1,078,458
Triple DES 1 112 1024 1,002 1,025,798
Triple DES 1 112 65536 110 7,191,327
Triple DES 10 112 1024 1,021 1,045,535
Triple DES 10 112 65536 123 8,035,164
RSA 1 1024 100 796 n/a
RSA 1 2048 100 307 n/a
RSA 10 1024 100 1,044 n/a
RSA 10 2048 100 462 n/a
Notes:
*  Seesection 3.2 for Test Environment information
*  AESisnot supported by the IBM 4764 Cryptographic Coprocessor
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Table3.5

Signing Performance

CCA CsP

Encryption RSA Key Length 4764

Algo)r/ipthm Threads (E?ts) ’ (Transactions/second)
SHA-1/RSA 1 1024 794
SHA-1/RSA 10 1024 1,074
SHA-1/RSA 1 2048 308
SHA-1/RSA 10 2048 465

Notes:

*  Transaction Length set at 1024 bytes
e Seesection 3.2 for Test Environment information

Table 3.6
Financial PINs Performance
CCA CSP
.. 4764
Threads Total Repetitions (Transactions/second)
1 10000 945
10 100000 966
Notes:

*  Seesection 3.2 for Test Environment information

3.5 Cryptography Observations, Tips and Recommendations

* ThelBM Systems Workload Estimator, described in Chapter 20, reflects the performance of real user
applications while averaging the impact of the differences between the various communications
protocols. The real world perspective offered by the Workload Estimator may be valuable in some
cases

* SSL/TLS client authentication requested by the server is quite expensive in terms of CPU and should
be requested only when needed. Client authentication full handshakes use two to three times the CPU
resource of server-only authentication. RSA authentication requests can be offloaded to an IBM 4764
Cryptographic Coprocessor.

*  With the use of Collection Services you can count the SSL/TLS handshake operations. This
capability allows you to better understand the performance impact of secure communications traffic.
Use thistool to count how many full versus cached handshakes per second are being serviced by the
server. Start the Collection Services with the default “ Standard plus protocol”. When the collection is
done you can find the SSL/TL S information in the QAPMJOBMI database file in the fields JBASH
(full) and IBFSHA (cached) for server authentications or BFSHA (full) and BASHA (cached) for
server and client authentications. Accumulate the full handshake numbers for all jobs and you will
have a good method to determine the need for a 4764 Cryptographic Coprocessor. |nformation about
Collection Services can be found at the System i Information Center. See section 3.6 for additional
information.

*  Symmetric key encryption and signing performance improves significantly when multithreaded.

»  Supported number of 4764 Cryptographic Coprocessors:
Table 3.8

server models Maximum per server Maximum per partition
IBM System i5 570 8/12/16W, 595 32 8
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| IBM System i5 520, 550, 570 2/4W | 8 | 8

* Applicationsrequiring a FIPS 140-2 Level 4 certified, tamper resistant module for storing
cryptographic keys should use the IBM 4764 Cryptographic Coprocessor.

*  Cryptographic functions demand alot of a system CPU, but the performance does scale well when
you add a CPU to your system. If your CPU handles alarge number of cryptographic requests,
offloading them to an IBM 4764 Cryptographic Coprocessor might be more beneficial then adding a
new CPU.

3.6 Additional Information

Extensive information about using System i Cryptographic functions may be found under “ Security” and
“Networking Security” at the System i Information Center web site at:
http://www.ibm.com/eserver/iseries/infocenter .

IBM Security and Privacy specialists work with customers to assess, plan, design, implement and manage
a security-rich environment for your online applications and transactions. These Security, Privacy,
Wireless Security and PKI services are intended to help customers build trusted electronic relationships
with employees, customers and business partners. These general IBM security services are described at:
http://www.ibm.com/services/security/index.html .

General security news and information are available at: http://www.ibm.com/security .

System i Security White Paper, “ Security is fundamental to the success of doing e-business’ is available
a: http://www.ibm.com/security/library/wp_secfund.shtml .

IBM Global Services provides avariety of Security Services for customers and Business Partners. Their
services are described at:  http://www.ibm.com/services .

Links to other Cryptographic Coprocessor documents including custom programming information can be
found at: http://www.ibm.com/security/cryptocards .

Other performance information can be found at the System i Performance Management website at:
http://www.ibm.com/systems/power/software/i/management/performance/index.html
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Chapter 4. Internal Storage Performance
This chapter discusses DASD subsystems available for the System i platform.

There are two separate considerations. Before IBM i operating system V6R1, one only had to consider
particular devices, IOAS, 10Ps, and SAN devices. All attached through similar strategies directly to IBM
i operating system and were all supported natively.

Starting in IBM iV6R1, however, IBM i operating system will be permitted to become avirtual client of
an IBM product known as VIOS. The supported BladeCenter Blades will only be availablein this
fashion. For other IBM Power Systemsit will be possible to attach all or some of the disksin this
manner. See the appropriate chapters for information on SAN, VIOS and Blades. For previous IOAs
shown here see previous performance capabilities references.

4.1 Internal (Native) Attachment

This section isintended to show relative performance differencesin Disk Controllers which we will refer
to as|0As, and DASD, for customers to compare some of the available hardware. The workload used for
our throughput measurements should not be used to gauge the workload capabilities of your system, since
it isnot a customer like workload.

The workload is designed to concentrate more on DASD, IOAs and 10Ps, not the system as awhole.
Workload throughput is not a measurement of operations per second but an activity counter in the
workload itself. No LPAR’swere used, all system resources were dedicated to the testing. The workload
is batch and 1/0 intensive (small block reads and writes).

This chapter refersto disk drives and disk controllers (IOAs) using their CCIN number/code. The CCIN
iswhat the system uses to understand what components are installed and is unique by each device. Itisa
four character, a phanumeric code. When you use commandsin IBM i operating system to print your
system configuration like PRTSY SINF or use the WRKHDWRSC * STG command to display hardware
configuration information for your storage devices like the 571E or 571F disk controllers you see alisting
of CCIN codes.

Note that the feature codes used in IBM's ordering system, e-config tool and inventory records are a four
character numeric code which may or may not match the CCIN. 1BM will sometimes use different
features for the exact same physical device in order to communicate how the hardware is configured to
the e-config tool or to provide packaging or pricing structures for the disk drive or IOA. For example,
feature code 5738 and 5777 both identify a 571E IOA. A fairly completelist of CCIN and their feature
codes can be found

POWERY : http://publib.boul der.ibm.com/infocenter/powersys/v3rim5/index.jsp?topic=/p7hcd/pcibyfeature.ntm
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4.1.0 Hardware Characteristics

Devices, Controllers & Enclosures

Technology | CCIN | Approximate | RPM Seek Time (ms) Latency Max Interface
Codes Size (GB) Read Write (ms) Speed * (MB/s)
4326 35 15K 3.6 4.0 2 320
sl 4327 70 15K 3.6 4.0 2 320
4328 139 15K 3.6 4.0 2 320
4329 283 15K 3.6 4.0 2 320
433B 70 15K 3.5 4.0 2 300
433C 139 15K 3.5 4.0 2 300
433D 280 15K 3.5 4.0 2 300
198B 70 15K 3.0 35 2 300
198C 139 15K 3.1 35 2 300
19B0 139 15K 3.1 35 2 600
SAS 198C 139 15K 31 35 2 300
19A1 283 15K 2.9 3.3 2 300
19B1 283 15K 2.9 3.3 2 600
198E 428 15K 3.6 4.1 2 300
198D 283 10K 3.7 4.2 3 300
19B7 283 10K 3.7 4.2 3 600
19A3 571 10K 3.7 4.2 3 300
19B3 571 10K 3.7 4.2 3 600
58B0 70 N/A 0 0 0 300
58B2 177 N/A 0 0 0 300
SSD 58B3 177 N/A 0 0 0 300
58B4 177 N/A 0 0 0 300
58B8 387 N/A 0 0 0 600
58B9 387 N/A 0 0 0 600
Enclosure CCIN’s (or Feature Code if no CCIN exists) Max # Max Interface
of Speed * (MB/s)
device
s 2
5095, 0595 12 160
5094/5294 45/90 160
28D2, 28DF, 28F5, 28F6, 292C, 292D, 292E 4 320
28DB, 28B9, FC 7868 6 320
FC 5786, FC 5787 24 320
FC 5797, FC 5798 16 320
28A8, 28A6, 2893, 2875, FC 5668, 6 300
2876 8 300
FC 5802 18 300
FC 5803 26 300
FC 5886 12 300
FC 5887 24 600

! The actual driveinterface speed (MB/s) is the minimum value of the speeds of the drive, the enclosure and the
IOA. 2 Not al disk enclosures support the maximum number of disksin a RAID set.
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CCIN (I0A) Cache Non-compressed Devices per Max Interface
Codes Feature Codes / up to compressed RAID set 2 Speed * (MB/s)
235 MB write/up to 757
2780 5580, 2780, 5590 256 MB read/up to 1GB 3/18 320
573D 5727, 5728, 9510 40 MB 3/8 NA
3/20 RAID5
57B8/57B7 5679 175 MB 4120 RAID6G 300
390 MB write/up to
1.5GB 3/18 RAID5
571E/574F 5738, 5777, 5582, 5583 415 MB read/up to 4/18 RAIDG 320
1.6GB
390 MB write/up to
5739, 5778, 5781, 5782, 5799, 1.5GB 3/18 RAID5
S71F/5758 5800 A15MB readiupto 1.6 | 4/18 RAIDG 320
GB
572C NA NA 300
572A 5900, 0664, 5906, 5779, 5912 NA NA 300
390 MB write/up to
1.5GB 3/18 RAID5
572F/575C 5904, 5906, 5908 415 MB read/up to 4/18 RAIDG 300
1.6GB
3/18 RAID5
574E 5903 5805 380 MB 4/18 RAID6G 300
3/18 RAID5
57CF 5652 5662 175 MB 4/18 RAIDG 300
4/4RAID5
57CD 2053, 2054, 2055 0 414 RAIDG 300
3/20 RAID5
2BE1/2BD9 5631 175 MB 4/20 RAID6G 300
3/32 RAID5
57B5 5913 1.5GB 4132 RAIDG 600
3/32 RAID5
57C4 ESA1ESA2 0 4/32 RAID6G 600

! The actual driveinterface speed (MB/s) is the minimum value of the speeds of the drive, the enclosure and the
IOA. 2 Not all disk enclosures support the maximum number of disksin a RAID set.
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4.1.1 Comparing Current 2780/574F with the new 571E/574F and 571F/575B

NOTE: iV5R3 has support for the features in this section but all of our performance measurements were
done on iV5R4 systems. For information on the supported features see the IBM Product Announcement
Letters.

A model 570 4 way system with 48 GB of mainstore memory was used for the following. In comparing
the new 571E/574F and 571F/575B with the current 2780/574F IOA, the larger read and write cache
available on the new |OA’s can have a very positive effect on workloads. Remember thisworkload is
used to get ageneral comparison between new and current hardware and cannot predict what will happen
with all workloads.

Also note the 571E/574F requires the auxiliary cache card to turn on RAID and the 571F/575B has the
function included in its double-wide card packaging for better system protection. Understanding of the
general results are intended to help customers gauge what might happen in their environments.

2780/571E/571F 15 DASD RAID5
S —e— 2780/574F (15 DASD): IOP, RAID-5
) —@ 571E/574F (15 DASD): IOPLess, RAID-5
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4.1.2 Comparing 571E/574F and 571F/575B | OP and | OPL ess

In comparing 0P and |OPLess runs we did not see any significant differences, including the system CPU
used. The system we used was a model 570 4 way, on the |OP run the system CPU was 11.6% and on the
|OPL ess run the system CPU was 11.5%. The 571E/574F and 571F/575B display similar characteristics
when comparing |OP and | OPL ess environments, so we have chosen to display results from only the

571E/574F.

IOP compared to IOPLess
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4.1.3 Comparing 571E/574F and 571F/575B RAID5 and RAID6 and Mirroring

System i protection information can be found at http://www.redbooks.ibm.com/ in the current System i
Handbook or the Info Center http://publib.boulder.ibm.com/iseries . When comparing RAID5, RAID6
and Mirroring we are interested in looking at the strength of failure protection vs storage capacity vsthe
performance impacts to the system workloads.

A model 570 4 way system with 48 GB of mainstore memory was used for the following. First
comparing characteristics of RAID5 and RAIDG; a customer can use Operations Navigator to better
control the number of DASD in aRAID set but for thistesting we signed on at DST and used default
available to turn on our protection schemes. When turning on RAID5 the system configured two RAID
sets under our |OA, one with 9 DASD and one with 6 DASD with atotal disk capacity of 457 GB. For
RAIDG the system created one RAID set with 15 DASD and a capacity of 456 GB. Thiswould generally
be true for most customer configurations.

Asyou look at our run information you will notice that the performance boundaries of RAID6 on the
571E/574F is about the same as the performance boundaries of our 2780/574F configured using RAID5,
so better protection could be achieved at current performance levels.

Another point of interest isthat aslong as a system is not pushing the boundaries, performance is similar
in both the RAID5 and RAID6 environments. RAIDG is overwhelmed quicker than RAIDS5, so if RAID6
isdesired for protection and the system workloads are approaching the boundaries, DASD and I0OAs may
need to be added to the system to achieve the desired performance levels. NOTE: |f customers need
better protection greater than RAIDS it might be worth considering the IOA level mirroring information

on the following page.

RAID-5 Compared to RAID-6

—e— 2780/574F (15 - 35 GB DASD): IOP, RAID-5

—e—571E/574F (15 - 35 GB DASD): IOPLess, RAID-5
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In comparing Mirroring and RAID one of the concerns is capacity differences and the hardware needed.
We tried to create an environment where the capacity was the same in both environments. To do thiswe
built the same size database on “15 35GB DASD using RAID5” and “14 70GB DASD using Mirroring
spread across 2 IOAS’. The protection in the Mirrored environment is better but it also has the cost of an
extral OA in thislow number DASD environment. For the 30 DASD and 60 DASD environments the
number of IOAs needed is equal.
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4.1.4 Performance Limitson the 571F/575B

In the following charts we try to characterize the 571F/575B in different DASD configuration. The 15
DASD experiment is used to give a comparison point with DASD experiments from chart 4.1.5.1 and
4.1.5.2. The 18, 24 and 36 DA SD configurations are used to help in the discussion of performance vs

capacity.

Our DASD 10 workload scaled well from 15 DASD to 36 DASD on asingle 571F/575B

571F/575B Scaling
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4.1.5 Investigating 571E/574F and 571F/575B 10A, Busand HSL limitations

With the new DASD controllers and |OPLess capabilities, IBM has created many new options for our
customers. Customers who needed more storage in their smaller configurations can now grow. With the
ability to add more storage into an HSL loop the capacity and performance have the potential to grow. In
the past asingle HSL loop only allowed 6 5094 towers with 45 DASD per tower, giving aloop a capacity
of 270 DASD, with the new DASD controllers that capacity has grown to 918 DASD. With the new
configurations, you can see that 500 and even 600 DA SD could make better use of the HSL loop's
potential as opposed to the current limit of 270 DASD. Customer environments are unique and these
options will allow our customersto look at their space, performance, and capacity needsin new ways.

With the ability to attach so much more DASD to existing towers we want to try to characterize where
possible bottlenecks might exist. Thefirst limits are the IOAs and we have attempted to characterize the
571E/574F and 571F/575B in RAID and Mirroring environments. The next limit will be the busesin a
singletower. We are using alarge file concurrent RSTLIB operations from multiple virtual tape drives
located on the DASD in the target HSL loop, to try to help characterize the Bus and HSL limits. The
tower isby itself in asingle HSL loop, with all the DASD configured into a single user ASP, and RAID5
activated on the IOAs.

As the scenarios progress 2 then 3 towers are added up to 6 in the HSL loop. All 6 have 3 571E/574F' s
controlling the 45 DASD in the 5094 towers and 3 571F/575B 10As controlling 108 DASD in #5786
EXP24 Disk Drawer. Multiple Virtual tape drives were created in the user ASP. The 3 other HSL loops
contained the system ASP where the data is written to. We used three HSL loops to prevent the
destination ASP from being the bottleneck. The system was a 570 ML 16 way with 256 GB of memory
and originating ASP contained 916 DASD units on 571E/574F and 571F/575B 10As. Restoring from
the virtual tape would create runs of 100% reads from the ASP on the single loop. The charts show the
maximum throughput we were able to achieve from this workload.

NOTE: Thisisa DASD only workload. No other IOAs such as communication | OAs were present.
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Large Block READs on a
Single 5094 Tower in an HSL Loop
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4.1.6 Direct Attach 571E/574F and 571F/575B Observations

We did some simple comparison measurements to provide graphical examples for customers to observe
characteristics of new hardware. We collected performance data using Collection Services and
Performance Explorer to create our graphs after running our DASD 10 workload (small block reads and
writes).

IOP vs IOPLess: no measurable difference in CPU or throughput.

Newer models of DASD are U320 capable and with the new 10As can improve workload throughput with
the same number of DASD or even lessin some workload situations.

IOA’s 571E/574F and the 571F/575B achieved up to 25% better throughput at the 40% DASD
Subsystem Utilization point than the 2780/574F 10A. The 571E/574F and 2780/574F were measured
with 15 DASD unitsin a 5094 enclosure. The 571F/575B 10As attached to #5786 EXP24 Disk Drawers.

System Models and Enclosures:  Although an enclosure supports the new DASD or new 10A, you must
ensure the system is configured optimally to achieve the increased performance documented above. This
is because some card slots or backplanes may only support the PCI protocol versus the PCI-X protocol.

Y our performance can vary significantly from our documentation depending upon device placement. For
more information on card placement rules see the following link:

IBM i operating system iV5R2:  http://www.redbooks.ibm.com/redpapers/pdfs/redp3638.pdf
IBM i operating system iV5R3, iV5R4:
http://www.redbooks.ibm.com/redpapers/pdfs/redp4011. pdf

Conclusions:. There can be great benefitsin updating to new hardware depending upon the system
workload. Most DASD intense workloads should benefit from the new IOAs available. Large block
operations will greatly benefit from the 5094/5294 feature code #6417/9517 enclosures in combination
with the new 10A’s and DASD units.

Note: The#6417/9517 provides afaster HSL-2 interface compared to the #2887/9877 and is available for
I/O attached to POWER-5 based systems
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4.1.7 9406-M M A CEC vs 9406-570 CEC DASD

—=— 9406-MMA 4 way 6 433B 70 GB DASD Mirrored "No Cache"
—9406-570 4 way 6 4327 70 GB DASD Mirrored "No Cache"
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4.1.8 RAID Hot Spare

—=— 9406-570 4 way 24 4328 140 GB RAID5 24 active
——9406-570 4 way 24 4328 140 GB RAID5 22 active 2 Hot Spares
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For the following test, the 10 workload was setup to run for 14 hours. About 5 hours after starting A
DASD was pulled from the configurations. Thisforced a RAID set rebuild.
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4.1.9 12X Loop Testing

W 12X Loop testing from 1 571F to 8 571F IOAs with 36 DASD off each 571F
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A 9406-MMA 8 Way system with 96 GB of mainstore and 396 DASD in #5786 EXP24 Disk Drawer on
3 12X loops for the system ASP were used, ASP 2 was created on a 4th 12X loop by adding 5796 system
expansion units with 571F 10As attaching 36 4327 70 GB DASD in #5786 EXP24 Disk Drawer with
RAIDS turned on. we created avirtual tape drive in ASP2 and we used a 320GB file to save to the tape
drivefor thistest.

When we compl eted the testing up to 288 DASD on 8 IOAs, we moved the 12X loop to the other 12X
GX adapter in the CEC and ran the test again and saw no difference in the testing between the two loops.
The 12X loop is rated for more throughput than the DASD configuration would alow for. So the test
isn't atell al about the 12X loops capabilities only a statement of support to the maximum number of
571F IOAs alowed in the loop.
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4.1.10 V6R1IMO Encrypted ASP

More CPU and memory may be needed to achieve the same performance once encryption is enabled.

Non Encrypted ASP vs Encrypted ASP

—e— 9406 MMA 4 Way 571F w ith 24 DASD Non Encrypted ASP
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Non Encrypted ASP vs Encrypted ASP
[ 9406 MMA 4 Way 571F with 24 DASD Non Encrypted ASP
~ 9406 MMA 4 Way 571F with 24 DASD Encrypted ASP
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4.1.11 57B8/57B7 10A

With the addition of the POWERG6 520 and 550 systems comes the new 57B8/57B7 SAS Raid
enablement controller with Auxiliary Write Cache. This controller is only availablein the POWERG 520
and 550 systems and provides RAID5/6 capabilities, with 175MB redundant write cache. Below are
some charts comparing the Storage Controllers for the POWERS 570 (573D), which can be either
mirrored or RAID5 protected. The POWERG6 570 (572C) which can only be mirrored, and the POWERG
520/550 (57B8/57B7) which can be RAID5/6 or protected with mirroring.
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The POWERG6 520 and 550 also have an external SAS port, that is controlled by the 57B8/57B7, used to

connect asingle #5886 - EXP 12S SAS Disk Drawer which can contain up to 12 SASDASD. Belowisa

chart showing the addition of the #5886 - EXP 12S SAS Disk Drawer.
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4.1.12572A 10A

The 572A I0A isa SASIOA that ismainly used for SAS tape attachment but the 5886 EXP 12S SAS
Disk Drawer can also be attached.

This IOA does not have cache, so its performance will be much less than those that do have cache.
The following charts help to show the performance characteristics that resulted during experimentsin the
Rochester lab.

If storage space isal that is needed then the 5886 EXP 12S SAS Disk Drawer could be an option
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4.1.13 572F 10A with 15K SASDASD

The 572F/575C IOA is being introduced to attach the EXP12 drawers. Thefollowing section showsa
comparison of asingle 571F with 15K RPM SCSI DASD and the 572F with 15K RPM SAS DASD.

NOTE: A variation of the Commercial Performance Workload was used to create the following charts, the
characteristics of thisworkload are similar to the DASDIO workload but cannot be directly compared.
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The following charts compare mirroring, RAID5 and RAID6 on asingle 572F/575C |OA. Mirroring
provides slightly better performance up to 36 DASD, above 36 to 60 DASD RAID5 and RAID6 appear to
make better use of the IOA’s capabilities. These environments were set up to show the performance
characteristics and are not necessarily recommended for customer environments as the mirrored
environment in this example creates a single point of failure.
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4.1.14 Solid State Drives (SSDs)

The following charts are experiments the Rochester Iab conducted to show the scaling of SSDson a
single 572F/575C 10A. SSDs can be a substantial performance benefit for some applications. To
understand the benefits and how to take advantage of SSDs please see the following whitepaper:
http://www.ibm.com/systems/resources/ssd_ibmi.pdf

NOTE: A variation of the Commercial Performance Workload was used to create the following
charts, the characteristics of thisworkload are similar to the DASDI O workload but cannot be
directly compar ed.
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57B8/57B7 attaching 6 HDDs vs 6 SSDs
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4.1.15V6R1IM 1 (574E, SSD SkipOps, Dual |0AS)

The following sections have charts created from data collections on new hardware and the V6R1IM 1 IBM

i OS.

NOTE: In order to attempt to find the limitations on the SSDs in these environments the DASDIO

workload was modified so not all charts can be compared directly to others. Notes are included in the

sections where the modified workload was used.
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The previous 2 charts show the 572F in asingle IOA configuration and adual |OA configuration, with
HDDs. Both environments performed the same so this configuration doesn’'t enhance performance. But
for those wanting a stronger protection enviroment , the dual IOA maybe a good fit .

The following charts show the performance boost available when moving to V6R1IM1 with the 572F 10A
and SSD’s.

For SSD runs it was necessary to change the DASDIO workload in order for usto get the workload to run
enough operations through the IOAs and SSDs to see where the bends are. So the following charts can’t
be directly compared with previous DASDIO workload charts. The system memory was decreased by
2/3sin order to force more paging and write activity to the devices.
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4.1.16 574E IOA

This section shows workload comparisons between the 574E |OA and the 572F. The 574E must always
be used in pairs. When there are multiple RAID arrays on the IOA it takes advantage of the Active/Active
dual path software enhancementsin V6R1M1. Thisisa performance comparison and each customer

must weigh the value of cache size and the number of devices that each IOA supports to make the
decision asto which oneisright in their environment.
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4.1.17 574E 1 pair of IOAsvs 2 pair of IOAswith 8 SSDs

The PCle 12x 10 drawer holds 18 devices and can be split onto 2 I0OAs. Even though the drawer and a
single pair of IOAs can support up to 9 SSDsin this environment, to get the most performance out of the
devices, one might want to consider 4 devices per |OA pair.

NOTE: the SSD data collections used the modified DASDIO workload.
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4.1.18 EXP 12 Drawer vs PCle 12x | O Drawer

574E EXP 12 Drawer vs PCle 12x 10 Drawer
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4.1.19 574E SSD scaling

Theinteresting item in the following chartsisthe jump from 5 SSDsto 6 SSDs. When the RAID
optimization is set for performance with up to 5 SSDs 1 RAID set is created. This means one path from
the 574E isthe Active path and one is a passive path or failover path if you will. When you have 6 or
more devices you get multiple RAID sets. The ‘Primary’ 574E paths will be the Active path for one
RAID set and the  Secondary’ 574E will be the Active path for the other RAID set. Conversely, each of
the two 574E’ s will be the Passive path for the others Active path RAID set.
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4.1.20 POWERY7 750 57B8/57B7 |OA and POWER7 770 57CF 1 OA and storage expansion
port.

The following charts are results seen in experiments with the 57B8/57B7 and 57CF 10A attaching 6
DASD and 18 DASD.

The 57B8/57B7 would actually support 8 and 20 DASD but for comparisons we chose to only install 6
SFF devicesin the CEC for these experiments so the results could be compared.

Normally a separate journal ASP is created so that we look only at the database results but because of the
constrained resources present with so few DASD the System, Database and the Journal all share the same
ASP.

This resultsin a higher write ratio than what is depicted in most of our other DASDIO workload charts.
The workload is usually 60% read and 40% write but because of the journal activity in this experiment
that is reversed resulting in a40% read and 60% write workload. The higher write ratio fairs dightly
better in the single IOA environment because there is more simplistic data mirroring structure and no data
balancing activity like the DUAL IOA environment.
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POWER7 750 57B8/57B7 IOA vs POWER7 770 DUAL 57CF IOAs
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POWER7 750 57B8/57B7 IOA vs POWER7 770 DUAL 57CF IOAs
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