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Overview

 iDoctor is a suite of dynamic performance tools offered by the 

Global Support Center.

 We cover all areas of performance but historically focused more on 

low-level details.

 Started in V4R5 with the PEX GUI plug-in for Operations Navigator it 

now consists of 5 external and 5+ IBM internal components.
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Goals of iDoctor

 Broaden the user base for Performance Investigation

 enable Operators, Programmers, IS Management

 as well as Performance Specialists, Consultants

 Simplify and automate processes

 Provide quick, immediate access to collected data 

 Provide more analysis options

 Reduce the dependency on PEX traces



© 2012 IBM Corporation

IBM Power Systems
™

iDoctor Functional Areas

Functional Area Performance Tool

High-level system/job 
monitoring

iDoctor – Collection Services Investigator

iDoctor - HMC Walker (beta testing)

IBM i Performance Tools (PT1)

Management Central Monitors

Medium-level
system/job monitoring

iDoctor – Job Watcher

WRKSYSACT

IBM i Job Watcher (PT1) / STRJW 

Low-level system/job 
tracing, stats, profiling

iDoctor – PEX Analyzer

IBM i Performance EXplorer / PRTPEXRPT

Disk stats/tracing iDoctor – Disk Watcher

iDoctor – Collection Services Investigator

iDoctor – PEX Analyzer (PDIO analysis)

iDoctor – VIOS Investigator

IBM i Disk Watcher (PT1) / STRDW 

Plan cache analysis iDoctor – Plan Cache Analyzer

Determine if SSDs 
could help performance

iDoctor – Collection Services Investigator

SSD Analyzer Tool for IBM i
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iDoctor GUI

 It’s a Windows client offering superior flexibility and functionality

All components offer a similar user experience

The latest GUI builds provide access for iDoctor components 

installed on servers running IBM i V5R4 or higher.

–Note: Latest GUI builds won’t work with V5R3 or earlier systems.

Requirements:

System i Access for Windows (not needed if only using HMC Walker)

.NET 4.0 or higher

Trial or License keys for Job Watcher (includes DW, CSI) and PEX Analyzer 

component usage.
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iDoctor Resources

iDoctor e-mail list: usage tips, build updates, PTF info, etc
Send join requests to mccargar@us.ibm.com

iDoctor Website: 
http://www-912.ibm.com/i_dir/idoctor.nsf/

Presentations (What’s New, etc):
http://www-912.ibm.com/i_dir/idoctor.nsf/downloadsDemos.html

YouTube Channel (20+ videos): 
https://www.youtube.com/user/IBMiDoctorForIBMi

These videos are also available on IBM.COM if your company blocks YouTube.
Just click the appropriate links titled “Video name on IBM.COM” from the Video Library pages on our website:

https://www-912.ibm.com/i_dir/idoctor.nsf/videos.html

iDoctor Forum:     
http://www.ibm.com/developerworks/forums/forum.jspa?forumID=871

Documentation:
https://www-912.ibm.com/i_dir/idoctor.nsf/F204DE4F34767E0686256F4000757A90/$FILE/iDoctorV7R1.pdf

mailto:mccargar@us.ibm.com
http://www-912.ibm.com/i_dir/idoctor.nsf/
http://www-912.ibm.com/i_dir/idoctor.nsf/downloadsDemos.html
https://www.youtube.com/user/IBMiDoctorForIBMi
https://www-912.ibm.com/i_dir/idoctor.nsf/videos.html
http://www.ibm.com/developerworks/forums/forum.jspa?forumID=871
https://www-912.ibm.com/i_dir/idoctor.nsf/F204DE4F34767E0686256F4000757A90/$FILE/iDoctorV7R1.pdf
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iDoctor Team

 Larry Cravens 

 Design, Performance Expert, Taskswitch, Wait Bucket Analysis

 Ron McCargar

 Design, GUI, Website, Monitors, Builds, Documentation, Videos

 Brad Menges

 Design, Performance Analyst, Education (on-site visits), Sales

 Nguyen Nguyen

 Design, QMGTOOLS, Performance Analyst

 Paul Stimets

 Sales

 Shane Smith

 Design, GUI and server side development

 Chris Pilcher (Business Manager)

 Lab Services (Sales Contacts)

 Karen Anderson, Mark Even (USA)

 Jin-Ming Liu (AP)

 Virginie Cohen, Jean-Francois Soulard (EMEA)
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What’s New with iDoctor: Overview 

 General GUI Enhancements

 Installation

 Must Gather Tools

 HMC Walker

 Job Watcher 

 Collection Services Investigator

 PEX Analyzer
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General – New Components Added Oct 2013

Must Gather Tools (QMGTOOLS) is now available externally.  This 
component will assist support with data collection of needed metrics to 
help solve performance problems.  

HMC Walker is now in beta testing. It primarily captures configuration 
data from the HMC and lslparutil data (CPU utilization, memory, etc) 
across all LPARs attached to the HMC from all physical systems. 

Please send comments to idoctor@us.ibm.com

mailto:idoctor@us.ibm.com
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General – Requirements

NET 4.0 or higher

–http://www.microsoft.com/en-us/download/details.aspx?id=30653

Visual C++ Redistributable for Visual Studio 2012 Update 1 or higher

–http://www.microsoft.com/en-us/download/details.aspx?id=30679

–(install the 32-bit version)

System i Access for Windows (optional)

–Note: It’s required for everything except HMC Walker.

–http://www-03.ibm.com/systems/power/software/i/access/windows_sp.html

If on Windows 7 or higher System i Access for Windows will also need:

http://www.microsoft.com/en-us/download/details.aspx?id=26347

Install both 32-bit and 64-bit versions of the above if you have 64-bit Windows installed.

Oracle Express edition (if desired to analyze HMC/AIX performance data on the PC)

–http://www.oracle.com/technetwork/products/express-edition/downloads/index.html 

http://www.microsoft.com/en-us/download/details.aspx?id=30653
http://www.microsoft.com/en-us/download/details.aspx?id=30679
http://www-03.ibm.com/systems/power/software/i/access/windows_sp.html
http://www.microsoft.com/en-us/download/details.aspx?id=26347
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General – Transfer function updates

 Sending data to IBM will now use IBMSDDUU (secure method.)

 Added options to download/upload data using SSL FTP.
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General – Google search options

 Added Google search options embedded within the GUI in several 

places:

– Update history window

– Selected text in a table view

– Check PTFs window (select the PTF, then right-click to search for it)

– Error windows



© 2012 IBM Corporation

IBM Power Systems
™

General – New Preferences

 On the Display tab you can now specify a character limit for the x axis 

label on horizontal bar graphs.

 On the Display tab, added an option called “Force legend width percent 

on resize”. For example if the legend width percent is 20%, any time the 

graph is resized, the legend will always remain at 20% of the total width 

of the graph window if the option is checked.

 Added a tab called IBMSDDUU to configure options related to sending 

data to IBM.

 On the SQL tab added preferences for the estimated timeout limit, query 

temp storage limit estimate and the QAQQINI options file library.
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General – Changed Preferences

 The “Display advanced reporting options” preference on the Data Viewer 

tab has been moved to the Miscellaneous tab.  It was also renamed to 

“Display advanced options”.

 The Super collections and Browse Collections folders in iDoctor are now 

only visible if the “Display advanced options” preference on the 

miscellaneous tab is checked (unchecked by default.)  This option also 

controls whether or not the “Detail reports” drill down menu in Job 

Watcher is shown.
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General – iDoctor client job preference

 Added a preference called  "Remove libraries above QSYS in the library 

list (requires *ALLOBJ.)"  If used, this effects all QZRCSRVS and 

QZDASOINIT jobs started by iDoctor.  The default is unchecked.  You 

can use this if the customer environment you are on, has non standard 

libraries/commands above QSYS in the library list causing issues.
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General – iDoctor temp directory

 The application properties General tab will now list the iDoctor temp 

directory.  This folder contains several log files which may be needed for 

debug purposes.
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General – Debug report location listed in status bar of Data Viewer

 When sending a bug report, please include the status bar of the Data 

Viewer in your screenshots which indicates where in the repository of 

graphs and tables your report resides.  This will make it easier to find and 

correct the issue.
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General – Debug messages in QIDRGUI/ADDPRDACS command

 When the command is ran via the green screen it will now list messages 

regarding the success/failure of any access code applied.
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General – Multi selection in graph legend

 You can now select multiple items in the graph legend and perform 

actions against them.
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Installation – Check new server builds

 On the components window, the build date column tells you how old your 

server builds are.

 Use the Check for new server builds button to install the latest server 

builds.  This will suspend the GUI, auto install the latest server builds with 

default options, then resume the GUI.
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Installation – Updates

 The server builds are now downloaded when the install runs at run time 

from the iDoctor FTP site.  There are settings to use FTP or HTTP.  

Settings to specify your proxy server with user/pwd are also provided if 

this is required for your environment.

 Updated the license agreement page to show all of them that now apply.  

 Added a checkbox on the component selection screen that indicates if 

the job queue and subsystem screens should be shown (otherwise the 

default settings are used.)

 Updated the FTP connection screen to include an option to use SSL  FTP 

when uploading the save files to an IBM i.
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Must Gather Tools 

 A free offering, but it’s also a work in progress.  Some functions shown 

may not work yet.

 Available at 6.1 or higher only.  
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Must Gather Tools - Menu 

 The menus found on the Must Gather Tools folder, and the subfolder 

below it are designed to match the GO MG menu found on the green 

screen.
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Must Gather Tools – High availability Menu 

 This menu is designed to match the GO QHASTOOLS menu found on 

the green screen and provides all the HA options in Must Gather Tools.
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Must Gather Tools – Cluster data capture

 High availability -> Start HA cluster data collection option

 By default it will connect to all nodes and collect cluster data.  GUI then 

downloads it all back to the PC and zips it up.

 Next data is sent to IBM.
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 High availability -> Cluster data folder to work with captured data.

Must Gather Tools – Work with cluster data 
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 High availability -> Debug cluster data menu will produce a 

report/analysis of the captured data in the specified library.

Must Gather Tools – Debug cluster data 



© 2012 IBM Corporation

IBM Power Systems
™

29

 High availability -> Saved cluster data folder can be used to view the 

save files of cluster data already captured.  You can 

restore/delete/transfer to IBM this data.

Must Gather Tools – Saved cluster data 
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 High availability -> High Availability Solutions Manager GUI folder is used 

to work with the zip files in the IFS that contain debug data for the HASM 

GUI.

Must Gather Tools – High Availability Solutions Manager GUI
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 The menu provides access to similar options available via the GO 

QPERF command

Must Gather Tools – Performance menu
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 The options shown under the Performance folder will vary depending 

upon the license keys applied to the system.  The folders such as 

Collection Services Investigator and Job Watcher provide ALL GUI 

functions for the applicable component (inside of the Must Gather Tools GUI.)

– PEX+ (not yet implemented)

– Monitors (requires JW and PEX license)

– Collection Services Investigator (JW license)

– Job Watcher (JW license)

– Disk Watcher (JW license)

– Plan Cache Analyzer (JW license)

– PEX-Analyzer (PEX license)

– VIOS Investigator

– Pool monitor data

Must Gather Tools – Performance folder
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 Performance – Monitors folder

 Collection Services Investigator

 Job Watcher

 Plan Cache Analyzer

Must Gather Tools – Performance folder
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 Use this menu to start a pool monitor collection.

 Which shows this interface: 

 And you can view the results under Performance – Pool Monitor data

Must Gather Tools – Performance – Pool Monitor - Start
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 An example of the data returned by the Pool Monitor

Must Gather Tools – Performance – Pool Monitor report
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 Use this menu to create Disk Magic sizing data

 Which shows this interface:  (you must provide the library and collection name to process)

Must Gather Tools – Performance – Create Disk Magic Sizing Data
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 The menu provides access to the same options available via the GO 

COM command plus options to use the STRCMNTRC command.

Must Gather Tools – Communications menu
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 Communications folder provides options to work with the lines, network 

interfaces and network servers on the system.  Comm traces can be 

started, ended, deleted, printed or dumped from the GUI.

Must Gather Tools – Communications folder
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HMC Walker Introduction

HMC Walker is an HMC GUI that provides configuration details and performance metrics across all 

LPARs attached to the HMC.

Provides CPU and memory statistics across 1 or more ‘physical systems.’

Performance data for any type of LPAR can now be graphed with iDoctor using this offering.
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HMC Walker - Managed (Physical) system CPU graph 

example

Shows CPU time and max LPAR CPU utilization over the last 60 days.
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HMC Walker - LPAR CPU time graph example (ALL 

systems)
Same as previous except showing the LPARs instead.

This graph is showing AIX, VIOS and IBM i.

Note: 30 sec CPU filter, means LPARs that used < 30 seconds of CPU per day are bundled together.
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HMC Walker - Create an HMC connection

After starting the iDoctor GUI.  Right-click the connections list and use the Add Connection menu.  

Set the connection type to HMC and fill in the HMC name or IP address.
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HMC Walker - Open (double-click) the connection

Launch the connection using the connect menu or double-click it.

If you get this message, then you must install the IBM internal components enabler (Window’s registry 

file):

Then sign on:
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HMC Walker Component View

Initially the view will only contain options to manage/work with your HMC.

Once performance data has been captured additional views will be shown here.

Important:  Right-click the HMC Walker icon and choose the “Set analysis database” menu to select 

where data collected by HMC Walker should be stored for analysis.  (If you already have IBM i systems 

in your connections list you will be automatically prompted to pick one.)
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HMC Walker - Set analysis database

DB2 on IBM i is the default.  (fill in your desired IBM i system name here or select a different option.)

If you want to use Oracle on the PC, then specify where you installed it to and the user and password 

used when you installed Oracle.  
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HMC Walker - Generate SSH keys (if using IBM i as the DB)

The following information is shown to help you set up a secure SSH connection between the HMC and your IBM i 

analysis system.  This is a required step if you want to use an IBM i for analysis.

In order to setup a secure SSH connection between IBM i and the HMC, please do the following steps:

1.  Open a green screen session to the IBM i and sign on to the system.

2.  From the CL command line run the following command:

> QSH

3.  From QSH run the following commands:

$ cd /QIBM/ProdData/iDoctor/scripts       

$ hmcKeyGen.sh <your hmc name> <your hmc user name>

(example:  hmcKeyGen.sh hmc795 mccargar)

(when prompted with "Password:", please enter your hmc user's password)

4.  Now to confirm that the SSH key generation is successful, issue the following command and you should not be 

prompted for a password:

$ ssh <your hmc user name>@<your hmc name>

(example:  ssh mccargar@hmc795)

For more information please visit:

http://www-01.ibm.com/support/docview.wss?uid=nas1315c113cf5dd9ea0862570de0062e1ce

http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/index.jsp?topic=%2Fp7ha1%2Fsettingupsecurescriptexecution.h

tm
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HMC Walker - Generate SSH keys (if using PC/Oracle as the DB) – page 1

In order to setup a secure SSH connection between the PC and the HMC, please do the following steps:

1.  Download the windows installer package for Putty from this page:

http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html

This is the link under "A Windows installer for everything except PuTTYtel" in bold.

2.  Go to the directory you installed Putty to Using Windows Explorer and open puttygen.exe

3.  Click the Generate button and move the mouse around within the Key area until the key has been generated.

4.  Click the Save public key button to a file of your choice. You will need to edit this file later.

5.  Click the Save private key button and call it something like hmc1_prvkey.ppk and save it to the directory Putty is 

installed in.

6.  Open your public key file in wordpad (not notepad).  We have to convert the key format to OpenSSH format.  

Your key will look something like this:

---- BEGIN SSH2 PUBLIC KEY ----

Comment: "rsa-key-20131003"

AAAAB3NzaC1yc2EAAAABJQAAAIEAs6oe2BJwYnYNysrsNvwn+SHCePnm2QcPfVbq

MGp4QMOIojERQz+Jw9Iz+7lpgxhRnc/GF7z0hFAPgXx5/gTA7qtEXpsAEGMk3ts0

opt0eUPBY+fUVC0mbU8P6pJW/XoEe1zme/C+HVaoe569go1D9NXyvhpzujpOyXG+

jtahrFs=

---- END SSH2 PUBLIC KEY ----
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HMC Walker - Generate SSH keys (if using PC/Oracle as the DB) – page 2

7.  Remove the 1st 2 lines and the last line.  Add "ssh-rsa " at the beginning and remove all new line characters so 

the entire string is on one line.

8.  At the end add username@hmcname.  The changed public key file should look something like this:

ssh-rsa 

AAAAB3NzaC1yc2EAAAABJQAAAIEAs6oe2BJwYnYNysrsNvwn+SHCePnm2QcPfVbqMGp4QMOIojERQz+Jw9Iz+7lpg

xhRnc/GF7z0hFAPgXx5/gTA7qtEXpsAEGMk3ts0opt0eUPBY+fUVC0mbU8P6pJW/XoEe1zme/C+HVaoe569go1D9NXyvh

pzujpOyXG+jtahrFs= mccargar@hmc795    

9.  Next open an SSH connection to the HMC using Putty.exe.  

Copy and paste the following command (replacing your key with mine) to apply your key to the HMC.  It's very 

important that all new lines are removed or this won't work!

mkauthkeys --add 'ssh-rsa 

AAAAB3NzaC1yc2EAAAABJQAAAIEAs6oe2BJwYnYNysrsNvwn+SHCePnm2QcPfVbqMGp4QMOIojERQz+Jw9Iz+7lpg

xhRnc/GF7z0hFAPgXx5/gTA7qtEXpsAEGMk3ts0opt0eUPBY+fUVC0mbU8P6pJW/XoEe1zme/C+HVaoe569go1D9NXyvh

pzujpOyXG+jtahrFs= mccargar@hmc795'

10.  To confirm this is working open putty.exe again to your HMC.  The key should be used when signing on instead 

of a password.  You will see something like this:                       

login as: mccargar

Authenticating with public key "rsa-key-20131003"

Last login: Fri Oct  4 07:43:32 2013 from rmccargar.rchland.ibm.com
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HMC Walker Component View (with an IBM i DB)

If an IBM i DB is used, then 3 options are provided:

Configurations folder is historical HMC configuration data.

The Performance folder is lslparutil HMC performance data previously (or currently being) captured and 

stored on the IBM i.
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HMC Walker Component View (with Oracle as DB)

If the local Oracle DB is used, then these options are provided:

This view also contains a scheduled tasks folder that lists the iDoctor HMC Walker tasks that 

have been created for you in the Windows Task Scheduler on the current PC.
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HMC Walker - Manage HMC -> lslparutil config folder 
Be sure that lslparutil is configured to collect data under the Manage HMC -> lslparutil config folder.   It 

probably is not collecting any data.

Once turned on data is automatically collected 24x7 for the desired physical systems for all LPARs on 

each.  It’s best to set the sample rate to be the same for all physical systems if you want to graph them 

at the same time.
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HMC Walker - Collecting lslparutil data (explained)
The oldest data will be automatically removed from the HMC once the size becomes too large.  Hourly 

events saved 2 months, daily samples saved 2 years, monthly events saved 10 years.

Capturing data works by specifying how many minutes, hours, days prior to the current time you want to 

capture. Options exist to also allow you to specify the desired start and end time of the collection instead.

Right-click HMC Walker and use the Build performance collection menu.  You can filter on one or more 

managed systems if desired.
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HMC Walker - Build performance collection window
This window allows you to specify the schema (library if using IBM i), collection name and managed 

systems to include.  

Press the select button to view and select specific managed systems to include in the collection (or 

leave blank to include all of them.)

The sample type can be snapshot (whatever the sample rate is set to), hourly, daily or monthly.  This 

lets you create graphs over longer periods of time if desired.  Note: Of course if you just started 

collecting you will have to wait until the data exists.

Click the schedule daily collection at button to create a Windows Task Scheduler entry to collect the 

data off of the HMC every day at the desired time.  The action drop down let you choose if you want 

the data appended to your collection (recommended) or create a new collection for each day.
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HMC Walker – Scheduled Tasks folder
This folder lists the Windows Scheduled Tasks related to HMC Walker that have been created on this 

PC.  

From this view you can run the task immediately, delete it or view properties.  

Note:  The layout of columns will change in the future to be more usable and the properties are not yet 

implemented.
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HMC Walker - Viewing Performance collections
After the collection has been captured to the database, the Performance folder will display it.
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HMC Walker - 60 day graph example (investigate 

KMB)
The light green in this chart represents CPU time used by LPAR rchaskmb.  Because this is an IBM i LPAR 

we can use Collection Services Investigator (in the default CS lib) to see which jobs are burning CPU.  The 

high CPU burn on KMB has been happening for several days.
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HMC Walker - Investigating CPU burn on Sept 12th 

This graph on KMB within CSI for Sept 12th shows which jobs used the CPU that day and the other waits 

experienced.  
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HMC Walker - Build configuration

Use the menu Build HMC configuration…
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HMC Walker - Configurations folder

Contains the list of configurations that have been captured and 

stored in the analysis DB (in this case IBM i iDoc710.)
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HMC Walker - Overview example
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Job Watcher – TDETYPE added to rankings graphs

 TDETYPE field indicates T (task), P (primary thread), or S (secondary 

thread)
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Job Watcher – Search now shows total call stacks

 Call stack search now includes the total number of call stacks each found 

entry applies to.
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Job Watcher – Search now shows total call stacks

 Added a new call stacks report /drill down called  Jobs and programs (14 

levels) calling the selected pgm/procedure: all intervals.
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Job Watcher – New J9 JVM graph updates

 J9 JVM graphs – J9 JVM collection wait buckets (wait buckets graph but 

only includes the J9 JVM jobs)
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Job Watcher – New J9 JVM graph updates

 J9 JVM graphs – J9 JVM collection wait buckets (thread) rankings
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Job Watcher – Synchronous response graph updates

 I/O and memory page graphs – Synchronous response graph now 

includes “in progress” reads and write response times for I/Os that have 

not yet completed.
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Job Watcher – Synchronous response graph drill down for “in 
progress I/O”

 Use Detail reports - Waits – Current wait details for synchronous 

reads/writes
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Job Watcher – Synchronous response graph updates

 I/O and memory page graphs – New Rankings graphs:

– Synchronous response (sorted by avg read)

– Synchronous response (sorted by avg write)

– Synchronous response (sorted by MAX avg read)

– Synchronous response (sorted by MAX avg write)
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Job Watcher – Job counts

 If the collection summary analysis has been done, added a job counts 

graphs folder under the collection containing the following graphs:  

– Job counts 

– Net jobs created 

– Short lived job counts [excludes jobs that lived and died in a single collected interval] 

– Jobs created/destroyed  
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Job Watcher – Job counts – Net jobs created
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Job Watcher – Job counts drill downs

 Added drill downs called job counts by job, job counts by generic job, etc.

 Also added Short lived job counts by thread, Short lived job counts by generic job, 

etc
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Job Watcher – Create job summary analysis changes

 The JW create job summary analysis now provides the same 

enhancements recently added to the CSI create job summary.  This 

applies to 5.4 and up Job Watcher.  The following filters may be used: 

– Up to 10 job name filters 

– Up to 10 current user profiles 

– Up to 10 subsystem names 

– Start time, end time 

– Minimum run time (hours) and 

– Minimum CPU used (seconds)  

 For drill downs from the table views you can now drill down into the selected 

thread(s) over time
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Job Watcher – Create job summary analysis report changes

 The report options have been simplified with the graphing options 

reduced to "wait graphs rankings" and "other graphs rankings".  Each of 

these menus has grouping options such as "by job", "by collection, 

thread", "by collection, job“. 

 Note: These changes also apply to Collection Services Investigator.
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Job Watcher – Create job summary analysis report changes

 When drilling down from tables in the Data Viewer a menu called "Filter 

by" appears which lets you control whether all jobs, selected jobs, or 

whether you will be prompted for a generic job filter when determining 

what to include on the drill down graphs called "Wait graphs rankings" or 

"Other graphs rankings".

 Note: These changes also apply to Collection Services Investigator.
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Job Watcher – Call stack summary analysis changes

 You can now specify either 16 or 50 call levels when right-clicking a 

collection.

 Also if you want more levels than 50 (or a different value) you can run the 

stored procedure manually using the following examples in any SQL 

editor: 

– CALL QIDRGUI/QIDRJWCSS ('LIB', 'COL', 10)  

– CALL QIDRGUI/QIDRJWCSS ('LIB', 'COL', 35)  

– CALL QIDRGUI/QIDRJWCSS ('LIB', 'COL', 99) 
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Job Watcher – New wait graphs

 Added the following new graphs under the wait graphs folder:  

– Collection overview time signature with max waits in-progress 

– Current wait duration time signature with max waits in-progress 

– Disk time signature with max disk waits in-progress
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Job Watcher – New wait graphs
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Job Watcher – New wait graphs
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Collection Services Investigator – Ethernet graphs

 Added the following Ethernet LAN usage graphs to iDoctor under the 

communication graphs folder:  

– Ethernet LAN megabits per second by IOP/line 

– Ethernet LAN frames by IOP/line 

– Ethernet LAN frame rates by IOP/line 

– Ethernet LAN congestion by IOP/line 

– Ethernet LAN megabits per second by IOP 

– Ethernet LAN frames by IOP 

– Ethernet LAN frame rates by IOP 

– Ethernet LAN congestion by IOP  

– Note: All of these have the utilization rates on the 2nd Y-axis. (Note: if you 

want to see the IOA / LINXx value, see the flyover.)
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Collection Services Investigator – Ethernet graphs
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Collection Services Investigator – TLBIE graphs

 New at 7.1 only if the file QAPMSYSINT exists with the required data.

 You can copy CS collections from other partitions into the same 

library to view the data from multiple LPARs in the same graph.
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Collection Services Investigator – System graphs - TLBIE totals
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Collection Services Investigator – System graphs - TLBIE totals per 
partition
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Collection Services Investigator – System graphs - TLBIE totals 
breakdown
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Collection Services Investigator- System graphs - TLBIE totals 
breakdown per partition 



© 2012 IBM Corporation

IBM Power Systems
™

Collection Services Investigator – New disk graphs

 Added new types of graphs that show a different color per ASP, disk 

type, disk group or IOA type.
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Collection Services Investigator – Disk graphs – flattened by disk 
type example
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Collection Services Investigator – Memory pool graphs

 Added new graphs:

– Memory pool consumption 

– Memory pool sizes 

– Flattened type - Memory pool consumption

– Flattened type - Memory pool unallocated space available 
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Collection Services Investigator – Memory pool graphs

– Memory pool sizes 
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Collection Services Investigator – Memory pool graphs

 Added new graphs:

– Flattened type - Memory pool consumption
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Collection Services Investigator – Memory pool graphs

 Added new graphs:

– Flattened type - Memory pool unallocated space available 
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Collection Services Investigator – New job counts graphs

 Added a graph called Short-lived job counts that shows all 

jobs/tasks/threads that were created and destroyed within a single 

Collection Services interval over time.  
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Collection Services Investigator – New job counts graphs

 Added a new folder called "Short-lived job counts rankings" (which also 

can be used as a drill down)  

 At 7.1+, the job counts graph and jobs created/destroyed graph have 

been updated to include the new short-lifespan counts provided by 

Collection Services.   The job counts rankings graphs have also been 

updated at 7.1 to include these counts.
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Collection Services Investigator – Wait bucket rankings can now 
become gantt charts

 Right click the legend – Set graph type – Gantt
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Collection Services Investigator – Workload capping graphs

 The following graphs appear ONLY if file QAPMSYSWLC exists in the 

library:  

– Collection overview with workload capping time signature

– Workload capping delay 

– Workload capping processors assigned 

– Workload capping delay by [thread/generic job/etc] 
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Collection Services Investigator – Workload capping graphs

 The following graphs appear ONLY if file QAPMSYSWLC exists in the 

library:  

– Collection overview with workload capping time signature 

– Workload capping delay 

– Workload capping processors assigned 

– Workload capping delay by [thread/generic job/etc] 
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Collection Services Investigator – Workload capping graphs

 The following graphs appear ONLY if file QAPMSYSWLC exists in the 

library:  

– Workload capping processors assigned 
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Collection Services Investigator – Collection Services menu

 Added options to view the Collection Services settings or change them, 

as well as cycle, end or start Collection Services.  Right-click the 

Collection Services Investigator icon for these options. 
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Collection Services Investigator – Configure Collection Services

 Added a window to configure collection services default settings.
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Collection Services Investigator – Disk configuration report updates

 Updated the report "Capacity (in GBs) by ASP with paths" so it now 

shows Min and max drive size as well as the resource (drive) status 

(operational/inoperative/etc)  

 Added new reports: 

– Capacity (in GBs) by ASP/IOP with paths

– Capacity (in GBs) by ASP/IOP/IOA with paths

– Disk configuration (non-operational disks only)

 The disk configuration report also now shows the capacity for each drive as well 

as the disk resource status (operational, not detected, inoperative.)
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Collection Services Investigator – IO and memory page demand 
graphs

 Added new graph called Memory page demand
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Collection Services Investigator – IO and memory page demand 
graphs

 Rankings - Memory page demand
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Collection Services Investigator – SQL graphs

 At 7.1, added SQL rankings and SQL graphs for a selected job grouping 

over time for the new SQL performance statistics.  The data is provided 

with IBM i 7.1 TR5.
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Collection Services Investigator – SQL graphs

 SQL performance overview graph
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Collection Services Investigator – SQL graphs - Rankings

 SQL performance overview by current user example
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Collection Services Investigator – SQL graphs - Rankings

 SQL physical disk I/O totals by thread
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Collection Services Investigator – CS objects folder 

 You can now filter the folder by generic library name or owner.
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Collection Services Investigator – Other graphs

 Added the following graphs to the Other graphs folder:

– SQL cursor and native DB total opens

– SQL cursor and native DB opens rates

– SQL cursor and native DB total opens rankings (all 8 types)

– SQL cursor and native DB opens rates rankings (all 8 types)

– Note: The following PTFs are needed in order for the data behind the graphs 

to be correct: At 5.4 PTF SI44181  At 6.4 PTF SI44182 At 7.1 PTF SI44183 
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Collection Services Investigator – Other graphs

– SQL cursor and native DB opens rates
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Collection Services Investigator – Other graphs

– SQL cursor and native DB total opens by thread example
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Collection Services Investigator – Other graphs

– SQL cursor and native DB opens rates by generic job
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Collection Services Investigator – Memory pool graphs for > 1 TB

 Added a set of memory pool graphs that can be used if the pool 

sizes exceed 1 TB.

– At 6.1 PTF SI47480 is required.
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 We removed the classic analysis commands and programs at 7.1.

 They were the commands named G*.

 They no longer work at 7.1 because of changes to the PEX database 

files.

PEX Analyzer – Classic analysis programs/commands removed
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 Added reports under PEX file(s) starting points - Job statistics:

– Cycles per instruction

– Cycles per instruction rankings 

PEX Analyzer – Cycles per instruction reports added
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 Cycles per instruction by thread ordered by total CPU cycles

PEX Analyzer – Cycles per instruction reports added
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 Added a new analysis and set of reports called Stats hier for N levels

PEX Analyzer – Stats hier for N levels reports 



© 2012 IBM Corporation

IBM Power Systems
™

 Full opens/closes – 5 level summary with call level, pgm names

PEX Analyzer – Stats hier for N levels reports 
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 Added several column descriptions. 

 Added JTTHREAD (job thread/task name) to several reports near the 

beginning. 

 Added WAKER_JTTHREAD (waker's job thread name) where needed. 

 Added EVENTDESC field to show the event info based on the new 

preference.  

 Also added new types of reports in 2 folders at the bottom containing 

reports like: 
– Disk waits summary by job/thread/enum

– Disk waits summary by job/thread/enum/object 

– Bad waits summary by job/thread/enum

– Bad waits summary by job/thread/bucket 

– Bad waits summary by job/thread/object/bucket 

– Disk waits summary by object/enum

– Disk waits summary by object/bucket 

– Bad waits summary by object/enum

– Bad waits summary by object/bucket 

PEX Analyzer – Taskswitch report updates
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 Added new reports for page fault events under the PEX file(s) starting 

points – Page faults folder:

– Page faults by generic object name

– Page faults by object

– Page faults by object key

PEX Analyzer – Page fault reports
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– Page faults by generic object name

PEX Analyzer – Page fault reports
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– Page faults by object

PEX Analyzer – Page fault reports
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 Added a preference to avoid converting hex values to decimal which if 

used will improve performance. 

 If the option is used to show the values as HEX the column descriptions 

will indicate this. 

 Placing your mouse over any of these hex values will show the decimal 

value in the flyover. 

PEX Analyzer – Convert HEX values preference
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 Added MCLI options within the TPROF analysis reports under the 

following folder:

– Hits by SDAR 

– Hits by SDAR/seize object 

Note: If the folders are not shown or do not contain anything then you do not 

have the required PEX definition needed to produce the required data.

PEX Analyzer – TPROF analysis – MCLI options
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This document was developed for IBM offerings in the United States as of the date of publication.  IBM may not make these offerings available in 

other countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM 

offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources.  Questions 

on the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document.  The furnishing of this document does not give 

you any license to these patents.  Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 

10504-1785 USA. 

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives 

only. 

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or 

guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of  the manner in which some IBM products can be used and the 

results that may be achieved.  Actual environmental costs and performance characteristics will vary depending on individual client configurations 

and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions 

worldwide to qualified commercial and government clients.  Rates are based on a client's credit rating, financing terms, offering type, equipment 

type and options, and may vary by country.  Other restrictions may apply.  Rates and offerings are subject to change, extension or withdrawal 

without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment.  Actual results may vary significantly and are 

dependent on many factors including system hardware configuration and software design and configuration.  Some measurements quoted in this 

document may have been made on development-level systems.  There is no guarantee these measurements will be the same on generally-
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should verify the applicable data for their specific environment.  

Revised September 26, 2006

Special notices



© 2012 IBM Corporation

IBM Power Systems
™

IBM, the IBM logo, ibm.com AIX, AIX (logo), AIX 5L, AIX 6 (logo), AS/400, BladeCenter, Blue Gene, ClusterProven, DB2, ESCON, i5/OS, i5/OS (logo), IBM Business 
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System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, Active Memory, Balanced Warehouse, 

CacheFlow, Cool Blue, IBM Systems Director VMControl, pureScale, TurboCore, Chiphopper, Cloudscape, DB2 Universal Database, DS4000, DS6000, DS8000, 

EnergyScale, Enterprise Workload Manager, General Parallel File System, , GPFS, HACMP, HACMP/6000, HASM, IBM Systems Director Active Energy Manager, 

iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power Architecture, Power Everywhere, Power Family, POWER Hypervisor,  

Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo), POWER2, POWER3, POWER4, POWER4+, POWER5, POWER5+, 

POWER6, POWER6+, POWER7, System i, System p, System p5, System Storage, System z, TME 10, Workload Partitions Manager and X-Architecture are trademarks 

or registered trademarks of International Business Machines Corporation in the United States, other countries, or both. If these and other IBM trademarked terms are 

marked on their first occurrence in this information with a trademark symbol (® or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at 

the time this information was published. Such trademarks may also be registered or common law trademarks in other countries. 

A full list of U.S. trademarks owned by IBM may be found at: http://www.ibm.com/legal/copytrade.shtml. 

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or 

other countries.

AltiVec is a trademark of Freescale Semiconductor, Inc.

AMD Opteron is a trademark of Advanced Micro Devices, Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association. 

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered 

trademarks of Intel Corporation or its subsidiaries in the United States and other countries.

IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency which is now part of the Office of Government Commerce.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates.

Linear Tape-Open, LTO, the LTO Logo, Ultrium, and the Ultrium logo are trademarks of HP, IBM Corp. and Quantum in the U.S. and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are 

trademarks of the Standard Performance Evaluation Corp (SPEC).

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

UNIX is a registered trademark of The Open Group in the United States, other countries or both. 

Other company, product and service names may be trademarks or service marks of others.

Revised December 2, 2010

Special notices (cont.)



© 2012 IBM Corporation

IBM Power Systems
™

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should 

consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing.  For 

additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark 

consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system_perf.html .

All performance measurements were made with AIX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, the latest 

versions of AIX were used. All other systems used previous versions of AIX. The SPEC CPU2006, LINPACK, and Technical Computing benchmarks were compiled using 

IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL C for 

AIX v11.1, XL C/C++ for AIX v11.1, XL FORTRAN for AIX v13.1, XL C/C++ for Linux v11.1, and XL FORTRAN for Linux v13.1.  

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

TPC http://www.tpc.org

SPEC http://www.spec.org

LINPACK http://www.netlib.org/benchmark/performance.pdf

Pro/E http://www.proe.com

GPC http://www.spec.org/gpc

VolanoMark http://www.volano.com

STREAM http://www.cs.virginia.edu/stream/

SAP http://www.sap.com/benchmark/

Oracle, Siebel, PeopleSoft http://www.oracle.com/apps_benchmark/

Baan http://www.ssaglobal.com

Fluent http://www.fluent.com/software/fluent/index.htm

TOP500 Supercomputers http://www.top500.org/

Ideas International http://www.ideasinternational.com/benchmark/bench.html

Storage Performance Council http://www.storageperformance.org/results
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http://www.ibm.com/systems/p/hardware/system_perf.html
http://www.tpc.org/
http://www.spec.org/
http://www.netlib.org/benchmark/performance.pdf
http://www.proe.com/
http://www.spec.org/gpc
http://www.volano.com/
http://www.cs.virginia.edu/stream/
http://www.sap.com/benchmark/
http://www.oracle.com/apps_benchmark/
http://www.ssaglobal.com/
http://www.fluent.com/software/fluent/index.htm
http://www.top500.org/
http://www.ideasinternational.com/benchmark/bench.html
http://www.storageperformance.org/results


© 2012 IBM Corporation

IBM Power Systems
™

Revised December 2, 2010

Notes on HPC benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should 

consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing.  For 

additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark 

consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system_perf.html .

All performance measurements were made with AIX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, the latest 

versions of AIX were used. All other systems used previous versions of AIX. The SPEC CPU2006, LINPACK, and Technical Computing benchmarks were compiled using 

IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL C for 

AIX v11.1, XL C/C++ for AIX v11.1, XL FORTRAN for AIX v13.1, XL C/C++ for Linux v11.1, and XL FORTRAN for Linux v13.1.  Linpack HPC (Highly Parallel Computing) 

used the current versions of the IBM Engineering and Scientific Subroutine Library (ESSL). For Power7 systems, IBM Engineering and Scientific Subroutine Library (ESSL) 

for AIX Version 5.1 and IBM Engineering and Scientific Subroutine Library (ESSL) for Linux Version 5.1 were used.  

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

SPEC http://www.spec.org

LINPACK http://www.netlib.org/benchmark/performance.pdf

Pro/E http://www.proe.com

GPC http://www.spec.org/gpc

STREAM http://www.cs.virginia.edu/stream/

Fluent http://www.fluent.com/software/fluent/index.htm

TOP500 Supercomputers http://www.top500.org/

AMBER http://amber.scripps.edu/

FLUENT http://www.fluent.com/software/fluent/fl5bench/index.htm

GAMESS http://www.msg.chem.iastate.edu/gamess

GAUSSIAN http://www.gaussian.com

ANSYS http://www.ansys.com/services/hardware-support-db.htm

Click on the "Benchmarks" icon on the left hand side frame to expand.  Click on "Benchmark Results in a Table" icon for benchmark results.

ABAQUS http://www.simulia.com/support/v68/v68_performance.php

ECLIPSE http://www.sis.slb.com/content/software/simulation/index.asp?seg=geoquest&

MM5 http://www.mmm.ucar.edu/mm5/

MSC.NASTRAN http://www.mscsoftware.com/support/prod%5Fsupport/nastran/performance/v04_sngl.cfm

STAR-CD www.cd-adapco.com/products/STAR-CD/performance/320/index/html

NAMD http://www.ks.uiuc.edu/Research/namd

HMMER http://hmmer.janelia.org/

http://powerdev.osuosl.org/project/hmmerAltivecGen2mod
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Notes on performance estimates

rPerf for AIX

rPerf (Relative Performance) is an estimate of commercial processing performance relative to other IBM UNIX 
systems.  It is derived from an IBM analytical model which uses characteristics from IBM internal 
workloads, TPC and SPEC benchmarks.  The rPerf model is not intended to represent any specific public 
benchmark results and should not be reasonably used in that way.  The model simulates some of the 
system operations such as CPU, cache and memory. However, the model does not simulate disk or 
network I/O operations.

 rPerf estimates are calculated based on systems with the latest levels of AIX and other pertinent software 
at the time of system announcement.  Actual performance will vary based on application and configuration 
specifics.  The IBM eServer pSeries 640 is the baseline reference system and has a value of 1.0.  Although 
rPerf may be used to approximate relative IBM UNIX commercial processing performance, actual system 
performance may vary and is dependent upon many factors including system hardware configuration and 
software design and configuration. Note that the rPerf methodology used for the POWER6 systems is 
identical to that used for the POWER5 systems.  Variations in incremental system performance may be 
observed in commercial workloads due to changes in the underlying system architecture.

All performance estimates are provided "AS IS" and no warranties or guarantees are expressed or implied by 
IBM.  Buyers should consult other sources of information, including system benchmarks, and application 
sizing guides to evaluate the performance of a system they are considering buying.  For additional 
information about rPerf, contact your local IBM office or IBM authorized reseller.

========================================================================

CPW for IBM i

Commercial Processing Workload (CPW) is a relative measure of performance of processors running the IBM 
i operating system. Performance in customer environments may vary.  The value is based on maximum 
configurations. More performance information is available in the Performance Capabilities Reference at:  
www.ibm.com/systems/i/solutions/perfmgmt/resource.html


