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Abstract 
 

In the world of application servers, moving to environments that can easily scale out is 
increasingly emphasized. At the same time, the desire to consolidate resources for ease of 
management, physical space, and power consumption is often at odds with the actual properties 
of traditional rack-optimized scaled-out application server clusters. 

The IBM BladeCenter is a hardware solution that provides an infrastructure capable of application 
server scale-out without compromising on ease of systems management, physical space, or 
power requirements. BladeCenter management tools provide the ability to easily deploy and 
manage up to 14 blade servers such as the HS20, HS40, or LS20. IBM Director, which ships with 
BladeCenter, unleashes the power of BladeCenter, giving you comprehensive remote 
management from a single graphical console. IBM Director automates and simplifies IT and 
networking tasks, letting you deploy, configure, manage and maintain up to hundreds of blade 
servers. The BladeCenter architecture provides robust systems interconnect and the ability to 
support the storage and disk I/O requirements, as well as the network throughput, typical of 
enterprise application servers. Using BladeCenter, a large scale-out application server solution 
can be easily and cost-effectively realized and managed. 
  
This paper presents a sample configuration illustrating IBM BladeCenter performance capabilities 
when using Microsoft .NET applications and Microsoft SQL Server 2005. A single HS20 blade 
was used to host the Microsoft .NET 2.0 Framework and application server environment. Typical 
customer implementations using this framework include technologies such as ASP.NET, C++, 
Visual Basic, Microsoft Internet Information Services (IIS) HTTP server, Web services, MSMQ 
messaging applications, database connectivity with ODBC, and Microsoft’s Distributed 
Transaction Manager (DTC). As a further proof point of its versatility, the Bladecenter chassis 
also includes one HS40 blade, which is used as the database server with the SQL Server 2005 
DBMS. An IBM TotalStorage® DS4300 disk subsystem is used for the HS40 database storage 
and I/O requirements, and is connected via a QLogic Fibre Channel adapter (daughter card) and 
QLogic Fibre Channel switch module inside the BladeCenter chassis. 

 

BladeCenter Architecture and Features 
 

The BladeCenter chassis design allows for high-density, high-performance, hot-swappable server 
enclosures such as 2- and 4-way Intel® processor-based and AMD Opteron processor-based 
blades. Each BladeCenter chassis supports up to 14 two-processor blades or 7 four-processor 
blades. The blades support the Microsoft Windows Server 2003 and Windows 2000 operating 
systems, enabling customers to migrate existing applications or deploy new Windows 
environments on this platform. IBM Director, an advanced central management suite, allows 
customers to easily control and manage every blade in the BladeCenter chassis, as well as the 
installed modules (e.g., Fibre Channel and network switch modules).  
 
IBM has opened the design specification for BladeCenter, which has resulted in a large number 
of options, such as Cisco and Nortel network switch modules, high-speed blade interconnect 
expansion cards, Fibre Channel expansion cards, SCSI storage options, PCI I/O expansion units, 
Topspin InfiniBand® switch modules, and much more. BladeCenter also offers a variety of disk 
I/O solutions by supporting the high-performance IBM TotalStorage family of products and low-
cost, network-attached storage.  
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Microsoft .NET 2.0 / SQL Server 2005 Application Test Scenario 
 
The test performed demonstrates the performance capabilities of BladeCenter using an HS20 
blade as an application server, and an HS40 as a database server, as well as the capabilities of 
the Microsoft .NET 2.0 Framework and Microsoft SQL Server 2005. The HS20 blade was 
configured with Microsoft Windows Server 2003 and Microsoft IIS 6.0 HTTP server using the 
Microsoft .NET 2.0 Framework. The application model represents a business-to-business 
application with functions such as order processing, stock/inventory warehouse processing, 
customer service operations, and inventory/catalog query interactions. The application consisted 
of several .NET Web service applications (accessed via IIS), and several message processing 
applications using Microsoft MSMQ for the message store. Each Web service interaction and 
messaging interaction accesses the Microsoft SQL Server DBMS installed on the HS40 blade. 
Many of the transactions involved two-phase commit operations (distributed transactions) 
between the message store (MSMQ) and the SQL Server DBMS. All transactions between the 
driver (workload generator) systems and the .NET application server used SSL to demonstrate an 
additional layer of complexity and security.  
 
Figures 1 and 2 show models of the hardware environment used, as well as an overview of the 
Microsoft software technologies used in the test application. 
 

 
 
Figure 1:  Hardware Test Environment Model 
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Figure 2: Software Test Environment Model 
 
Test Scenario Results, Observations and Tuning Details 
 
Results 
 
The workload generator for the test scenario used 60 driver threads, which generated enough 
workload (i.e., Web service requests) to drive the HS20 blade .NET 2.0 application server to near 
maximum CPU utilization (96%). At this level, the HS20 was capable of handling 420 Web 
service requests per second, with an average response time of ~150ms. The HS20 also 
simultaneously processed 231 messages per second from the local MSMQ message queues.   
 
The resulting load on the HS40 blade running the Microsoft SQL Server DBMS generated an 
18% CPU utilization. The Microsoft Distributed Transaction Coordinator (DTC) on the HS40 
system processed 244 distributed transactions per second.    
 
Figure 3 highlights the performance throughput characteristics achieved using this configuration: 
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IBM BladeCenter HS20 / .NET Application Server Results 

Processors 2 x 3.6GHz Intel Xeon 
(HyperThreading Enabled) 

CPU Utilization 96% 

Throughput 420 Web Service Requests / Sec 

Average Interaction Response Time 150 ms 

MSMQ Messages per Sec 231 

Network Traffic 35.6 MB / Sec 
(285 Mbit / Sec) 

 
Figure 3: HS20 / Microsoft .Net 2.0 Application Server Results 
 
 

IBM BladeCenter HS40 / Microsoft SQL Server Results 

Processors 4 x 3.0GHz Intel Xeon 
(HyperThreading enabled) 

CPU Utilization 18% 

Distributed Transactions / Sec 
(DTC) 244 

Network Traffic 2.3 MB / Sec 
(18 Mbit / Sec) 

 
Figure 4: HS40 / Microsoft SQL Server Results 
 
Observations and Tuning Details 
 
The HS20 blade .NET 2.0 application server performed quite impressively with relatively few 
configuration and tuning changes. The Web service application was designed entirely using 
Microsoft Visual Studio 2005. No changes related to compilation or intermediary files were made 
to the Web services or message queue processing applications. The same can be said for the 
HS40 blade running SQL Server; in fact, no changes were made to the SQL Server DBMS 
options (e.g., sp_configuration parameters).  
 
For the .NET 2.0 application server system, a few changes to the global .NET machine.config file 
were necessary to eliminate potential threading and TCP/IP connection bottlenecks.  
 
Tuning Changes Made to the .NET machine.config Application Server 
 
For the HttpRuntime section, the MinFreeThreads setting was changed to 176, and the 
MinLocalRequestFreeThreads was changed to 152. This increases the number of worker threads 
and completion port threads that must be available to start a remote request or a local request 
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from within the ASP.NET process. If these threads pose a potential bottleneck, Microsoft 
recommends setting the values of the minFreeThreads parameter to 88*N and the 
minLocalRequestFreeThreads parameter to 76*N, where N is the number of processors on the 
application server system.  
 
For this application workload, since the Web service applications executing on the .NET 2.0 
system performed Web service calls to other external Web services, the maximum number of 
allowable “outbound” TCP/IP connections to a given Web site needed to be increased. If a given 
Web application needs to make a synchronous or asynchronous Web service call to another Web 
application to retrieve data, by default, the framework limits the outbound connections to a given 
site to two connections. If it is necessary to increase this value, Microsoft recommends setting the 
value of the maxconnection parameter to 12*N (where N is the number of CPUs in the system). 
 
Finally, to increase the number of ASP.NET processing threads, the maxWorkerThreads and 
maxIoThreads value was increased to 100.  
 
For more details about the rationale for these .NET Web service application changes see: 
 
http://support.microsoft.com/kb/821268/en-us 
 
 
Summary 
 
Given the impressively high performance for a relatively complex business-to-business 
application for a single HS20 blade .NET application server and HS40 blade running Microsoft 
SQL Server, it is easy to see how a more heavily populated BladeCenter system would provide a 
scale-out, end-to-end, high-performance, enterprise-class Microsoft solution platform. Dramatic 
code-development, deployment, and management cost savings are realized by embracing 
managed-environment applications hosted by the .NET 2.0 Framework. Similarly, the enterprise-
class, high-performance and award-winning management features of BladeCenter provide cost 
savings for managing and deploying the hardware solution. The ability to simply and effectively 
add more .NET application servers as your company needs grow provides for a “pay as you 
grow” infrastructure.  
 
With available options such as layer-7 gigabit switches, Fibre Channel SAN and network-attached 
storage (NAS) disk connectivity, high-speed blade interconnects, ease of management, space 
and power, the IBM BladeCenter provides an ideal, all-around cost-effective solution.  
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