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Abstract

Modern clusters may rival the established UNIX® based server, but are they manageable? What
are the ramifications of performance and availability at the application level? What is the impact
on total cost of ownership (TCO)? Answering these questions is the focus of this white paper.

Oracle9i RAC is designed to help build flexible, high-performance, highly available, clustered
database solutions on Linux®. Connecting such clusters to a fault-resilient Fibre Channel storage
area network (SAN) lays the foundation for a computing infrastructure known as a Flexible
Database Cluster (FDC).

The synergy of IBM® eServer® BladeCenter®, PolyServe Matrix Server, and Oracle9i RAC
makes the Flexible Database Cluster (FDC) a powerful platform for supporting multiple
applications. This white paper describes a proof-of-concept that validates the architecture and
technology of the Flexible Database Cluster and confirms that:

e PolyServe Matrix Server and Oracle9i RAC perform extremely well on the BladeCenter.

o The BladeCenter architecture and technology help provide an unparalleled high-
availability platform for implementing Flexible Database Clusters.

¢ IBM and PolyServe are leading the development of technology for scale-out computing.

e The architecture and technology of the Flexible Database Cluster help enable on-demand
computing. Cluster nodes provide a pool of flexible resources for use among applications.
The availability of Oracle9i RAC is enhanced because nodes can be dynamically
reprovisioned using Matrix Server to cover the loss of another node.

e The Flexible Database Cluster provides strong management tools such as Matrix Server
for performance and availability. A single large cluster is now easier to manage than many
small clusters.

e A general-purpose cluster filesystem such as the one included with Matrix Server
provides a single-system feel and greatly enhances manageability. A shared Oracle home
used by all nodes also simplifies management. Support is available for all database
operations that require a filesystem.
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¢ Improved manageability, scalability, expandability, availability and asset utilization in an
FDC configuration also can help dramatically lower total cost of ownership (TCO) relative
to a UNIX-based IT environment.

The audience for this paper is clients who are interested in implementing an FDC infrastructure
with the IBM eServer BladeCenter and Oracle9i Real Application Cluster (RAC), PolyServe Matrix
Server and the Linux operating system.

Clustering and Oracle9i RAC

Since the release of Oracle9j Real Application Clusters (RAC) during Oracle Open World Europe
in June 2001, RAC has had the capability to scale a single application horizontally to clusters as
large as 8 nodes or greater —without application modification. This scalability has allowed RAC to
gain mindshare within the clustered database world.

Another trend that has been gaining momentum is Server Consolidation with large, flexible Intel®
processor-based clusters running Linux under Oracle9i RAC. Emerging clustered architectures
such as the IBM BladeCenter lend themselves to configuring large clusters in reasonable physical
space at low cost. Connecting such clusters to a fault-resilient Fibre Channel SAN lays the basic
foundation for the computing infrastructure known as a Flexible Database Cluster (FDC).

Flexible Database Clusters are the perfect combination of server consolidation and Oracle9i
RAC. Compared to several small and separate clusters, each running RAC, a large FDC offers
management, availability, and performance characteristics that are difficult to ignore.

Significant testing and proof of concept were required to advance the FDC concept. To that end,
IBM and PolyServe joined forces to build a 14-node BladeCenter running SUSE Linux Enterprise
Server and then attached it to a formidable SAN configured with over 100 physical disk drives.
This large cluster was the target of a series of tests that took an in-depth look at running and
managing not just a single application, but several applications simultaneously.

Unlike most RAC studies to date, this testing was much more than the typical exercise of
measuring throughput for a single application as nodes are added to the cluster. While those
studies are valuable proof points, they lack information about the management aspects of large
clusters, what happens when things go “wrong,” and how applications can benefit from
dynamically shifting servers from under-utilized applications to applications where they are more
useful. To that end, the tests included powering off servers while running large numbers of
connected Oracle users and dynamically shifting servers from one application to another. Critical
measurements such as recovery times and throughput impact were also analyzed. The tests and
measurements are described in detail later in this paper.

The paper also includes performance information, but in a slightly different light than the norm.
The FDC serves as a platform on which nodes can be shifted between applications without
halting service to client systems. Therefore, tests were conducted to measure speedup to
applications that were granted additional nodes dynamically.

Flexible Database Clusters

The concept of a Flexible Database Cluster is based on building a cluster that is large enough to
support several databases. Instead of using one cluster for an online transaction database and
two other clusters for decision support and development databases, a Flexible Database Cluster
can support all three of these databases.

For many years large SMP systems have supported more than one Oracle database in what is
routinely referred to as Server Consolidation—concentrating the workloads from several small
SMPs into one large SMP. Server Consolidation, a trend that started in the late 1990s, was seen
as a way to increase efficiency in the datacenter by reducing administrative overhead.
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If consolidation adds value in an SMP environment, why wouldn’t it add value in a cluster
environment? The answer is not simply that it does add value, but, in fact, consolidation delivers
more value in clustered environments than in SMP environments, particularly when supporting
Oracle9i RAC.

A report provided by Meta Group1 in 2002 makes the point that the “Hard Partitions” technology
brought to market by Sun and Sequent has been recognized as valuable in consolidation. Hard
Partitions offer fixed system provisioning to given applications within a single SMP system. With
these systems, administrators can dedicate, for example, 16 processors to application A and
another 16 processors to application B. The report also focuses on the value of dynamic
partitioning (e.g., LPAR, VPAR) and suggests that it is critical for supporting consolidation; that is,
flexibility is key.

These SMP-oriented Server Consolidation systems support the ability to dedicate CPUs to
important workloads. Likewise, less important workloads (e.g., untested applications still under
development) are cordoned off to other CPUs to limit any disturbance they might cause to other
applications. Arguably, clusters do this even better than SMPs with domains or partitions. After
all, with SMP systems, there are usually many system components, such as memory controllers
and 1/O adapters that are shared among partitions or domains. With clusters, however, an
application running on nodes 1 and 2 does not share server-level resources with applications on
nodes 3 and 4. The SAN is shared, but partitionable.

Server Consolidation is a good thing and, because of architectural differences, clusters perform
even better in some ways than single SMP systems. Why then are so many IT organizations
supporting a small dedicated cluster for each application? If several different clusters all support
Oracle9i RAC based applications, why not consolidate?

The Meta Group report of 2002, along with many others, further credits Server Consolidation as
enabling IT savings through reductions in the cost of support and skills, capital equipment, and
system management. Fewer systems require less management.

If consolidating simple, single servers into one large server yields IT savings, how much more so
does consolidating complex clusters into one large cluster?

The Flexible Database Cluster concept lowers administrative overhead and offers higher
availability and on-demand scalability beyond that of several small clusters. It is an architecture
well worth considering. A Flexible Database Cluster is more than just a big cluster. The prime
ingredients are systems software and deployment methodology.

Large Database Clusters with Oracle9i RAC—At a
Glance

The thought of assembling a 14-node cluster, much less managing one, conjures up visions of
cabling and OS configuration nightmares. This mentality is likely rooted in the UNIX-based
clustered systems of the 1990s. Clusters of that era were configured with very few nodes
primarily due to limitations in Oracle Parallel Server.

Oracle9i RAC has changed all of that. The scalability and availability characteristics of RAC are
compelling reasons to build large clusters. The economic benefit of combining powerful Intel
processor-based servers running Linux in a large cluster makes the idea even more palatable.
The question is why make a large database cluster, and what are the management
considerations?

The answer hinges on the technology that is being assembled into the cluster.

' See the Meta Group report on ZDNet at: http://techupdate.zdnet.com/techupdate/stories/main/0,14179,2878371-
1,00.html
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The base requirement for an Oracle9i RAC cluster is a set of servers with shared disk (e.g.,
JBOD) access and LAN/interconnect connectivity. Strictly speaking, nothing more is required. For
reasons explored throughout this paper, it is unlikely that such a stripped down cluster will be as
manageable at a large node count. Nor would such a cluster be configured to offer the
management and flexibility attributes of the Flexible Database Cluster (FDC) model studied
during this project.

Concerns over building and maintaining large clusters for Oracle9i RAC generally fall into six
categories, although not necessarily in this order:

e Storage configuration and management

e Storage connectivity and configuration

e OS configuration and management

e Oracle product installation, configuration and maintenance
o Database file locations and space management

e Operational methodology

Storage Configuration and Management

Today, building large clusters such as the Flexible Database Cluster in this proof of concept is
actually quite simple, due in part to Fibre Channel SAN technology. Even simpler are large
clusters with advanced Intel processor-based clusters such as the IBM BladeCenter.

Storage management is also much simpler and more powerful with today’s technology. A great
example is the IBM TotalStorage® DS family.

Storage Connectivity and Configuration

Modern technology is also making it easier to connect and configure SAN switches. In the FDC
proof-of-concept system, the switch was easily configured via the IBM TotalStorage SAN Fibre
Channel Switch Specialist management tool. The switch features an embedded Web browser
interface for configuration, management, and troubleshooting. The BladeCenter integrates Fibre
Channel switch hardware packaged to nearly eliminate cabling.

OS Configuration and Management

Configuring Linux to support a large cluster is much simpler than legacy UNIX. Enhanced
configuration tool kits are available with Linux distributions such as SUSE Linux Enterprise Server
(SLESS), which provides the KDE Konsole” utility. This utility feeds key input to all or some nodes
of a cluster, which is useful for redundant administrative tasks. This is but one example of the
added value that SUSE SLES 8 offers.

SUSE SLESS also provides a helpful package in RPM form called orarun. This package assists
administrators with node-level RAC requirements such as environment variables, kernel
parameters, and automated startup/shutdown of key Oracle components such as OCMS,
SQL*Net listeners and GSD (global services daemon).

Every small improvement that makes a cluster feel more like a single system is critically
important, even more so in the case of the Flexible Database Cluster.

2 For information about using KDE Konsole when configuring large clusters for Oracle9i RAC, see this paper on the SUSE
website: http://www.SUSE.com/en/business/certifications/certified_software/oracle/docs/9iR2_RAC_sles8_polyserve.pdf
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Oracle Product Installation, Configuration and Maintenance

On standard clusters, the Oracle9i Enterprise Edition software must be installed on each node
where instances of RAC will be executed. During installation, the Oracle Universal Installer
prompts for a list of nodes on which to install the product. It then copies the files for Oracle Home,
all 100,000+ of them, to each node in the list.

Installing Oracle is not difficult. However, difficulty arises when Oracle is installed on, for example,
14 nodes”’. Configuration must occur in 14 different locations, one for each node. For instance,
configuring init.ora requires logging in to 14 different systems. Applying patches is difficult as well.
For example, the 9.2.0.3 upgrade patch for Linux is more than 280MB in size. This is a lot of
software to apply to a lot of Oracle Home locations.

With a general-purpose cluster filesystem4, it is quite simple to set up a “Shared Oracle Home.”
First, the Oracle Universal Installer is instructed to install on only one node (a single-node cluster
install). Then, after Oracle is fully installed on the cluster filesystem as a single-node install, it is
very simple to “convert” that Oracle Home to be shared by any number of other nodes.

Converting to a shared Oracle Home is merely the concept of providing for like-name directories
and files with node-specific directories and files. For example, it may be advantageous to have
the directory $SORACLE_HOME/network/admin set up as a different physical directory when you log
into different nodes, yet this indirection needs to be “automagic.” The PolyServe Matrix Server
cluster filesystem provides Context Dependent Symbolic Links (CDSL) to do this. Only a few
objects require a CDSL, so this is really quite simple.

With a shared Oracle Home, all nodes in the cluster can use the same executables. Also,
configuration files are located in the cluster filesystem and can be edited from any node in the
cluster. In fact, all configuration files for all nodes can be edited from any node in the cluster.
$ORACLE_HOME points to the same directory on all nodes, and that directory is in the cluster
filesystem.

Database File Locations and Space Management

Managing a large number of Oracle datafiles can become difficult when several databases are
housed in one large cluster, such as those in the FDC proof of concept. Perhaps the most
significant technology to assist in this area is a new Oracle9i feature known as Oracle Managed
Files (OMF). Using OMF with Oracle9i RAC requires a cluster filesystem such as the PolyServe
Matrix Server cluster filesystem.

Oracle Managed Files are preferred in a large FDC because they simplify administration. OMF?®
provides the following benefits:

o Simplifies deployment of databases. OMF minimizes the time spent making decisions
regarding file structure and naming and reduces file management tasks overall.

¢ Reduces corruption that can be caused by administrators specifying the wrong file. All
OMF files are provided a unique name by Oracle.

o Reduces wasted disk space consumed by obsolete files. OMF removes unused files
automatically.

Forcing a Database Administrator (DBA) to think about tablespaces as a collection of files takes
time away from actual database administration. The “contents” of the files are the actual

® The Oracle Universal Installer provides for a list of eight nodes for installing Oracle, while the maximum supported node
count on Linux is 32. Installing Oracle on a 14-node cluster requires manual file propagation if a shared Oracle Home is
not available.

* Such as the PolyServe Matrix Server CFS used in this test. For more information, visit www.polyserve.com.

® For in-depth information about Oracle Managed Files, see the Oracle documentation.
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database. Databases consist of rows in blocks grouped into extents and tracked as segments.
Those objects reside in datafiles. Deploying with OMF reduces the need for physical
administration and allows concentration on logical administration—exactly where the biggest
return on DBA effort lies. For instance, why be concerned about what sectors of disk are used by
a filesystem? That particular detail is the responsibility of the filesystem. Likewise, DBAs can
leave datafile management to the OMF. More time can be dedicated to query optimization and
other such tasks that may actually improve performance.

Examples showing how the FDC case study used OMF are provided later in this paper.

Operational Methodology

Monitoring is a major concern in a large cluster environment. If administrators must execute
numerous commands to get the status of many nodes, the value proposition quickly dwindles.

Monitoring cluster operations with the type of technology used in the Flexible Database Cluster
proof of concept is vastly superior to the technology of the recent past. Comprehensive 1/10
monitoring at the storage level is possible through modern storage management software.
Oracle9i RAC and Enterprise Manager offer a great deal of instance and global database
monitoring. PolyServe Matrix Server offers monitoring of the entire cluster from a central console
that can be executed either remotely or on any system in the datacenter, and finally, PolyServe’s
implementation of the Oracle Disk Manager offers unprecedented Oracle-centric, cluster-aware
I/O monitoring.

Beyond monitoring, other issues have traditionally affected cluster operations. For instance,
administrators have had to connect to specific nodes in the cluster to perform operations such as
configuring files in Oracle Home. Also, requiring administrators to remember what node they used
to perform an export or what node has a SQL*Plus report on it can be bothersome in today’s
hectic IT environment.

Concerns such as these have served as roadblocks to deploying the sort of large cluster that can
be used as a Flexible Database Cluster.

Infrastructure for a Flexible Database Cluster

This section describes how the Flexible Database Cluster was set up for testing. The core
technology for this aspect of the proof of concept was the PolyServe Matrix Server cluster
filesystem. Two key Matrix Server product features were germane to this testing: the cluster
filesystem and the MxODM I/O monitoring package.

Matrix Server Cluster Filesystem

The Matrix Server cluster filesystem is both general-purpose and optimized for Oracle. These
attributes proved quite valuable in the following ways.

General-Purpose

¢ A single Shared Oracle Home was configured for all 14 nodes.
¢ Archived redo logging was performed in a cluster filesystem location and compressed.

e Some of the data was loaded with External Tables (an Oracle9i feature supported only on
CFS with RAC).
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Optimized for Oracle

o All datafiles, control files, online logs, and so on were located in filesystems mounted with
the Matrix Server “DBOPTIMIZED” mount option, which implements Direct 1/O.

e Oracle Disk Manager6 (ODM) was used for asynchronous I/O and improved clusterwide
I/O monitoring.

Shared Oracle Home

As described earlier in this paper, a general-purpose cluster filesystem such as the Matrix Server
CFS supports setting up a single directory for Oracle Home. This functionality is key to the
Flexible Database Cluster architecture.

Context Dependent Symbolic Links

Context Dependent Symbolic Links (CDSL) are a feature of the Matrix Server CFS. They are links
to files or directories that are resolved based on the hostname of the node on which the current
process is executing. CDSL is an essential feature for the enabling of a shared Oracle Home. It
also offers ease of management for several areas such as setting up SQL*Net, archived redo
logging, instance logging (e.g., alert logs and trace files) and so on.

It is critical to note that unless a Cluster Filesystem supports Context Dependent Symbolic links, it
is impossible to create a fully functional shared Oracle Home. Oracle Enterprise Manager creates
many node-specific files located in the following directories, which must be CDSLs:

e J$ORACLE _HOME/network (the agent subdirectory is critical; it contains .q files and
services.ora)

e J$ORACLE_HOME/sysman

e $ORACLE HOME/oem_ webstage

PolyServe provides user documentation for configuring a shared Oracle Home.

CDSL—Oracle Cluster Management Services Setup

Using a shared Oracle Home and CDSL made it simple to set up Oracle Cluster Management
Services for 14 nodes on the FDC.

In Figure 1, the Oracle Cluster Management Services subdirectory (oracm) is actually a CDSL
linking the directory .oracm.${HOSTNAME} to oracm. As an example, logging in to blade6 will
automatically link oracm to oracm.bladeé6. It is easy, however, to modify the contents of any of the
oracm CDSL directories because they are just simple directories.

® For in-depth information regarding Oracle Disk Manager, see the white paper on the Oracle Technology Network:
http://otn.oracle.com/deploy/availability/pdf/odm_wp.pdf.
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RN orscle § od $ORACLE HOMES -
MEGEN oracle $ ls -1d oracm*
lrvErvzrvze 1 oracle dba 16 2004-02-19 19:37 BB - cracnm. {HOSTHAME:
drwxr—xr—=x 5 oracle dba 120 2004-02-19 19:36 cracm.bladel
drwer-=r—= 5 oracle dba 120 2004-02-24 14:32 oracm.bladell
drvxr—=r—= 5 oracle dhba 120 2004-02-24 14:32 oracm.bladell
drwxr—xr—=x 5 oracle dba 120 2004-02-24 14:32 oracm.bladelZ
drwrr—=r—= 5 oracle dba 120 2004-02-24 14:32 oracm.bladelld
drvxr-=r—= 5 oracle dba 120 2004-02-24 14:32 oracm.bladeld
drwxr—xr—=x 5 oracle dba 120 2004-02-18 18:30 cracm.blades2
drwer-=r—= 5 oracle dba 120 2004-02-18 158:30 oracm.blade3
drvxr—=r—= 5 oracle dba 120 2004-02-18 18:30 cracm.bladed
drwEr—xr—=x 5 oracle dba 120 2004-02-24 14:32 cracm.bladeshs
drwer-=r—= 5 oracle dhba 120 2004-02-24 14:32 oracm.blades
drwxr—=r-= 5 oracle dba 120 2004-02-24 14:32 ocracm.blade?
drwrr—=r—= 5 oracle dba 120 2004-02-24 14:32 oracm.blades
drvxr—=r—= 5 oracle dba 120 2004-02-24 14:32 oracm.blade’d
oracle 5 0
-

Figure 1. Oracle Cluster Management Services subdirectory

Figure 2 shows a shell process on blade1 that lists the contents of the cmcfg.ora file in its CDSL-
resolved $ORACLE_HOME/admin/cmcfg.ora file. It also shows that, while executing on blade1, the
cmcfg.ora file is visible via the physical directory path of oracm.blade6/admin/cmcfg.ora. Finally,
using the rsh(1) command, the cmcfg.ora file for blade6 is listed as a simple path because the
CDSL resolves it properly once the shell is generated on blade6.
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IMELER cracle § cat oracmsadminscmncfg.ora
HeartBeat=10000

Clu=terHame=TEST

FollInterval=1000

Mis=Count=5

=hangcheck-timer
FrivateHodeHames= int-bladel int-blade? int-bladel int-blade4 int-bladef int-bla
d=6t int-blade? int-bladef int-blade9 int-bladel0 int-bladell int-bladel? int-bla
deld int-bladeld
FublicHodeHames= bladel blade? blade3 bladed bladeb bladet blade? blade8 bBlade9
bladel0 bladell bladel2 bladel? bladeld
HostHame=int-bladel
CnliskFile=-mnt-pz-oradatal-guorum
IEREN oracle $ cat oracm.bladebf-admninscmcfg.ora

HeartBeat=10000

ClusterHame=TEST

FollInterwval=1000

Mi=zsCount=5

ServicePort=9993

KernelModuleName=hangcheck-timer

FrivateHodeHame== int-bladel int-blade? int-bladel int-bladed int-bladeb int-bla
def int-blade? int-bladef int-blade® int-bladell int-bladell int-bladel2? int-bla
d=13 int-hblad=l4

FublicHodeHames= bladel blade? blade3 bladed4 bladefS bladef blade? blade8 blade9
blad=10 bladell bladel2 blade=l3 bladeld

HostHame=int-bladek

CnDizkFile=-mnt. p=~oradatal.- quorum

oracle % r=sh bladet cat oracm-admin<cmcig.ora

HeartBeat=10000

Clu=terHame=TEST

FollInterval=1000

Mis=Count=5

ServicePort=9998

KernelModuleHame=hangcheck-tiner

FrivateHodeHames= int-bladel int-blade2? int-bladel int-blade4 int-bladef int-bla
d=6t int-blade? int-bladef int-blade9 int-bladel0 int-bladell int-bladel? int-bla
deld int-bladeld

FublicHodeHames= bladel blade? blade3 bladed bladeb bladet blade? blade8 bBlade9
bladel0 bladell bladel2 bladel? bladeld

HostHame=int-bladeh

CnliskFile=-mnt-pz-oradatal-guorum

IEL cracle £

IEEER oracle $ M

Figure 2. Shell process listing the contents of cmcfg.ora

Using a shared Oracle Home and CDSLs reduces administrative overhead. The administrator
can view and edit all of the configuration files for all nodes while logged in on any node in the
cluster. Without a shared Oracle Home, the administrator would need to log in to each of the 14
nodes and edit the cmcfg.ora file to set up OCMS.

It is important to note that if a given node name does not appear in the list assigned to the
PrivateNodeNames and PublicNodeNames parameters in the cmcfg.ora file, it cannot join the
Oracle cluster. That is, it cannot join until all instances of OCMS have been shut down—a task
that requires all database instances clusterwide to be shut down. For example, if there is another
node called blade15 in the cluster, it cannot dynamically join the Oracle RAC cluster (OCMS) until
all database instances are shut down, all copies of the cmcfg.ora file are edited to add blade15 in
the PrivateNodeNames/PublicNodeNames parameter assignments, and OCMS has been
rebooted on each node.

This fact impacts sites that rely on a cold-standby server in the event of a node failure. In a four-
node cluster scenario, losing node 4 and replacing it with the cold-standby node means that
cmcfg.ora needs to be configured in advance to accommodate its node name in the active
cluster.

The FDC architecture is much more flexible. All nodes in the cluster are included in the OCMS
member list. They all run Oracle9i RAC; the only thing that varies is which instances run on the
various nodes.
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Matrix Server Oracle Disk Manager

PolyServe Matrix Server provides an ODM implementation called MxODM to support the Oracle
Disk Manager interface. Although MxODM offers improved datafile integrity through clusterwide
file keys for access, its main benefit in the FDC architecture is monitoring. MxODM also enables
Oracle9i with asynchronous I/O on the direct I/O-mounted filesystems where it stores datafiles
and other database files such as redo logs.

The MxODM 1/O statistics package provides the following basic I/O performance information.
These reported items are referred to as the Core Reporting Elements.

e Number of file Read and Write operations

e Read and Write throughput per second in Kilobytes

e Count of synchronous and asynchronous I/O operations
e |/O service times

o Percentages
The Core Reporting Elements can be provided at the following levels:

o Clusterwide Level. Provides aggregate information for all database instances on all

nodes.

o Database Global Level. Limits information to a named database (e.g., PROD, DEV, FIN,
DSS).

o Instance Level. Limits information to a named instance (e.g., PROD1, PRODS, DEV1,
FIN4, DSS_6).

e Node Level. Limits information to a named node (e.g., rhas1.acme.com,
rhas6.acme.com). This information is the aggregate of all instance activity on the named
node. If a node hosts instances accessing different databases (e.g.,
$ORACLE_SID=PROD1, $ORACLE_SID=DEV1), the Core Reporting Elements will reflect the
combined information for all instances on the named node.

Because MxODM understands Oracle file, process, and I/O types, the mxodmstat(8) command
offers very specialized reporting capabilities. On complex clustered systems, it is nearly
impossible to take a quick look at the clusterwide or per-instance activity for a given subsystem of
the Oracle Server.

For instance, on an 8-node cluster with six PROD instances, two DEV instances, and Parallel
Query Slaves active only on nodes 1 through 4 on the PROD database, a DBA will find it
extremely difficult to associate clusterwide impact to the PQO activity. Likewise, quickly
determining the DBWR activity for only the PROD instances on nodes 1 through 6 is nearly
impossible—without MxODM.

MxODM offers “canned” reporting that focuses on the following key Oracle “subsystems.”

Parallel Query Option (PQO). This query returns the Core Reporting Elements for only the
Parallel Query Option slaves (e.g., ora_p000_PROD1, ora_p001_PROD3, etc.). This is an
extremely beneficial set of information because it allows DBAs to get a top-level view of the
impact PQO is having on the cluster, either as a whole or at the node level.

Log Writer. This query focuses on only the Igwr processes and their activity at the cluster level,
database level, or node level. Because all of the Core Reporting Elements can be returned in this
query, it is beneficial for DBAs to maintain streaming output of this query showing Igwr activity at
either the cluster level or broken down by database, instance, or node.

Database Writer. This query is of the utmost value. It too can return all Core Reporting Elements
at all Reporting Levels; however, it can also limit reporting to only dbwr process activity. DBAs

Flexible Database Clusters with IBM eServer BladeCenter
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can glance at mxodmstat(8) output and easily determine the average dbwr |/O service times for
all databases clusterwide, or can focus on specific databases, nodes, or instances.

Although there is too much functionality in the mxodmstat package to describe in this paper7, the
following examples show some of the helpful monitoring used during the FDC project.

Monitoring several databases that have instances spread across a 14-node BladeCenter is a
daunting task. A bird’s-eye view can be obtained with mxodmstat, as was done on the FDC test
system. The first command in Figure 3 shows top-level I/O activity for all databases in aggregate
broken out into reads and writes. The second command shows top-level I/O by database for all
three databases. This is the aggregated total I/0O with breakout for the count of synchronous and
asynchronous I/O as well as I/O service times. Note that without the -a op argument/option pair,
the I/O is not broken out by reads and writes.

=10l x|
% mxodmstat —if —a op |
Read Write
Sync  Asvync KEB-= Ave n= Sync Async EE-= Ave ms
5018 6087 798799 14 16 2251 14933 15
2448 2743 361485 17 7 981 6293 14
19497 2114 279438 13 g 778 Soe7 12
2048 2123 281085 1z 5 782 046 16
1408 1786 233820 15 4 7a9 4802 17
% mzodmstat —15 -D
d== dewr prod
Sync Asvnc EBr= Ave m= Sync Asvnc EBr= Awve m= Sync Asvnc EBr= Ave n=
9 5939 740196 10 10 341 5267 51 3957 1410 34687 15
3 2160 269139 10 7 192 2635 60 1701 EE3 1G5gH2 17
3 2151 268134 10 f 168 2222 44 1966 E52 17877 13
3 2093 260989 10 3 321 3495 65 1932 §2a 17481 14
4 2081 259287 10 3 182 2468 46 1890 544 17133 12
3 2154 268570 10 4 93 1737 43 1923 535 17441 16
3 211e 263581 10 4 186 2663 47 19G8 626 18427 13

S

Figure 3. Monitoring databases with mxodmstat

The mxodmstat output in Figure 4 shows a flurry of DSS database activity.

_loix
% mzodmnstat —il0 -D prod d== dev A:J
prod d== dev

Sync Async EB-=s Ave m= Sync Async EB-=s Ave m= Sync Async EB-=s Ave mns

3160 2714 34339 15 4 0.40 [ 1 3 38 1624 4

2735 2775 332e8 18 3 0.40 53 1 3 30 1364 5

ZBB6 2301 29048 17 3 0,30 51 1 3 228 2917 53

2596 2119 27663 16 3 0.30 51 2 4 110 1g08 53

2295 2110 25998 15 3 0.36 47 1 3 398 4200 59

2304 2085 Z2G5R2E 16 3 0.30 51 1 3 69 1489 38

1978 1932 Z2194¢ 22 3 0.30 51 1 3 28 1212 5

2393 2541 29718 15 3 745 92598 12 4 28 1273 4

20684 2176 Z280GZ 16 3 2111 263050 10 4 224 2796 59

2604 2203 28431 16 3 2130 265487 10 3 142 2223 az

2490 2262 Z281GE 16 6 2102 262051 10 4 436 4529 3

2537 2140 27485 16 3 2060 256738 10 g 117 1923 1=

2658 2277 29227 16 3 1618 201694 10 3 148 2340 54

20681 2342 292E89 15 3 0.40 47 1 4 az 5052 41

2596 2284 28791 15 3 0.40 51 1 4 118 4972 44

2065 2313 28978 16 3 020 54 1 3 404 4338 13 _J
3 [

Figure 4. mxodmstat shows database activity

" For complete documentation for the PolyServe MxODM 1/O monitoring package, see the MxODM User Guide. For
general information about MxODM, see www.polyserve.com.
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Figure 5 shows a drill-down command to see what processes are performing the I/O on the DSS
database. The output shows that throughout all of the DSS instances, the 1/O is almost entirely
performed by Parallel Query Processes.

£ =10l x|
% mEodn=s=tat —110 -D d== -= proc ,:J
dss=s
Background LE Writer Log Writer B0 Foreground
Sy A= KBr= Ave Sy A= KBrs Awe Sy A= KBrs= Ave Sy As KBrs Awe Sy As KBr/= Ave
2 0 38 1 0 0 0 0 o00.20 0 1 0 0 1} o o o 0 1]
30 £l 2 0 0 0 0 o0o0.30 0 g 0 0 1} 0o o 0 0 1]
3 £l 1 0 0 0 0 o0o0.30 0 1 0 0 i} o o o 0 a
3 0 =] 5 0 0 0 0 0 0.40 0 6 0 1754 218363 10 0O O 0 1]
30 E1 & 0 0O 0 0 o0o0.30 0 4 0 2113 263240 10 0 O 0 1]
30 48 & 0 0O 0 0 o0o0.30 0 8 0 2114 263435 10 0 O 0 1]
3 48 7 0 0 0 0 0oo0.40 0 6 0 2132 265597 10 0 O 0 a
3 0 54 & 0 0O 0 0 o00.20 0 5 0 2124 264634 10 0 O 0 1]
30 £l g 0 0 0 0 00.40 0 9 0 2106 262445 10 O O 0 1]
4 0 61 7 0 0 0 0 0oo0.50 0 6 0 2118 263824 10 0 O 0 a
3 54 g 0 o 0 0 oo0.20 0 5 0 1726 215011 10 0 O 0 i
3 0 53 1 0 0 0 0 0 0.40 0 1 0 0 1} o o o 0 1]
3 0 48 1 0 0 0 0 o0o0.30 0 1 0 0 i} o o o 1] 0 —
S =

Figure 5. mxodmstat drill-down command

Figure 6 shows a focused monitoring of instances DSS1 and DSS2 only, broken out by reads and
writes. Note that after some six lines of output (60 seconds), the query plan being serviced by
DSS1 and DSS2 switched from 100% asynchronous large reads evenly by both instances to only
DSS1 performing small synchronous reads, along with just a few asynchronous writes.

&£ =10l x|
% mzodmstat —110 -I d=sl d=s2 —a op ‘:J
d==1 d==2
Read Write Read Write

Syn A=y KBs= Ave m Syn A=y KBr= Ave m Syn Asy KBrs Ave m Syn Asy KEBss Ave m

1 1233 153846 10 a a ] i 1 1240 154440 10 a a ] i

1 1048 130483 10 a a 1] 1] 1 1050 130728 10 a a 1] 1]

1 1060 132339 10 a a 1] 1] 1 1058 131645 10 a a 1] 1]

1 1049 130899 10 0.30 0.10 g 3 1 10582 131013 10 0.30 0.20 g 3

1 1043 130131 10 0.40 0.30 7 7 1 1050 130677 10 0.40 0.:20 3 9

8 321 40171 0 0.30 7 &0 213 322 40291 9 0.30 0.10 5 2
529 0 8464 2 0.30 4 324 9 1 ] 21 1 0.30 0.20 g 1
669 0 10698 10.30 2 517 g 1 1] 16 1 0.30 0.20 5 3
720 0 11522 1030 3 £97 3 1 1] 21 1 0.30 0.20 5 1
b5
: =

Figure 6. Instances DSS1 and DSS2
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Cluster Management

Matrix Server is more than a cluster filesystem; it also offers a high-availability framework and
SAN management. Furthermore, Matrix Server offers multi-path 1/O, which is a pivotal component
in reducing and eliminating single points of failure.

Figure 7 shows the Matrix Server console, which provides a bird’s-eye view of cluster status. The
console can be used with simple point and click to set up filesystems, mount options and
advanced Hi-Av process and service monitoring for failover. A command-line interface is also
available for cluster configuration.

£1 PolyServe Matrix Server

File Matrix Storage Help

ild)|elé s ¢0F =% -
|/ Servers r\ﬁnual Hosts errﬁers rFiIesystems |
(B Matrise (pres-2.4.0)
@ Server192.168.128.27 (Linux 2.4.19-64GB-SMF) 0K
@ Server 192 168.128.22 (Linux 2.4.13-64GB-SMF) 0K
@ Server 192 168.128.23 (Linux 2.4.13-64GB-SMF) 0K
m Server 192 168.128.24 (Linux 2.4.13-64GB-SMP) 0K
m Server 192 168.128.25 (Linux 2.4.13-64GB-SMP) 0K
ﬂ Server192.168.128.26 (Linux 2.4.19-64GB-SMF) 0K
@ Server192.168.128.27 (Linux 2.4.19-64GB-SMF) 0K
@ Server 192 168.128.28 (Linux 2.4.13-64GB-SMF) 0K
@ Server 192 168.128.29 (Linux 2.4.13-64GB-SMF) 0K
@ Server 192 168.128.30 (Linux 2.4.13-64GB-SMF) 0K
m Server 192 168.128.31 (Linux 2.4.13-64GB-SMP) 0K
ﬂ Server 192.168.128.32 (Linux 2.4.19-64GB-SMP) OK
@ Server192.168.128.33 (Linux 2.4.19-64GB-5SMF) 0K
@ Server192.168.128.34 (Linux 2.4.19-64GB-SMF) 0K

B

N

oo
a
G

N

Desctiption Location

B Connected to 192.168.128.21

Figure 7. Matrix Server Management Console
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Figure 8 presents another view of the Matrix Server console, showing its drill-down capability for
obtaining the status of filesystems with a clusterwide view.

1 PolyServe Matrix Server

File Matrix Storage Help

28 s e R (=S =E |8

=] =] u

k'l

[ servers | VirtualHosts | Notifiers | Filesystems |
B Watrie (prxs-2.4.0)
@ Serer 192 168.128.21 (Linux 2.4.19-54GB-5MP) Ok
= @ Serer 192 168.128.22 (Linux 2.4.19-54GB-5MP) Ok

w Interface 10.77.77.22 Haosting Enabled

w Interface 192.168.128.22 Hosting Enahled

= Mounts
Mount psd1p2 [oradatal] gmntpsioradatal) MOUNTED

=1 Mount psd3p1 [oradata3] gmntpsioradata3) MOUNTED
=1, Mount psddpl [oradatas] dmntpsioradatad) MOUNTED
mMount psdap [oradatad] gmntipsioradatad) MOUNTED
=1, Mount psd&p1 [shared_apps] (mntpsishared_apps) MOUNTED
=1, Mount psdEp? [oradata?] fmntpsforadata?) MOUNTED
@ Server 192 168.128.23 (Linux 2.4.13-54GB-50P) Ok
@ Server 192 168.128.24 (Linux 2.4.13-54GB-50P) Ok
@ Serer 192 168.128.25 (Linux 2.4.19-54GB-5MP) Ok
@ Server 192 168.128.26 (Linux 2.4.19-54GB-5MP) Ok
ﬂ Serwer192.168.128.27 (Linux 2.4.19-64GB-5MP) Ok
ﬂ Serwer192.168.128.28 (Linux 2.4.19-64GB-5MP) OK

Description Location

' Connected to 192.168.128.21

Figure 8. Drill-down on the Matrix Server Management Console
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Proof of Concept

State-of-the-art and robust technologies were key to creating a suitable test system to prove the
Flexible Database Cluster architecture. Figure 9 shows the cluster system components used for
the FDC proof of concept.

il

Public LAN

Five IBM eServer xSeries x330s
Oracle Users

IBM eServer Blade Center
Configured with 14 HS20 Blades

ll

E‘.'Ei

[
b
b

One IBM DS4400 Storage Server w/8 EXP700 Drive Enclosures
3.9 TB Gross Space/ 110 Spindles/ 1 TB Oracle9i RAC Database

Figure 9. The proof-of-concept Flexible Database Cluster

Overview of the IBM eServer BladeCenter

To support the basic computing infrastructure needed by the Flexible Database Cluster proof of
concept, it was important to choose a hardware platform that would showcase flexibility and
manageability. The IBM eServer BladeCenter provides both of these attributes.

With emerging blade technologies enabling customers to reverse their “server sprawl” and
collapse the complexity of their distributed IT infrastructure, we felt that this proof point would be
an ideal opportunity to showcase this technology in a database cluster environment. Blades also
deliver better management software, have less cable snarl, more expansion possibilities and
smaller footprint requirements.
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With those features in mind, it is easy to see why the IBM eServer BladeCenter, with its
advantage of being rack-optimized and high-density in an innovative 7U form-factor design, was a
perfect choice for deploying the Oracle9i RAC installation. The IBM eServer BladeCenter chassis
accommodates up to 14 hot-swap 2-way Intel Xeon™ DP processor-based blade servers and
integrates within the chassis such key infrastructure components as Layer 2-7 GB Ethernet
Switching, SAN switching and centralized management tools.

With the need to connect large amounts of highly available disk storage to our BladeCenter, the
storage subsystem was designed around the IBM TotalStorage DS4400° Storage Server. The
DS4400 is a RAID storage subsystem that contains Fibre Channel (FC) interfaces to connect
both the host systems and the disk drive enclosures. With its dual 2Gbps controllers and high-
availability design, the DS4400 delivers the necessary throughput to support this high-end proof
point.

IBM eServer BladeCenter Chassis

The IBM eServer Blade Center chassis can accommodate up to 14 blade servers in its 7U form
factor. Resources are shared among all of the blades and include power, switch, management
and blower modules. The chassis provides high-speed I/O capabilities for all of the modules,
thereby reducing the amount of cabling required in the datacenter. The Management Module,
through remote access, allows the control of components in the enclosure.

Power Module Elower 1 Power Module 1 Module 1

|
Switch Module Power Module: Blower 2 Power Module 2 Management
Bay2? Bay4 Module Bay?

Figure 10. Front and rear views of the BladeCenter chassis

The IBM eServer BladeCenter chassis was configured as follows:

e Standard 48X CD-ROM and 1.44MB floppy accessible from all blades in the Media Tray.

® The IBM TotalStorage FASLT products were renamed in September 2004. The FAStT700 is now called DS4400;
FAStTI00 is called DS4500. The family is referred to as the DS4000 series.
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Management Module. The center for systems management on the BladeCenter, the
Management Module is responsible for monitoring all components in the BladeCenter as
well as each individual blade. It has the capability of detecting the condition and state of
any of the installed components.

Two additional 1200-watt hot-swap power modules (two are standard) were required to
power blade slots 7-14. Installed as pairs, the power modules provide redundancy and
power for robust configurations.

Two 4-port Ethernet Switch Modules. Although not standard on the BladeCenter unit, the
modules were necessary to provide the interconnectivity between the blades and
Management Module and the external network. The module is a fully functional Ethernet
switch with four external gigabit ports, two internal 10/100 links to the Management
Module and 14 internal gigabit links to the blades. Two Ethernet Switch Modules were
used in this proof point to support access to the external, public network (eth0) and the
internal, private interconnect traffic (eth1).

One 2-port Fibre Channel Switch Module. With the Fibre Channel Expansion Card in each
blade server, the optional 2-port Fibre Channel Switch Module completed the required
Fibre Channel connectivity to the SAN. Each port is capable of supporting transmission
speeds of up to 2 Gbps after auto-negotiating with the DS4400 Storage Server.

14 IBM eServer BladeCenter HS20 blades.

IBM eServer BladeCenter HS20 Blade Server

The BladeCenter HS20 blades are high-throughput, two-way SMP-capable Xeon processor-
based blade servers. With support for up to 8GB PC2100 ECC DDR Chipkill™ SDRAM and
processor speeds of 2.4GHz to 3.2GHz, these blade servers are highly scalable. An integrated
service processor on each blade server enables communication with the BladeCenter
Management Module for remote control of server tasks. Also integrated on the HS20 are two
Ethernet controllers that can be configured for either fault-tolerance or increased throughput
through adapter teaming. With blade server expansion card options such as Myrinet Cluster,
Gigabit Ethernet, Fibre Channel and support for both EIDE and SCSI drives, a blade can be
tuned to create customized solutions that match application needs.

Figure 11. View of an HS20 Blade Server

For the proof point, each blade server was configured with:

2 x 2.4GHz Xeon processors
2GB PC2100 DDR ECC Chipkill memory
40GB IDE drive

Integrated dual Broadcom Gigabit Ethernet controllers
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o Fibre Channel Expansion card

e SUSE Linux Enterprise Server 8 (Service Pack 1)

Managing the BladeCenter

As IT environments become more complex to manage and support, it is important that there be
tools and processes that allow the end user to track and maintain the infrastructure. To reduce
the sometimes time-consuming task of managing hl%h density computing environments, the IBM
eServer BladeCenter has a built-in, Web-based GUI" that allows remote access to the
BladeCenter to remotely power on/off blades and manage 1/0 modules. Access is gained through
a standard Ethernet port and a standard Web browser. The BladeCenter's main menu has four
main sections: System Monitors, Blade Tasks, /0 Module, and Management Module Control.

The Monitors menu allows the user to view status, settings and other information for each of the
key components configured in the IBM eServer BladeCenter. The displayed information includes:

o System Status of blade servers, /0O modules, management modules and power modules
e Eventlog
o Front Panel and Blade Server LEDs

o Vital Product Data for blades, 1/O module and Management Module
/3 10.77.77.125 Management Module - Microsoft Internet Explorer =1 x|
J Eile Edit Wiew Favorites Tools  Help |
| wpak - = - (@D 2] 4| Disearch GFavorkes (AHistory | By S [0 -

| address |@ http:{10.77.77 . 125{private/main.ssi x| Peo HLmks >

Management Module

Bav | Stat . P IWIW ]m nse
al atus ame Wi
Y [kvm [ mT [onboard [ cCard [ IWM T

| Smeaouiz4viiy [ on | [ [ Eth [ Fib | — |On i

£

ﬁﬁﬁﬁw

[ SM#I0UIEETICS [ On | [Eth [Fib1—~ [on !T|

\ | SM#<0UEsT1aF [ On | [Eth [Fibl— [on [ x|

l_\ [ sMwciDUIEsT120 [On | [Eth [Fib|— [on [ % |

[5 ] [ EmMI0UI3E318C [ On | [Eth [Fib1— [on [ % |

[ & | | sMwcinwiEs1iov [ on | [Eth [Fib 1~ [on | % |

[77] [ EMEI0UI34YIDH [ On | [Eth [Fib1— [on [ % |
[8 |

a | | smwaouiEzasy [ on | [Eth [Fib|— [ on W

|
| |

| |

| |

| |

| |

| |

| sMsci0us3sTIOF | On | | [ Eth [Fini— [on [ x | |
| |

| |

| |

| |

| |

| |

o0 o o000 00e000
>¢| ne | ne| pe | ne| ne||ne || 2| »e| o ¢/ 2e| >e

[0 | BLADE#3 [on | x [Eth [Fikl— [on [ x |
[11] [ BLADE#I2 [on | X [Eth [Fib1— [on [ % |
[127] [ BLADE#G [on | [Eth [Fit1— [on [ % |
[13 ] | BLADERO? [on | [Eth [Fib|— [on | % |
[1a] [ BLADE#S [on | [Eth [Fib1— [on [ % |

* WT = Media Tray (CO/Floppy/USE) , WOL = ¥Wake on LAN , BSE = Blade Storage Expansion
™ You can change the KvM and Media Tray ownership on the Remote Control panel (under Blade Tasks)

10 Modules @
[Bay[status | Type' | MACAddress | IP Address | Pwr | Details
[1 [ @ [Ethemstswm [00:088D8C:8s53C [ 107777127 [ On [POST results available: FF: Madule completed POS
[2 | ® [Ethemetsm [00:0580:3CEFED | 107777128 [ On [POST results available: FF: Module completed POS
[3 | @ [FibeSM [ 00:CODDOIF2CF [ 107777129 [ On [POST results available: FF: Madule campleted POS o |
4] ] 0|
[@] EventLag [ [ tmeernet

Figure 12. Portion of the System Status summary window

® The IBM eServer BladeCenter is also tightly integrated to the IBM Director V4 systems management tool and the Rapid
Deployment Manager; however, these system management products are beyond the scope of this paper. For additional
information about these products, visit www.ibm.com.
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The settings for each blade server can be configured and controlled via the Blade Tasks section
of the menu. The following tasks can be performed:

e Power/restart of individual or all blade servers
¢ Remote control of an individual blade to associate the media tray ownership

o Updates of firmware

¢ Configuration for each blade for KVM control, media tray control, Wake on LAN and boot
sequence

!3 10.77.77.125 Management Module - Microsoft Internet Explorer =2 5[
J Fils Edit Wiew Favarites Tools  Help ‘ T

| wpak - = - D & | @isearch GaiFavarites (BHstory | By Sp e

| address |@ htkp 10,77, 77, 125 private/main,ssi | peo HLlnks »

Management Module

Blade Power ! Restart @

Click the checkboxes in the first column to select one or mare blade servers; then, click one of the links helow the table to perfarm
the desired action.

Local Pwr |Wake on | Console

T |Bay Name PW | “Control | LAN | Redirect
m [ 1] swouszaviiu [on [ Enables | On
[ m [z [swsouzsiics [ on | Ensbled [on |
| m |3 [ swsaoussiiar [on | Enables [on |
| 4 | swsaousssiizg | on | Enables | on
r 5 | BLADER On | Enabled | On
r [ & [ swaousssiioy [on [ Enables | On
[ 7 [ 7 [swsciouzarion [on | Ensbled [on |
| m |8 [ swsaoussiior [on | Enables [on |
| o | swsaousssasy | on | Enavles | on
[ 10 | BLaDEA on | Enabled [ on
[ T [ 11 [ sanEm: [on [Enablee [on | i
[ 7 12 [ srenEss [on [Ensblee [on |
= RER T [on [Enables [on |
[ T |14 | BLepEss [on [Enables [on |
Power On Blade
Pawer Off Blade =l
&7 ore [T [ [a rternet

Figure 13. Portion of Blade Task menu selection

The heading of the I1/0 Module section of the menu depends on what optional switch modules are
installed on the BladeCenter. In this particular installation there were two gigabit Ethernet switch
modules and two Fibre Channel switch modules. The heading was displayed as “I/O Module
Tasks” and the menu allowed the following:

e Power/restart of modules

¢ Individual switch management setting of IP network addresses and a drill-down for
Advanced Management into each module to further configure the switch modules or to
generate a telnet session/Web-based GUI to monitor and control the device

e Firmware upgrade capabilities

Flexible Database Clusters with IBM eServer BladeCenter

-19 -



10T TT 25 Management Module - Hicrossét Inbermet Baloner

| Fle Edt Wew Fovorkbes Tk Hep

dapsce - = - 0 2] | Psewch (EiFmotes (BHstey | By O B - (=]
| Addrmes L] hetpi L0777 L3S hori abeimain 55 j o Lok ™

B

Management Module

10 Module Power/Restart @

Select one or moe modulg(s] using the checkboxes in the sl column and ten dick on one of ke linke beloew the Esble 1o
pednm tha desned action
My | Type BAC Address IP Address Pwr
r 1 Ethernet S 0005 50CBC.8530 10.77.77.127 On
F Ethemed 5K OSSO0 ES ED LRI ¥, -] {n
r 3 | Fiwe SM 000000 FLCF | 1077.77.129 On
[ [ Fe 51 MCOooonyzas | 107777120 an

Baweer On Mpdutefs)

Pawar Off badule[s]

Ristar Module(s] sed Ban Standan] Diagnoetics

Beslar bodyles) sed B Extended Disgeasti
glact b 5) a0 Frun Fyll Disgrastics

Figure 14. Partial display of I/O Module Tasks

The final module controlled through the Web-based system management GUI is the BladeCenter
Management Module. The tasks include:

e General module settings such as name, date and time

¢ The ability to manage login profiles through ID and password control
e The ability to set alert levels and target users to receive notification
e Port assignments

¢ Network interfaces

o Network protocols

e Security

e Configuration file management with backup and restore options

e The ability to restore defaults

e The ability to restart the Management Module
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Figure 15. Sampling of alerts that can be monitored

Customizing BladeCenter I/O Modules to Match Application Needs

One of the strengths of a BladeCenter deployment is the flexibility to add modules to enable
customized solutions that match application needs. From a physical perspective, adding these
modules inside the chassis reduces the complexity of the external infrastructure by reducing
cabling, power and space requirements. From a management perspective, complexity is reduced
by having a centrally administered installation. Current I/O module options for the IBM eServer
BladeCenter include:

e Optical Pass-thru Module allowing unswitched, unblocked network connections to each
blade server

e 4-port Gigabit Ethernet Switch Module providing high speed Ethernet connections
between each blade server and the outside network environment

o Nortel Networks Layer 2-7 GB Ethernet Switch Module integrating advanced Ethernet
functionality into the chassis

e 2-port Fibre Channel Switch Module supporting two FC uplinks at transmission rates up to
2Gbps
The requirements for standard Gigabit Ethernet connectivity and connection to a fault-resilient
Fibre Channel SAN for the proof-point were easily met by literally sliding in the
4-port Gigabit Ethernet Switch Module and the 2-port Fibre Channel Switch Module. These
modules were immediately recognized by the BladeCenter Management Module and were
available for configuration.
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Figure 16. View of 4-port Ethernet Switch Module and 2-port Fibre Channel Switch Module

Managing the BladeCenter 4-port Gigabit Ethernet Switch Module

The Ethernet Switch Module (ESM) can be managed through a telnet session or a Web interface,
which is the preferred method. Each module on the BladeCenter is assigned a TCP/IP address
that corresponds to the module slot in which the switch is installed. This makes it very easy to
start a telnet session directly or to access the Web interface at the assigned address. Through
the Web interface, the ability to manage and monitor performance of the Ethernet switch module
is only several mouse clicks away.

From the main BladeCenter Management menu, selecting I/0 Module Tasks -> Management and
then choosing the Advanced Management button for the module of choice provides the end user
the capability to drill down into a Web-based, graphical tool for monitoring the 4-port Gigabit
switch. For ease of navigation, the menu is broken into four distinct categories:

e Switch configuration for port settings, VLANS, link aggregation, and so on
¢ Remote management setup
e Network monitoring to display port utilization statistics

e Maintenance tasks such as upgrading firmware, downloading configuration, and restarting
modules
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Figure 17. Multiple displays of performance information for the 4-port GB Ethernet Switch Module

Managing the BladeCenter Fibre Channel Switch Module

The configuration and management of the BladeCenter Fibre Channel Switch Module is
facilitated with the SAN utility tool. This tool is a Java-based graphical user interface that allows
viewing and configuration of ports, zoning and network setup, and troubleshooting through
diagnostic functionalities. The SAN utility can be installed and executed from one of the blade
servers or from an external monitoring system. It is supported in both Windows and Linux
environments. The SAN utility provides a graphical view of the Fibre Channel subsystem and can
be used to view, monitor or change network, switch module, and port configuration for one or
more fabrics concurrently. There are two basic views available with the SAN utility: Topology
Display and Faceplate Display.
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The Topology Display shows all switches that are able to communicate and all connections
between switches. (A fabric is defined as one or more connected switches.) The graphic window
of the topology display provides status information for switches, interswitch links, and the
Ethernet connection.

] 16M BladeCenter(TM) SaN Utility - Topology =10l x|
File Fabric Switch Wiew Help
0 e @ [
Add Open Save Refresh Events Help
FC Fabrics | : -
o 107777129 ;
£=2 FCSM . FCEM
§ @10.77.77.130 : ..Normal
=1 FCSM : -
i||Feaddress 010000
§§ World Wide Name 10:00:00:c0:dd:00:72:9h
§§ Reason for Status Mormal
‘||User Mame A,
“||Login Level Security off
“||security Enabled False
“||wendar IEM
2||Firmware version v2.0.0.15-0
“linactive Firmware Versian v1.4.0.42-0
“||Pending Firmware Versian %2.0.0.15-0
PROMFlasher Yersion Ww2.0.0.0-0
MAC Address 00:c0:da:00:72:9a
IP Address 10.77.77.130
7||Subnet Mask 255.255.255.0
|| Gateway 0.0.0.0
§§ MNegotiated Domain (D 1{0x1)
#||Gonfigured Domain ID 1 (01
‘||omain ID Lock Unlocked
“|IMumber Of Ports 16
§§ Switch Type IEM BladeCenter(ThM) 2-part Fibre Channel Switch ...
i||perational State Cnline
§§ Administrative State Online
§§ Configured Admin State Online
‘||Ra Timeout 10000
“||ED Timeout 2000
#||Fc-8w-2 Compliant True
§§ Legacy Address Format [iA, —
| = N W =) T bl
=t

Figure 18. SAN Ultility Topology Display
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The BladeCenter Fibre Channel Switch Module information can also be viewed through the
Faceplate Display, which shows the front of the switch and its related information: switch name,
switch operational state, and port status.

[ 18M BladeCenter{TM) SAN Utility - Faceplate _ =] x|
File Fabric Switch Port Zoning View Help

0O a & @ M@ B =

Add Open  Save Refresh Events  Help  Zoning

FC Fabrics | | Feem
& @ 107777130 ||| () Normal
9 @iorrrrama ||
=3 FCSM
I
||Rate '” | Clear Baseline |
: FCEM Bay 1
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s||Link Failures Oisec
“||Primitive Sequence Errors Ofsec
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Figure 19. Faceplate display from the SAN Utility
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The IBM eServer BladeCenter also includes a management tool called Fabric View. This
application provides a method to visually monitor realtime traffic performance for each port on a
switch. The graphs can be set up to display either Kbytes/sec or number of frames/sec.

& 18M BladeCenter(TM) Fabric View
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Add Remove  Help
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Figure 20. Fabric View

Storage Subsystem

The IBM TotalStorage DS 4000 series is designed to support the large and growing data storage

requirements of business-critical applications. The DS 4000 series are RAID controller devices
that contain Fibre Channel (FC) interfaces to connect the host systems and the disk drive
enclosures. The DS4400 used in this proof point has controllers that use the 2Gbps Fibre
Channel standard on both the host side and the drive side. The DS4400 can support up to 224
FC disks. To avoid single points of failure, it also supports high-availability features such as hot-
swap RAID controllers, two dual redundant FC disk loops, write cache mirroring, redundant hot-
swap power supplies, fans and dual AC line cords.
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Figure 21. Rear view of the DS4400

For this implementation, the DS4400 had eight DS4000 EXP700
drive enclosures attached with a total of 110 15K rpm 36.4GB
drives. The Storage Manager Software was used to automatically D""“g’j‘;‘ﬂi‘f"“"
lay out each of the arrays across the multiple controllers and

drive loops. The DS4000 allocation heuristic does a reasonable

job of distributing I/O traffic across available resources so there

was no need to manually define the arrays. Because the DS4400 Strage server
can support two redundant drive loops, the drive enclosures were I ==
set up to take advantage of this redundancy. If one data path
fails, the controller uses the other data path to maintain the
connection to the drive group. Drive endosurse I rani

This back view of the storage server and drive enclosures shows
two redundant drive loops. Loop A and Loop B make up one
redundant pair of drive loops. Loop C and Loop D make up a
second redundant pair.

The 110 drives were automatically distributed across five arrays of 22 drives each with a RAID-1
configuration and a 256K stripe size.

Managing the Storage System

The IBM TotalStorage DS4000 Storage Manager software simplifies management of extensive
SAN installations. The Storage Manager software allows you to configure arrays and logical
drives, to assign logical drives into storage partitions, to replace and rebuild failed disk drives, to
expand the size of arrays and logical volumes, and to convert from one RAID level to another. It
also gives you the ability to monitor performance. In addition to array/drive level control, the
DS4000 Storage Manager can also be used to update the firmware and NVSRAM on the
controllers.
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Figure 22. IBM DS Storage Manager 8 (Subsystem Management)

The DS4000 Storage Manager is supported in both Windows and Linux environments and
provides two methods for managing storage subsystems:

e Host-agent (in-band) management through the Fibre Channel I/O path to the host

¢ Direct (out-of-band) management over the network

The performance monitor data can be used to make storage subsystem tuning decisions. There
are many settings in the DS4400 that can have a large impact on performance. These include
cache parameters, controller ownership, segment size, RAID levels, logical drive modification
priority, and remote volume mirroring. To assist with overall storage tuning, the DS4000 Storage
Manager has a built-in performance monitor that displays statistics for Total I/Os, Read
Percentage, Cache Hit Percentage, Current KB/s, Maximum KB/s, Current I/Os and Maximum
I/Os. The successful tuning of the DS4400, like other server components, is dependent on finding
the right balance of availability and high performance. The performance monitor in the DS4000
Storage Manager is just one of the tools available to help end users improve SAN performance.
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Figure 23. Performance Monitor

Overview of Databases

To test the Flexible Database Cluster architecture, three databases were created in the Matrix
Server cluster filesystem using Oracle9i Release 2 version 9.2.0.4. The main databases were
called OLTP and DSS. The third, smaller database was called DEV.

These databases were not intended to convey best practice for operations or performance—uwith
the notable exception of the use of Oracle Managed Files (OMF). OMF is Oracle9i file
management simplification, which deserves close consideration in any deployment scenario. The
databases were intended only to be of realistic size and structure and usable to test the
functionality and added value of FDC architecture.

OLTP Database (PROD)

The OLTP database schema is based on an order-entry system similar to but not compliant with
that defined in the TPC-C"° specification. The default Oracle block size was 4KB with an
additional buffer pool to support 16KB blocks from the Card table described below. At a high
level, the database schema contains the following application tables:

Customers. The database contains more than 159 million customer rows in the “customer” table.
This table contains customer-centric data such as a unique customer identifier, mailing address,

"% The Flexible Database Cluster proof of concept was in no fashion intended to comply with any specification of the
Transaction Processing Performance Council. For more information on TPC-C, visit www.tpc.org.
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e-mail contact information and so on. The customer table is indexed with a unique index on the
custid column and a non-unique index on the name column.

Orders. The database contains an orders table with more than 200 million rows of data. The
orders table has a unique composite index on the custid and ordid columns.

Line Items. Simulating a customer base with complex transactions, the Line Item table contains
as many as 15 line items per order for a total of nearly 1.7 billion rows. The item table has a
three-way unique composite index on custid, ordid and itemid. Creating this index was one of the
timed Parallel Query tasks described in the DSS performance section later in this paper.

Product. This table describes products available to order. Along with such attributes as price and
description, there are up to 140 characters available for a detailed product description. There are
more than 140 million products. The product table is indexed with a unique index on its prodid
column.

Warehouse. This table maintains product levels at the various warehouse locations as well as
detailed information about warehouses. This table is crucial in order fulfilment. The warehouse
table is indexed with a unique composite index of two columns.

Card. The card table holds credit card transaction detail. This table is also used by the DSS
database instances as a transportable tablespace. The Card table is created in a tablespace of
16KB Oracle blocks. The card table has exactly 2 billion rows of data. The table is partitioned into
10 tablespaces by hash value on the vendor_id column of which there are roughly 1 million
distinct values.

The database was created using the simplified Oracle Managed Files method. The FDC proof of
concept was meant to prove manageability in a complex environment, so it made little sense to
use complex tablespace definitions. In fact, OMF works extremely well. Tablespaces created by
OMF are optimized for the norm; however, specialized tuning may still be required in certain
cases. To help illustrate the simplicity of this type of file management, Figure 24 shows a simple
Is(1) command that displays all of the data files associated with the ORDERS tablespace. The
data files are named automatically by OMF, which enables unique naming.

CEX
$ 1=z -1 DATA*-*crders= .

oracle dba 7302287360 2004-03-15 08:36 DATA-cl_mf orders gi¥Talw8l0U33_ . dbf

oracle dba 7436505088 2004-03-09 03:25 DATAl-0l_mf_ orders JjVTallS436U33_ dbf
oracle dba 7070722816 2004-03-09 03:25 DATAZ2-0l_mf orders akVTalrgEZhU33_  dbf
oracle dba 72365178496 2004-03-15 09:32 DATA3-0l_mf_orders DEVTalFPArU33_ dbf
oracle dba 7033851904 2004-03-15 09:32 DATAdrol_mf_ orders 41VTalEC71EU33_ dbf
oracle dba 7369396224 2004-03-15 10:36 DATAS-0l_mf_ orders PaVTalHghlfV3i_  dbf
oracle dba 7377784832 2004-03-15 10:33 DATAS-0l_mf_ orders X1VTalWT3IVU3i3d_ dbf
oracle dba 7243567104 2004-03-15 08:34 DATAS-0l_mf orders nmVTalzut3dGV3i3_ . dbf
oracle dba 7176458240 2004-03-15 10:32 DATAS-o0l_mf_orders wlVTalWhiZ2I1U33_ dbf
$ df DATAS

1K-blocks Tsed Awvailable UseX Hounted on

390515564 224728004 165787560 G58% smnt-pssoradatal
4 df DATA3Z

1K-blocks Tzed Available UseX Hounted on

390515564 200233204 190282360 52% smntspssoradatal
blade] Me=l=ii=]

Figure 24. Is(1) and df(1) commands

Since all databases were created in the PolyServe Matrix Server cluster filesystem, it is quite
simple to ascertain the amount of free space available for the databases. Figure 24 also shows a
simple df command that lists free and used space for some of the files in the databases.

All database files were created in the oradata[1-5] filesystems. The mount(1) command in Figure
25 shows that they are all mounted with the Matrix Server dboptimized mount option, which
provides cache-coherent direct I/0O. This means that database accesses by Oracle are rendered
direct, and all other tools (e.g., backup tools) can also get direct I/O without recompiling with code
changes to perform the open(2) system call with the O_DIRECT flag. With the dboptimized mount
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option, if I/O can be rendered direct, it will be. 1/0 that cannot be rendered direct is serviced
through the buffered 1/O path, and all the while cache coherency is maintained.

EBX

1 5 df
Filesysten 1E-blocks Uszed Available UseX Hounted on
sdew-hdal 3803271e 12982080 25050636 35% -
shnis 1033972 1] 1033972 0% ~dev-shm
~dewped-p=dipl 6264216 5447748 816468  87% smnt-p=-shared_apps
sdev-psd-p=dlp2 389712392 243283936 146428456 63% smntspssoradatal
sdev/p=d-p=dBp2 384218500 183128744 196089756  49% smnt-ps-soradatal?
sdev-pedspdipl 390515564 200233204 190282360 52¥ ~Ymnt-ps-oradatal
sdev-p=d-p=dSpl 390515564 195607524 194908040 51X ~mnt-ps-oradatad
sdev-ped-peddpl 390515564 224728004 165787560 58% smnt-ps-oradatal

oracle $ mount
sdew-hda? on ~ type reiszerfs (rw)
proc on Sproc type proc (rw)
devpt=s on Adew-/pt= tvpe devpts (rw,.mode=0620,g1d=5)
=hmi= on ~dev-shm type shn {(rw)
uszbdevis on ~proc-bus-usb type usbdewis (rw)
sdewsped-psdipl on smntsps=sshared apps type psfs (rw, logtotty, shared)
sdevspsdspsdlp? on smntsp=<oradatal type psfs (rv.logtotty. dboptimize)
sdewsped-psdip?2 on smntspssoradata? type psfs (rw,. logtotty, dboptimize)
sdev-pedsp=dipl on smntopsrsoradatal type pefis (rw, logtotty,.dboptimize)
sdevpzdsp=dbipl on smntsp=soradatad type p=fs (rv.logtotty, dboptimize)
/dev/ﬁsd/psdépl on ~mnt- /ps-oradatab type psfs (rv.logtotty.dboptimize)

oracle #

Figure 25. mount(1) options

To illustrate that the FDC proof of concept was much more than a typical benchmark, Figure 26
shows a query against the Oracle GV$ virtual tables. The query indicates that the database
instances had been active non-stop at one point during the testing and had amassed nearly 3
billion physical I/O transfers. The io.sql script also reveals that the database instances had
collectively transferred roughly 11TB of data without rebooting.

To put this amount of I/O in perspective, even at the observed peaks of 14,000 10/sec that the
FDC demonstrated, it would take that I/O rate every second of every day for two and a half days
to reach this amount. That is not a benchmark! In reality, this test was specifically set up to
execute the OLTP test on all 14 blades for an entire weekend.

FEX
SQL» @now 2
LOCAL TIME

03-30-2004 11:41:45

SOL> locat io.sgl

select sun({PHYRDS) reads.sun(PHYELERD #* 4 )-1024 readMB.
sun({PHYWRTS) writes.=un(PHYELEWRT * 4 }-1024 writeHB

from dba_data_file=s. gvifilestat

where dba_data_files . file id = gvsfilestat filed:

REM exit:

SOL
SQL> @io

READS READHE WRITES WRITEME

2332139171 9113542 .17 G41058580 2113524 .43
SOL >

Figure 26. Query showing I/O activity
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DSS Database: Decision Support

The DSS database was used to perform analytical queries about customer credit. The table used
for this decision support was the CARD table from the OLTP schema described above. The card
tablespace was simply set up as a transportable tablespace and accessed directly—without
copy—by the DSS database. This is the power of a large cluster on a SAN. It becomes very
efficient to take data from one database to another with no copies across a network.

DEV Database: Development

The DEV database is a simple insert engine designed to test scalability while inserting records
2KB in size. The database is approximately 10GB total. Only two threads are defined; therefore,
only two instances can access this database at one time.

Workload Descriptions

The workloads chosen for the Flexible Database Cluster proof of concept were not as important
as the fact that there were three of them. As stated earlier, the databases were called PROD,
DSS and DEV. Following is a description of the type of processing each database sustained
during the test. The goal was to have a realistic mix of processing running on the system while
testing the manageability of FDC architecture.

OLTP Workload

Simulating an order-entry system, the application accessing the PROD database consists of
connecting 100 users per node via the PROD service defined in the tnsnames service definition
shown earlier. The nodes under test are evenly loaded due to the load balancing attribute of the
PROD SQL*Net service. Each user cycles through a set of transactions described below. At the
end of each transaction, the client process sleeps for a small random period of time to simulate
human interaction. To that end, this testing is not the typical benchmark style where all
processors are 100% utilized"". Such a condition is not desirable in a datacenter scenario;
therefore, testing manageability of a proposed architecture under those conditions was not
deemed realistic.

A key attribute of this testing is that it was completely void of traditional cluster-aware tuning.
Most cluster-centric database tests have possessed at least some form of application-level
partitioning. For example, nearly all TPC-C benchmarks executed on a cluster use a method
called “data-dependent request routing” at a bare minimum. This method uses a transaction
monitor to route all requests for a given transaction to a node in the cluster provisioned for
servicing requests that modify data within a certain key range. For instance, node 1 in the cluster
accepts new order transaction requests only from customers with customer identifiers in the 1-
1,000,000 range; node 2 services the 1,000,001-2,000,000 range; and so on.

The limitation of such partitioning schemes is that they require changes to the application.
Applications should not have to change in order to scale horizontally in a clustered environment,
and with Oracle9i Real Application Clusters, they don’t. Oracle9i Real Application Clusters is a
radical departure from typical clustered database technology. With its Cache Fusion Technology
and shared disk architecture, “off-the-shelf’ applications can fully exploit clustered systems—
without cluster-centric tuning or application code modifications. To that end, the Flexible
Database Cluster proof of concept used an application test that did not require any cluster-centric
tuning.

" The value of traditional benchmarks is not being questioned. Hardware vendors need a fair playing field to establish the
capability of their offerings.
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The pseudo-users of the test application connect to any Oracle Instance in the cluster and
execute transactions as if they were running on a legacy SMP system. In fact, this test application
has been used in the past to test SMP scalability.

The transaction details are as follows:

Orders Query. This transaction accounts for 16% of the activity. It provides top-level detail on
existing orders for the customer and provides such detail in a most-recent to least-recent order.

Customer Attribute Update. This transaction represents 26% of the workload. It offers the ability
to update information such as the phone number, address, and credit card information.

Orders Report. This transaction differs from Orders Query in that it offers full order detail for a
customer to include shipment status. This transaction is executed 4% of the time.

Product Update. This transaction occurs as the result of a change to a product description; 26%
of all transactions are a Product Update.

New Items. This transaction accounts for 11% of the mix; it adds items into stock on hand.

New Orders. This transaction simulates taking an order from an existing customer for stock on
hand and accounted for 17% of the total transactions.

The physical I/O mix for the workload was 79% reads and 21% writes. On average, each
transaction has the following cost associated with it:

Oracle Statistics Average per Transaction
SGA Logical Reads 46.9

SQL Executions 27

Physical 1/10 8.2

Block Changes 5.9

The Oracle statistics show that the workload is quite formidable. We encourage comparisons of
these statistics to those taken from production systems with similar CPU count. This is a very
realistic workload.

DSS Workload

The DSS workload consisted of three tests which focused on data loading, sorting and index
creation using the Parallel Query Option. The tests will be described in greater deal later in this
paper.

DEV Workload

The DEV workload is simply a zero think time program that inserts 2K rows via pipe to
SQL*Loader. The streams of loader processes execute on up to two nodes when DEV is being
tested along with the other workloads.

Measurement Results

High Availability and Manageability

While Oracle9i RAC is known for scalability, it also offers unprecedented availability. When
combined with the power of SQL*Net, RAC provides that there will almost always be an instance
of a database to which to connect. The full capability of RAC for high availability is limited,
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however, in small clustered environments. Once again the Flexible Database Cluster adds
tremendous architectural and operational value.

Consider an application that is sized to require a 4-node cluster. If a node suffers hardware
failure, the application is now serviced at no better than 75%. Until the hardware is either repaired
or replaced, this condition will persist. Of course there is still 100% uptime for the application due
to the power of RAC, but there would likely be users that can detect the performance hit related to
the reduced node count.

Having a spare node fully loaded with Oracle' and ready to be cabled and booted is one form of
protection. The question is whether it will have the right “personality” to replace the failed node.
That is, with Oracle Cluster Management Services (OCMS), the cmcfg.ora parameter called
PrivateNodeNames contains a list of hostnames or IP addresses that cannot be changed without
rebooting OCMS on all nodes in the cluster. Of course all database instances must be down to
reboot OCMS. Similarly, tnsnames.ora, listener.ora, and many other configuration files likely
expect the replacement node to possess at a minimum the same IP address and hostname.
While these issues are not insurmountable, they do tax the continuity of operations in the face of
node failure. Every minute counts when your database is running at 75% capacity.

In contrast, this same application serviced by four nodes in a FDC environment can rapidly ramp
back up to 100% capacity in light of not one, but potentially several concurrent hardware failures.
We should never be so unlucky as to suffer multiple hardware failures, but it can happen and this
is one of the reasons RAC is the right choice for mission-critical deployments.

During the FDC proof of concept, a test was set up to measure the added availability the
architecture provides. Figure 27 has a time-line graphic that depicts the events that occurred
during the test. In summary, the test consisted of the following:

e 2,000 users were connected to a 10-node cluster executing OLTP
e One of the 10 nodes was powered off
o All users connected to the nine remaining nodes maintained their connection to Oracle

e 71 seconds after the node was powered off, a replacement node was up with an instance
of Oracle accepting connections

71 seconds at 90%: capacity

10 nodes nodes 10 healthy instances 10 inskances up 10 nodes
2000 users  powered off 1300 users 1873 users 2025 users

o o
o110 L]

16:39:37 16:44:59  16:45:04 16:45:07 16:46:10 14,21 16:50:21
Oracle ClusterwarJ L PRODL instance L node 11 brought
(23] recovery complete recovery complete inka QLTP

Figure 27. Availability time line

ZA requirement in the absence of a Cluster Filesystem-based Shared Oracle Home such as that configured for the
Flexible Database Cluster testing.
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The OLTP workload was set up to execute at 200 users per node on blades 1-10. A light DSS
database workload was executing on the remaining four blades. Figure 28 shows that at
16:39:37, the instance_status.sql script reported that there were 10 active instances on blades
1-10.

FBX
SQL» @now -~

LOCAL_TIME

03-25-2004 16:39:37

SOL» @instance_status

HOST_NAME THREAD# DATABASE STATUS
bladel 1 ACTIVE
bladez 2 ACTIVE
bladel 3 ACTIVE
bladed 4 ACTIVE
bladeb 5 ACTIVE
bladef 6 ACTIVE
blade? 7 ACTIVE
bladef g ACTIVE
bladed 2 ACTIVE
bladell 10 ACTIVE

10 rows selected.

SOL > I

<

Figure 28. Active instances on blades 1-10

In Figure 29, the users.sql script shows that there were 200 user connections per node. Note
that the script also counted 12 Oracle background processes per node.

FBX
SQL» @now -~

LOCAT_TIME

03.-25.-2004 16:40:42
SOL> @uzers
HACHINE COUNT (=)

bladel 223
bladell 21z
bladez 212
blade3l 21z
bladed 212
bladeS 21z
bladef 212
blade? 21z
bladed 212
bladed 212

10 rows selected.

SOL > I

<

Figure 29. users.sql script
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The workload was allowed to come to a steady state executing transactions. After some time,
blade5 was powered off via the BladeCenter management console to simulate a node failure.
Figure 30 shows the Oracle Cluster Management Services (OCMS) cm.log file from blade1
logging the event that node 4 (counting from zero) was no longer responding at 16:44:59.

*WARNING: PollingThread(): node(d4) mis=sed(3) checkin(=), tid = PollingThread:51 s
26 file = nmmember.c. line = 846 {Thu Mar 25 16:44:56 2004 }"H

»WARNING: PollingThread(): node(d) mi=sed(4) checkin(=), tid = PollingThread:&l
26 file = nmmenber.c, line = 846 {Thu Har 25 16:44:57 2004 }"H

*WARNING: PollingThreadi): node(d) missed(5) checkin(=). tid = PollingThread:&l
26 file = nmmenber .o, lins = 846 {Thu Mar 25 16:44:53 2004 }"H

*WARNING: PollingThreadi): node(d) missed(5) checkin(=). tid = PollingThread:&l
26 file = nmmember.c. line = 846 {Thu Mar 25 16:44:59 2004 }"H

»WARNING: RecwMd=g: =socket closzed for node(5). tid = CHNodeli=stener:14351 file

= cnipc.c, line = 1036 {Thu Har 25 16:44:59 2004 }7H

Figure 30. cm.log file from blade 1

After the Oracle instance on blade5 was powered off, OCMS needed to perform cluster
membership recovery. Figure 31 shows that the cm.log file registered OCMS recovery complete
at 16:45:04. This represents a period of time lasting only 15 seconds in which both OCMS and
PolyServe Matrix Server were able to respond to node 5 leaving the cluster. For a cluster of 14
nodes, this is remarkable.

Successful reconfiguration. 13 active nodeis) node 0 is the master. my node numa
i= 0 (reconfig 2) {Thu Mar 25 16:45:04 2004 }"H
WARNIHG: RecwM=g: =ocket closed for node(l), tid = CHNodeli=stener:48140 file
= cnipc.c. line = 1036 {Thu Har 25 17:02:33 2004 }"H
»WARNING: Recwlsg: socket closed for node(l), tid = CHNodelistener:48140 file
= cmipo.c, line = 1036 {Thu Mar 25 17:02:33 2004 }7H
»WARNING: Recwlsg: socket closed for node(l), tid = CHNodelistener:48140 file
= cnipc.c. line = 1036 {Thu Har 25 17:02:33 2004 }"H
i

310.1 4

B
<

Figure 31. cm.log file showing recovery

But what about the state of the database instances? It is also important to analyze whether
instances of Oracle on nodes other then blade5 suffered an outage.

This test proved the remarkable cluster recovery of Oracle9i RAC. Because Oracle executables
are stored in the Matrix Server cluster filesystem, Oracle cannot commence instance recovery
until the Matrix Server recovery is complete. In the test, this occurred very quickly, in 15 seconds.
Matrix Server and OCMS recovery completed at 16:45:04 and the OLTP instance on blade1
(PROD1) started reconfiguration just 2 seconds later. According to the alert log information
shown in Figure 32, the PROD1 instance finished with reconfiguration just one second later.
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Thu Mar 25 16:45:06 2004 ~
Feconfigquration started

List of nodes: 0.1.2.3.5.6.7.8.9.

Global Resource Directory frozen

Communication channels reestabli=shed

Ma=ter broadcasted resource hash value bitmaps

Hon—local Process blocks cleaned out

Reszources and engueues cleansd out

Resources remastered 6488

72142 GCS shadows traverszed., 192 cancelled. 5555 closed
48733 GCS resources traversed., 0 cancelled

33283 GCS resources on freelist. 77706 on array. 77706 allocated
==t master node info

Submitted all remote—engqueuse requests

UTpdate rdomain wariables

Dyn—cvts replayed, VALBLE=s dubious

411 grantable enqueuss granted

72142 GCS shadows traversed. 5844 replayed, 5747 unopened
Submitted all GCS remote—cache regquests

1 write requests issued in 49352 GCS resources

& PIs marked suspect. 2 flush PI nsgs
Thu Mar 25 16:45:07 2004
Reconfiguraion complete

2370,12 175 v

Figure 32. PROD1 instance reconfiguration

The manageability of the FDC architecture proved invaluable. Having such a large cluster in
support of various applications provides the ability to “repurpose” a node. What better time to
repurpose a node than in response to a server failure as was simulated by powering off bladeb.

Figure 33 shows that reconfiguration finished for OCMS nodes 0-3 and 5-10 (counting from zero)
by 16:46:10. There were nine healthy instances at 16:45:07 and 63 seconds later there were 10
instances. The 63 seconds spanned the time required to shut down the DSS instance that was
executing on Blade11 and then to start a PROD11 instance on that node. All the while, OLTP was
executing with 200 sessions per node on the nine remaining original PROD instances!

Feconfigquration started ~
List of nodes: 0,1.2.3.5.6,7.8.9.10,

Global Resource Directory frozen

Communication channels reestabli=shed

Mas=ter broadcasted resource hash walue bitmaps

Hon—local Proce=s blocks cleaned out

Reszources and engueues cleansd out

Resources remastered 6453

72142 GCS shadows traverzed., 2 cancelled. 7904 closed

49280 GCS resources traversed., 2 cancelled

33506 GCS resources on freelist, 77706 on array. 77706 allocated
==t master node info

Submitted all remote—engqueuse requests

UTpdate rdomain wariables

Dyn—cvts replayed, VALBLE=s dubious

411 grantable enqueuss granted

72143 GCS shadows traversed. 6338 replaved. 7906 unopened
Submitted all GCS remote—cache requests
Thu Mar 25 16:46:10 2004
Completed redo application
Thu Mar 25 16:46:10 2004

0 write requests issued in 44200 GCS resources

0 PIs marked suspect. 0 flush PI msgs
<16:45:07 240912 170 ™

Figure 33. OCMS reconfiguration
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Figure 34 shows that throughout the recovery period, 100% of the user count on nodes 1-4 and
6-10 remained connected. Figure 34 also shows that 62 of the users from blade5 were failed over
through Net Services to nodes 2, 3, 4 and 8. These users were executing applications enabled for
Transparent Application Failover.

SQL» @now __-__-_:
LOCAT TIME

03-25-2004 16:49:21

SOL> dusers

MACHINE COUNT (=)

bladel 223

bladell 212

bladell 1z

bladeZ 223

bladesl 234

bladed 224

bladet 212

blade? 212

bladed 229

bladed 212

10 rows selected.

SOT > I -

Figure 34. User count during recovery

The remaining users connected to blade11 once it was online. Figure 35 shows that in the one-
minute time from Figure 33 to Figure 34, 150 users had connected to PROD11. At that point,
100% of the original user community was back online.

EEX

SQL» @now
LOCAL_TIME

03-25-2004 16:50:21
SOL> dusers
MACHINE COUNHT (=)

bladel 223
bladell 21z
bladell 164
bladez 223
blade3l 234
bladed 224
blade6 21z
blade? 212
bladed 229
bladed 212

10 rows selected.

SOL > I w

Figure 35. Users connecting to PROD11

The summary impact to the pseudo-users in this test was a reduction in server bandwidth of 10%
for only 71 seconds from 16:44:59 when blade5 went offline to 16:46:10 when blade11 was ready
to accept connections. No total outage, no long duration service brown-outs, no troublesome
action required on behalf of the administrative and operational staff in spite of a server failure in
this large cluster environment establishes the FDC architecture as a natural fit for today’s
demanding IT requirements.
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Scalability in an OLTP Environment

OLTP

The OLTP workload described earlier was used to test the technology combination of IBM
eServer BladeCenter, PolyServe Matrix Server and Oracle9i RAC. The test method consisted of
connecting 100 pseudo-users who were executing the Pro*C benchmark code and connected via
SQL*Net to dedicated servers.

“Scalability on Demand” was a continual focus during all of the FDC testing. Data points collected
at each node count were not preceded by a global reboot. Instead, once a test execution
completed, additional servers were brought online to satisfy the next test node count requirement.
That is, there were no database shutdowns after the test began at 100 users on one node. After
that test completed, an instance of the PROD (OLTP) database was started and the 2-node test
commenced, and so on. This method clearly supports the position that the FDC architecture is a
truly flexible pool of server resources that can be added to a workload without interruption. Since
SQL*Net is set up to support connectivity to a PROD instance on any node in the BladeCenter, all
that has to transpire to support such connections is starting up an instance—a seamlessly
dynamic utilization of the server pool.

In the following graphs, each data point represents an average taken from three executions of the
benchmark of 30-minutes duration. All told, a full test suite from one to 14 nodes represented 12
hours of solid OLTP processing.

Generally, scalability is the first data point to examine in a benchmark scenario. The FDC proof of
concept was much more than just a benchmark. Scalability for Oracle9i RAC on PolyServe Matrix
Server and IBM eServer BladeCenter was very good. Scalability was limited under this workload,
as it turns out, by not having enough disk subsystem bandwidth to satisfy the tremendous
bandwidth available in the BladeCenter nodes.

Older systems architectures were much more prone to performance bottlenecks than the
combined technology of BladeCenter and Oracle9i RAC on PolyServe Matrix Server. In the not
so distant past, running this OLTP workload on the same number of disk drives would have
certainly driven 28 processors to saturation. However, the 28 CPUs in the BladeCenter under test
never peaked above 82% utilization. With Oracle9/ RAC on BladeCenter, it seems the challenge
for building balanced, scalable systems running this workload may not be a processor or
memory-level concern, but may instead be a storage subsystem issue. That is, this testing has
established that Oracle9i RAC and BladeCenter with PolyServe Matrix Server can scale as much
as the underlying disk subsystem can handle.

The BladeCenter was attached to a SAN configured with 110 disk drives. The database was
placed evenly across 106 of those disks with a Stripe and Mirror Everything (SAME)
methodology. Modern drives such as those used for the OLTP database should be expected to
service roughly 100 random 4K transfers with acceptable latency. That latency, however, is not
static. As the drives approached critical service levels, the latencies seen during this testing
approached 40ms per transfer as should be expected.

As seen in Figure 36, Oracle9i RAC was able to drive the physical 4K random 1/O rate up to
steady states of roughly 12,600 transfers per second. Peaks of nearly 14,000 per second did
occur during checkpoints and other burst-related activity. This is a tremendous amount of random
OLTP disk transfers. These I/O rates are not from a simple test program. For Oracle to demand
this much 1/O, there is an incredible amount of processor- and memory-intensive activity in the
System Global Area (SGA). For example, the table on page 33 shows that for every physical
transfer (8.2 per TPS), there are also 5.7 logical reads of buffers in the SGA. Every logical read
has associated Oracle internal overhead such as acquiring/freeing latches (e.g., cache buffers
chains, cache buffers Iru,etc ). The peak sustained “I/O fallout” of 12,600 transfers per second is
only indicative of just how stressed Oracle instances were on each node.
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Figure 36 shows that the OLTP workload drove the physical I/O rates from 2,073 per second at
one node to 12,656 per second at 14 nodes. Analysis of I/O latency data revealed that the 1/0O
service times remained acceptable through the 8-node test, but beyond that point, the drives
were saturated. Since the sustained I/O rate at eight nodes was 9,829 transfers per second, or 93
per drive, the resulting increase in transfer times was expected. The key point, however, was that
the amount of hardware available to allocate to this test held scalability to the level achieved.
Oracle9i RAC on PolyServe Matrix Server suffered no scalability problems. As was demonstrated
by the peak clusterwide CPU utilization of 82%, the BladeCenter surely had more bandwidth.

Random 4K Physical Disk Transfers

14000
12000 -
10000 -

8000

6000
4000 | .///_///'///.
2000

10/sec

Figure 36. Physical disk transfers

The throughput graph in Figure 37 clearly indicates that scalability was directly related to 1/0
throughput. This is actually really good news. Unlike older OLTP system architectures, where the
bottleneck was usually at the system level, resolving this performance issue is a snap. With the
DS4000 architecture, you simply add disks to the array or upgrade to newer generation
controllers as they become available.

OLTP Transactions Per Second

Figure 37. Scalability and I/O throughput
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Scale on Demand, Dynamically and Transparently

DSS

The FDC architecture has the advantage of being able to use the Oracle Parallel Query Option
(PQO) for DSS workloads. PQO has the ability to decompose DSS-style queries and large data
maintenance functions into work units executed by some or all of the CPUs in a cluster.

The DSS-style testing performed on the FDC also proved the “Scale on Demand” theme of
Oracle9i RAC. The testing essentially consisted of adding nodes to speed up a DSS query or
large administrative task such as index creation. The DSS database was not shut down during
the testing. Instead, as was the case in the OLTP testing, additional servers were simply
allocated and the test was executed again. The DSS database was architected to run on the top
eight nodes of the cluster while OLTP was running on nodes 1 through 6, which is not a very high
load.

Three main tests were executed at the various node count levels. The tests consisted of the
following:

DSS Test 1. This test was a timed loading of the 2 billion pipe-delimited records of data from flat
files into the card table. The test consisted of 4 streams of SQL*Loader per node each loading an
equal amount of flat file data. The SQL*Loader direct path load feature was used. The records
were roughly 54 bytes in length. The flat files required 110GB filesystem space in aggregate.
Figure 38 shows a cluster filesystem listing of the 10 flat files as well as a display of the last few
records in one of the files.

mEE]

Yl cracle 5 ls -1 DATA*-STAGE#=.# dat

—rw—Y——I—— 1 oracle dba 11800000000 Sep 16 22:13 DATAL-STAGE l1-file partl . dat
—IW—r——T—— 1 oracle dba 11800000000 Sep 16 22:17 DATAL-STAGE Z-file part2 dat
—TW—T——T—— 1 oracle dba 11800000000 Sep 16 20:09 DATAZ-STAGE l-file_part3 dat
—TW—T——T—— 1 oracle dba 11800000000 Sep 16 21:13 DATAZ-STAGE Z2-file partd dat
—rW—T——T—— 1 oracle dba 11800000000 Sep 16 20:45 DATAS-STAGE l1l-file parths dat
—TW—T——T—— 1 oracle dba 11800000000 Sep 16 20:46 DATAS-STAGE Z-file partt dat
—rW—T——T—— 1 oracle dba 11800000000 Sep 16 20:49 DATA4-STAGE 1-file part? dat
—rW—T——T—— 1 oracle dba 11800000000 Sep 16 21:49 DATA4-STAGE Z2-file part8 dat
—rW—r——I—— 1 oracle dba 11800000000 Sep 16 2048 DATAS-STAGE l-file part9d.dat
—rw—1r——I—— 1 oracle dba 11800000000 Sep 16 2244 DATAS-STAGE Z-file partll.dat

oracle % tail DATAS-STAGE 2-file_partll.dat

4365887493486265 (1456084124 9415.04|09-19-2002 14:25:19
4722363373989622 | 1486503104 | 6061 .04 |06-22-2000 16:07:32
4700274271693308 1531362109 | 46788 . 65|09-12-2002 07 :56:47
4473301367066534 (1950448108 | 26570 . 75030172003 01:03:08
447016038%822901 (1109706113 1039 . 91|08-20-.2001 12:02:28
4764066573661 722 (1969686114 9301 86 |02-06-2003 00 :41:57
4825976684196 769 (1778730107 | 45980 . 80| 09-11-2002 0Oe:04:52
4849160483880303 (1093584120 305 21 |02-.01-2003 23:23:19
4269791568604548 | 1244230 (|112| 7207.03|08-04-2001 14:59:24
4255436196749408 | 1574407100 7133.56|02-13-2003 10 46:23

cracle % [

Figure 38. Flat file load data for DSS Test 1

DSS Test 2. This query tested the ability of the FDC architecture to scan and sort a large amount
of data. The query consisted of a select count (distinct (account num)) from the card
table described above. The 2 billion rows of data stored in 16KB Oracle datablocks totaled
roughly 112GB space in the database. Therefore, the query processing for this test required a
good deal of sorting and merging to eliminate duplicates. The sort key, being a credit card
number, was 16 Bytes in length. The sorting could not be performed entirely in memory.

DSS Test 3. This index create test was by far the most data-intensive. It created a three-way
unique composite index on the Line ltem table described above. The table had roughly 1.7 billion
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rows that could not be sorted in memory. This index creation consisted of reading rows and
writing to both sort segments and the target index.

Once again, the key point about this testing was that at each step, adding nodes to speed up the
workload was a non-intrusive effort. Simply start an instance of the DSS database on other
blades, run the task again, and completion times will improve.

DSS Test Results Analysis

Perhaps one of the most critical functions of Data Warehousing is bulk data loading. To ascertain
the ability of the FDC architecture to satisfy high-rate data loading, DSS Test 1 was used. As
described above, DSS Test 1 was a timed loading of the flat file data depicted in Figure 38. In
order to maximize the processor utilization, 4 concurrent streams of SQL*Loader where executed
on each node tasked with loading equal portions of the flat file data. Figure 39 shows the
scalability of bulk data loading in the Flexible Database Cluster architecture. Loading just short of
2 million rows per second into an Oracle database would be a respectable feat in its own right.
However, this rate was achieved with only 8 of the 14 nodes physically present in the cluster.

Data Loading Rate
2500000
2000000 -
(5]
& 1500000 -
2
5 1000000 -
500000 -
. mm [
1 2 4 8
Nodes

Figure 39. Data loading rate for DSS Test 1
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While Figure 39 depicts the row insertion rate into the Card table, Figure 40 shows the I/O
throughput presented in Megabytes per second.

Data Loading Throughput

250

200

150 -

MB/sec

100 |

50

Nodes

Figure 40. Data loading throughput for DSS Test 1

As described above, DSS Test 2 consisted of counting distinct credit card numbers in the 2 billion
row Card table. When executed on a single node, the query completion time was 112 minutes.
Without interruption, another instance of Oracle was added and the completion time improved
with 93% linear scalability. Further proving the “Scalability on Demand” feature of the FDC
architecture, Oracle instances were booted and the test was rerun in succession for 4-node, 6-
node, and 8-node counts.

The 8-node completion time for the test was 24 minutes. To put this in perspective, returning this
query in 24 minutes means Oracle9i RAC scanned and sorted roughly 87,000 rows per second
per CPU or 1.4 million rows per second clusterwide. Figure 41 shows the scalability of this query.

DSS Test2
120 p
100 -
§ 80 -
E‘ 60 \
S 40 —~—
20 - @
0 T T T T T T
1 2 3 4 5 6 7 8
Nodes

Figure 41. Timed Card Table Sorted Full Scan

DSS Test 2 was both processor and I/O intensive. The sort key for the query was a 16-digit credit
card number so the key space was roughly 30GB. The nodes were configured with 2GB main
memory and of that, 800MB was allocated on each node to the Oracle PGA aggregate target for
use as sort area. There is a short analysis of the effect of doubling the sort area memory
allocation later in this paper.
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The I/0O load for DSS Test 2 warranted closer analysis. The scanning load alone was roughly
112GB as the data was stored in Oracle 16KB data blocks with a small percentage of free space
per block to facilitate any space requirement for row updates. Added to this 112GB was the sort
overflow, since even at 8 nodes only 6.4GB global memory was available to sort the
approximated 30GB key space. The sort I/O totaled approximately 24GB written to temporary sort
segments and, given the RAID 1+0 layout of the DS storage subsystem, the array-level 1/O load
for DSS Test 1 was roughly 160GB ( 112 + (24 * 2 )) over 24 minutes execution time, or 114MB
per second. Figure 42 depicts the array-level I/O for DSS Test 1 at various node counts.

DSS Test 2
Array-level Throughput

120
100
80
60 -
40
20

MB/sec

Nodes

Figure 42. Card Table Array-level I/O Throughput

After executing DSS Test 2, the Oracle instances on the second through eighth nodes were shut
down in preparation for DSS Test 3. This test created a 3-way unique composite index on the 1.7
billion row Line Item table described above.

The design of the FDC architecture naturally provides increased server bandwidth. Each two-
CPU blade has its own bus, memory controller, and I/O adapter, making it more unlikely to
encounter a traditional bus or memory controller bottleneck. These are very balanced servers.
This architecture will fully utilize all disk 1/0 subsystem bandwidth given to it. This architecture is
optimized for growth. If you want more server bandwidth, simply add a server. If more disk
subsystem bandwidth is needed, simply add it to the SAN.

FDC architecture enables the simple addition of BladeCenter nodes to these index-create tasks.
Each data point was collected without interruption. Additional instances of Oracle were simply
started on the additional nodes and the index-create task was run again. Figure 43 represents the
scalability of intra-node Parallel Query Option when executing in the Flexible Database Cluster
architecture.
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DSS Test 3
Complete Times
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Figure 43. Index-create times

Analysis of the disk I/O performed by DSS Test 3 was conducted using the ioDSS.sql script
provided in the appendix to this paper. The physical disk transfer rate from the Parallel Query
processes scaled 100% from one to two nodes, 70% from two to four nodes, and 74% from four

to eight nodes.

Parallel Query 10

105
85 -

i a |
il =

1 2 4 6 8

MB/sec

 Total MB/sec

Nodes
m Write MB/sec

Figure 44. Disk I/O reported in gv$ tables

One important aspect of this 1/O profile is missing from the data provided in the Oracle GV$
performance virtual tables. Since the storage was striped and mirrored, there were substantially
more disk transfers at the array level. At eight nodes, the array-level I/O ratio was actually 37%
reads and 63% writes. This is attributable to the fact that DSS Test 3 generated 54MB per second
of data written to a mixture of sort segments and index blocks.

The GV$ performance virtual tables do not present the 100% overhead associated with the mirror
write. While the total server-level I/O was 118 MB/sec, the write component of that (54 MB/sec)
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has an associated cost of 108 MB/sec in the storage array. Therefore, the total array-level I/O at
eight nodes was 172 MB/sec. The breakout is as follows:

(64MB/s server-level read) + ( 54MB/s server level write) + (54MB/s array-level write overhead) = 172MB/s

Figure 45 shows a graphical representation of this DSS array-level I/O effect.

Server-level 10 vs Array-level 1O
200
150 -
(5]
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Figure 45. Server-level I/0 vs. array-level I/O

The BladeCenter nodes possess a very favorable match of bus bandwidth to processor speed.
Even when completely processor bound, there is still headroom for additional throughput should
additional memory be dedicated to the Oracle sort area (init.ora pga_aggregate_target). To
determine the effect of doubling the amount of allowable memory sort space, a test was run using
DSS Test 2. At four nodes, the query complete time with pga_aggregate_target set to 800MB
was 38 minutes. Even though the processor utilization on all four nodes was 100% in both cases,
the query complete time improved by 24% when the sort area allowance increased from 800MB
to 1600MB as depicted in Figure 46. This is a tremendous testament to the bus bandwidth of the
BladeCenter nodes since, in general, systems running at complete processor saturation do not
have headroom for a 24% performance increase.

4 Node Speedup with More Sort Memory

40
30
20
10

Minutes

800MB 1600MB
pga_aggregate_target

Figure 46. Memory Allocation compliments Server Bandwidth
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Hardware Upgrades

FDC Architecture Eases Hardware Upgrades

The architecture of the Flexible Database Cluster lends itself nicely to introducing updated
hardware components with expected performance improvement. Indeed, nodes of the cluster can
easily be replaced with newer servers. Taking one node out to replace it does not severely impact
production when deployed on large clusters. Even the disk subsystem can be updated. Late in
the FDC project, the SAN attached to the FDC was upgraded by replacing the DS4400 array
controllers with the new DS4500 model. The data remained as-is on disk. This was a simple
component swap.

After configuring the DS4500 array controllers, select tests of the DSS test suite were executed to
determine what improvement the storage upgrade offered. Note that all of these tests were
completely processor bound and I/O intensive; a performance increase was not a sure thing.

To put full stress on the upgraded SAN, DSS Test 1 was run on 10,12 and 14 nodes. Prior to the
introduction of the DS4500, the performance for this test flattened out at 10 nodes. The DS4500,
on the other hand, yielded scalability through all 14 nodes. The improved handling of write
requests in the DS4500 provides for much quicker draining of I/O queues at the server level.
Doing so provides for more proficient usage of processor and memory bandwidth and thus, the
DSS Test 1 throughput was improved. In fact, the improvement at 14 nodes was 40% with a data
loading rate of 3.2 million rows per second as depicted in Figure 47.

Data Loading With Upgraded SAN
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Figure 47. Loading rate with upgraded SAN

Not only did data loading times improve, the query times also improved. All this without
redistributing the data on disk, just a simple array controller replacement. DSS Test 2 was
executed at node counts ranging from 1 to 14 nodes with job complete time improvements from 9
to 13 percent.

An additional test was run to test the sheer throughput capability of the DS4500. Using a simple
Oracle select statement such as select count (*) from card eliminates most processor
overhead and therefore is a pure test of I/O capability. Performing a full scan of the

2-billion row Card table with this query improved dramatically with the upgraded disk subsystem.
The two-node complete time for this lightweight scan improved 45% as shown in Figure 48.
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SAN Comparison with Full Table Scan

Minutes
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Figure 48. Full scan performance after SAN upgrade

Using the BladeCenter performance monitor, the I/O throughput for the full table scan peaked at
416 MB/sec (426,473KB) as show in Figure 49.

% BladeDrives - Performance Monitor =100
Devi Total Fread Cache Ht Current Mazitmum Current Wit
BHIEES 10z Percentage Percertage KB/zecond KBizecond [Qfzecond 10fzecond
CONTROLLER IN SLOT A 6281720 385 130 2433200 2433200 155570 19,9330
E’ Logical Drive 1 89465934 421 119 80 466.5 174,007 4 51295 11,0254
E’ Logical Drive 3 93F84,202 335 138 827610 827610 53115 69316
Ei Logical Drive 5 79718584 402 136 80,0925 95,4954 5ME0 7.806.0
CONTROLLER N SLOT B 195143634 385 210 1831537 2147842 1M ETT 16,3193
Ei Logical Drive 2 110778142 354 239 89,3067 1481880 56910 10,5326
Ei Logical Drive 4 G77365492 425 179 933470 134 4096 59267 135922
FH STORAGE SUBSYSTEM TOTALS 461,015,354 385 16.4 426,473.7 426,473.7 FIATE Y 32,1140
Stop Setings... Saveds.., | Cloze | Hely |
Start 3504 35740 PM Stop: Tirme Monitared: 1 day, 20:31:45

Figure 49. Full scan performance after SAN upgrade — 416MB/sec
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Summary

The Flexible Database Cluster architecture, with the IBM eServer BladeCenter and PolyServe
Matrix Server, clearly enhances the value of Oracle9i Real Application Clusters, providing:

A means to consolidate and deploy multiple databases and associated applications in a
single, easily managed cluster environment.

Simplified management of large database clusters, made possible by the PolyServe
Matrix Server clustered filesystem.

Dynamic “scalability on demand” architecture, enabling near-linear speedup to running
applications in some cases—uwith little or no interruption.

Dynamic repurposing of server resources on demand to quickly and easily move
processing capacity to where it is most needed.

The ability to adopt improved hardware at the server and SAN level, made simple by the
modular architecture.

An autonomic, always-on operating environment with fast or even immediate self-healing
and little or no performance degradation (and therefore increased utilization rates).

Dramatic incremental TCO benefits from improved manageability, scalability,
expandability, availability and asset utilization.
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Appendix

users.sql

Column machine format a8
select machine,count (*) from gv$session

group by machine ;

instance_status.sql

column host name format al0
select host name, thread#,database status from gvS$Sinstance

order by thread# ;

now.sql

select to_char(sysdate,'MM/DD/YYYY HH24:MI:SS') "LOCAL TIME" from dual

io.sql
select sum(PHYRDS) reads,sum(PHYBLKRD * 4 )/1024 readMB,

sum (PHYWRTS) writes, sum (PHYBLKWRT * 4 ) /1024 writeMB
from dba data files,gv$filestat
where dba data files.file id = gv$filestat.file#;

REM exit;

ioDSS.sql

select sum(PHYRDS) reads,sum(PHYBLKRD * 16 )/1024 readMB,
sum (PHYWRTS) writes, sum (PHYBLKWRT * 16 )/1024 writeMB

from dba data files,gv$filestat

where dba data files.file id = gv$filestat.file#;

REM exit;
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