Hello, my name is David Chase, and I work at the worldwide level at IBM System z Software, responsible for education about software licensing and pricing on IBM System z.  Today, we’re going to talk about sub-capacity and the rolling four-hour average.  I’d like to point out that our sub-capacity support ID is on the front page of this presentation, scrt@us.ibm.com, and right below that, you’ll see the URL for our Software Pricing Web site for System z software.  

Please turn to chart two and see the IBM trademarks.  Now, the lawyers are happy, so we’ll proceed to chart three.

I would like to point out that the sub-capacity concepts I’m going to explain apply to both monthly license charge software and IPLA, or one-time charge software.  Although many of the examples I’ll use will be for the more familiar MLC software, the same technology applies to IPLA.  Please turn to chart four.

We need to start with a description of what the rolling four-hour average is and how we use it for System z software pricing.  z/OS captures the four-hour rolling average LPAR utilization for each interval across a month.  What we have on the right-hand side is a graph showing the green bars representing the actual utilization of an LPAR during each hour, and the blue line represents a smoothed or rolling four-hour average.  So on the left-hand side, you can see what this means.  The rolling four-hour average, for example, for the 2:00 PM hour, is the data from the 2:00 PM hour, the 1:00 PM hour, the 12:00 PM hour, and the 11:00 AM hour averaged together and divided by four.  So you can see the characteristics of a smoothed or rolling average are that it trails behind the actual utilization increases and decreases.  This is an important concept because we are going to see how software pricing is dependent upon a rolling four-hour average calculated by z/OS.  

If you turn to chart five, you’ll see an expanded example.  Again, the green lines represent the actual utilization, the raw utilization, of the machine over a period of time, and the blue line is the smoothed or rolling four-hour average.  Notice that up in the circle in black at the top you can see that this machine, which is rated at 153 MSUs, actually reached 153 MSUs for a period of time, but it was a relatively short period of time, significantly less than four hours, and so you can also see that the blue line in the same part of the chart is below 153.  The rolling four-hour average did not reach the peak of the machine because the peak was only hit for a short period of time.  Notice that the red circle is indicating the highest point on the four-hour average curve, and it is the peak of the rolling four-hour average that we use for our software charges.  So, as I said, the rolling four-hour average utilization smoothes out the peaks in the raw utilization, and charging based on a smoothed utilization allows for various peaks to happen during the month for short periods of time, and it bases the software charges on a more moderate measure than the absolute peak of the machine.  Please turn to chart six.

On the left-hand side, we have a blue box representing a machine, a System z machine, rated at 100 MSUs.  And if you have chosen or are only eligible for a full-capacity pricing metric, then the charges would be based on the full-machine capacity.  In this example, all of the software that was licensed to this machine would be charged 100 MSUs.  

If we turn to chart seven, we’ll see a more interesting picture and talk about sub-capacity.  In the sub-capacity pricing method, the charges are based on the hardware utilization of the LPARs where the products are running.  We’re measuring in hourly intervals, as we saw before, and the rolling four-hour average is calculated for every combination of LPARs on the machine, and then the charges for the products are based on the monthly peak of that rolling four-hour average for the appropriate LPAR combination.  So in the diagram on the left, You can see we have three LPARs, LPAR 1, LPAR 2, LPAR 3, and the numbers in the ovals represent the peak of the rolling four-hour average of the MSUs for that LPAR or that combination of LPARs across the month.  So we can see LPAR 1 peaked at 75 MSUs, LPAR 2 peaked at 50 MSUs, but notice the combination of LPARs 1and 2 together peaked at 80 MSUs.  And what the tells us, when we go back and look at the 75 and the 50, it means that LPAR 1 and LPAR 2 must have had independent peaks to have reached numbers as high as that, but together, looking across the month, the two of them together never peaked at higher than 80.  In a similar way, we can see that the combination of LPARs 1, 2, and 3 together peaked at 90.  LPARs 2 and 3 together peaked at 55.  LPARs 1 and 3 together peaked at 85.  LPAR 3, on its own, peaked at 10.  The charges are based on the monthly peak of the combination of LPARs were not measuring the products themselves.  

So if we turn to chart eight, we’re stressing this point.  I’ve added the products into this diagram.  So we have File Manager, PO1, COBOL, CICS, DB2, IMS.  These products are running in different combinations of LPARs, but the charges for these products are not based on us measuring an individual product.  I’m not measuring what DB2 is doing.  

As a matter of fact, if you turn to chart nine, we’ll use DB2 as an example.  We know that DB2 is running in LPARs 1 and 2.  And the way we charge for DB2 is by asking ourselves what was the peak rolling four-hour average LPAR utilization of the combination of LPARs 1 and 2 this month?  And that equals 80 and, therefore, we charge DB2 80 MSUs.  We’re not charging DB2 80 MSUs because DB2 used up 80 MSUs on the machine.  That’s not how this pricing mechanism works.  I simply charge 80 for DB2 because DB2 was in a pair of LPARs that peaked at 80 MSUs this month.  If 17 other products were also in LPARs 1 and 2, they would also be charged 80, even though any of those individual products might have been running a different amount or consuming different amounts of machine.  That is beside the point.  

So let’s turn to chart 10 and see a further example.  So we have System z machine.  It’s full capacity rating is 240 MSUs, and it’s carved into three LPARs:  SysA, SysB, and SysC.  z/OS is running in all three LPARs, COBOL and DB2 are only running in LPAR SysB.  The upper right-hand graph is the one that represents LPAR SysB for the month.  The blue lines represent the actual utilization of LPAR SysB from a hardware point of view, and then the red line represents the rolling four-hour average, again, across the month.  And so, in order to determine the charges for the products that are running in LPAR SysB, COBOL and DB2, we look for the peak of the rolling four-hour average across the month for System B, and that came out to 136 MSUs.  So both COBOL and DB2 get charged 136 MSUs.  It doesn’t mean that DB2 consumed 136.  It doesn’t mean COBOL consumed 136.  We’re not measuring consumption.  I don’t know, from looking at this report, why the peak is 136.  I just know that the peak was 136 from the hardware point of view, and that’s how the charges are calculated.  The graph at the bottom-right corner is the combination of LPARs A, B, and C across the month.  So the green lines represent the actual utilization, and the blue line is the smoothed or rolling four-hour average of the combination of the three LPARs.  So in order to figure out the charges for any product running in all three LPARs, in this example, that’s z/OS, we find the peak of the blue line, the rolling four-hour average line, turned out to be 219.  So in this case, z/OS gets charged 219 MSUs this month.  
Let’s turn to chart 11 and talk about how we know which products are running where.  The sub-capacity reporting tool, also known as SCRT, depends upon two kinds of SMF data records:  SMF70 records, which are created by RMF, which is a priced optional feature of z/OS, or alternatively, customers may use the CMF product from BMC.  These records are the ones which contain the LPAR utilization information from the processor.  The collection of the records is governed by SMF parameters in the PARMLIB.  Also important to the sub-capacity reporting tool are SMF89 records.  These are created by z/OS.  They don’t require any other software, and these records contain the product execution data, including the LPAR name, so this is how we would know which products were running in which LPAR.  Not all products are instrumented for the creation of SMF89 records.  The ones that are, again, you’ll find your parameters that govern the collection of 89 records are in your PARMLIB in the SMF section.  So what about those products that don’t cause SMF89 records to be created?  It is the customer’s responsibility to identify the LPAR names for these products in a special section of the JCL of SCRT called the NO89 section.  The products that don’t cut SMF89 records will all be listed in the SCRT JCL provided by IBM, and the customer must identify, by name, each of the LPARs where any of these programs were running at any time during the month.  Because the name of the DD statement in the JCL is NO89, we have come to refer to these products as NO89 products.  So to recap, the SMF70 records are the records that have the LPAR utilization information, but they don’t have any product information in them.  The SMF89 records, for the products which create them, have the names of the LPAR where the product is running.  And for any products that do not cut 89 records, the customer must identify, in the NO89 section of the JCL, the names of the LPARs where the products are running.  I’d like to point out one more important thing about the products in the NO89 section.  It is possible that, over the course of many months of using your system, you may move different products from one LPAR into another.  And you must remember that it is your responsibility to update the NO89 section of your SCRT JCL any time that you move a product from one LPAR to another or add a new NO89 product into your system.  There’s no way for IBM to know that this has happened.  It is the customer responsibility to keep the NO89 section of the JCL up to date every month to reflect any movement or addition or deletion of any products.  

Let’s look at chart 12 and see that now that we understand that we have data that tells us where things are happening, we can look at an example.  The chart shows hour by hour across a month, from hour 1 to hour 2, hour 3, all the way through hour 719 and our 720.  There are 720 one-hour periods in a 30-day month.  And we have a machine with two LPARs:  LPAR A and LPAR B.  And so we know, from the SMF70 records, what the rolling four-hour average is for each LPAR for each hour of the month, and we also know the combination of LPARs’ A and B rolling four-hour average across the month.  And we also know which LPARs the products are running in.  Now naturally, z/OS, being the operating system, is always running in every LPAR, but we’ll also see that DB2 might only be running in one LPAR, in this case, LPAR A.  So first, how would we calculate the charges for z/OS?  Well, we know we need to look across the line of the rolling four-hour average of the combination of A and B, and we find the peak for the month.  So the peak hour for the month was hour 719 at 130 MSUs, so z/OS gets charged 130.  It would not be correct to find the individual peak of LPAR A, which also happened to be in 719, and the peak for LPAR B, which happened to be in hour 3.  They’re completely different hours, so it makes no sense to combine them together because this is a mechanism that depends on what’s happening, and the time factor means we don’t add hour 719 to hour 3.  So the peak for z/OS is not 150, which is the independent peaks of A and B, but rather the combined peak of 130 MSUs.  For DB2, we would look at the hours of the month when DB2 is running in the LPARs where DB2 is running.  In this case, DB2 is only running in LPAR A, so we’re not looking at any of the data from LPAR B, but we’re also going to be able to look and say, “Oh, look. Hour 719 and hour 720, DB2 is not running.”  So because DB2 cuts SMF89 records, we actually know, on an hour-by-hour basis, that it is running at the beginning of the month and not running at the end of the month.  So we can find the peak for LPAR A just during the period of time when DB2 is running, and in this example, that comes out to hour 2 at 75 MSUs.  The peak for A for the month was in hour 719.  It was 100 MSUs, but DB2 wasn’t running then.  So we won’t charge that peak of 100 against DB2.  We’ll charge the peak of 75 because DB2 was running when that peak was hit.  So DB2 gets charged 75.  z/OS gets charged 130. 

Now, let’s turn to chart 13, and it’s a modification of the chart we were looking at before on chart 10.  It’s our same machine, but now we’re able to distinguish between COBOL and DB2.  COBOL is a NO89 product.  It does not cut SMF89 records, and because of that, we don’t know which hours of the month COBOL was running.  Therefore, we have no choice but to simply charge COBOL for the peak of LPAR B.  We know that COBOL is in LPAR B because it’s indicated in the NO89 section of the JCL.  So we find the peak for LPAR B for the month is 136 MSUs.  COBOL is charged 136.  But with DB2, we can be more sophisticated.  We have more granularity because we have the SMF89 records.  So what’s at the lower right-hand corner of chart 13 is the same graph of LPAR B’s utilization.  The blue lines are the same, and the purple line, representing the rolling four-hour average for the times when DB2 was running, is what we’re able to find from the 89 records.  So notice that the purple line at the bottom graph is exactly the same shape as the red line at the top of the graph.  The shape of the spikes is the same, but what’s different is that the purple line has missing areas.  It has gaps, and the gaps represent the points in time when DB2 was not running.  So the purple line is representing the time when DB2 was running.  And when we say what was the peak rolling four-hour average for LPAR B for the hours when DB2 was running, we find that there was a peak towards the end of the month at 129 MSUs, a different peak than the peak that was towards the beginning of the month that we found for the LPAR B overall that was applied to COBOL, which is the NO89 product.  So this is an example of how you can have two products running in the same LPAR which end up with different MSU numbers on the SCRT report.  They might have been the difference between NO89 or an SMF89, and it could be the difference between two products cutting SMF89 records which were running at different times during the month.  

That’s all we have for this lesson.  I hope you found it useful.  Again, please, if you have questions, investigate the Software Pricing Web site, and you’re free to send questions to scrt@us.ibm.com.  Thank you.  
