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Abstract

This paper offers detailed configuration information regarding the IBM Storwize family in the
VMware virtual infrastructure environment with VMware vCenter Site Recovery Manager. The
purpose of this paper is to set appropriate expectations for customers with regard to high
availability (HA) options and automated failover using VMware 5.x vCenter Site Recovery
Manager.

Introduction

This paper describes how to implement VMware vCenter Site Recovery Manager when used with the
IBM® Storwize® family. This paper helps readers to install and configure Site Recovery Manager with
VMware HA and understand how to run a disaster recovery (DR) plan and a disaster recovery test. In
addition, readers can have a conceptual understanding of what is required in a true disaster recovery
scenario, which is much broader than just failover of the virtual infrastructure and storage environment.

Intended audience

This technical report is intended for:

e Customers and prospects looking to install and use VMware Site Recovery Manager with the IBM
Storwize family storage system

e Users and management seeking information to install and use VMware Site Recovery Manager
with the IBM Storwize family storage system

Scope

This technical report provides:

o Detailed deployment information on how to effectively install and use VMware Site Recovery
Manager with the IBM Storwize V7000 storage system, which is applicable to the complete
Storwize family

e Detailed design and implementation guide and configuration best practices

This technical report does not:
¢ Discuss any performance impact and analysis from a user perspective
¢ Replace any official manuals and documents from IBM and VMware on the products used in the
solution

Prerequisites

This technical paper assumes familiarity with the following prerequisites:

e Basic knowledge of the following VMware virtualization technologies and products:
- VMware vCenter Server 5.x
- VMware vSphere ESXi 5.x
- VMware vCenter Site Recovery Manager 5.x

e Basic knowledge of the IBM Storwize family storage system




Overview of a disaster recovery solution

As IT systems have become increasingly critical to the smooth operation of companies, the importance of
ensuring their continued operation, including rapid recovery when subsystems fail, has increased.

Before selecting a disaster recovery strategy, a disaster recovery planner should refer to their
organization's business continuity plan, which should indicate the key metrics of recovery point objective
(RPO) and recovery time objective (RTO) for various business processes. The metrics specified for the
business processes must then be mapped to the underlying IT systems and infrastructure that support
those processes. After mapping the RTO and RPO metrics to IT infrastructure, the disaster recovery
planner can determine the most suitable recovery strategy for each system.

RPO — This refers to the point in time to which data must be recovered as defined by the organization.
This is generally a definition of what an organization determines as an acceptable loss in a disaster
situation.

RTO - This refers to the duration of time and a service level within which a business process must be
restored, following a disaster or disruption, to avoid unacceptable consequences associated with a break
in business continuity.

The ideal solution will have both: a low RPO (in minutes) and RTO (ranges from minutes to hours). It is
important to test a DR solution to find whether it is suitable and efficient for business continuity.

Benefits of implementing VMware vCenter Site
Recovery Manager with the Storwize family

Implementing a virtualized environment using the VMware technology and VMware vCenter Site Recovery
Manager on the Storwize family storage systems provides the infrastructure for unique opportunities to
implement real working disaster recovery processes that are quick and easy to test, consume less
additional storage, and significantly reduce RTO and RPO duration.

VMware vCenter Site Recovery Manager is a market leading disaster recovery management product. It
ensures a simple, one of the most affordable and reliable disaster protections for all virtualized
applications. Site Recovery Manager uses cost-efficient VMware vSphere Replication or storage-based
replication to provide centralized management of recovery plans, enable non-disruptive testing, and
automate site recovery and migration processes.

The disaster recovery solution combined with the IBM Storwize family and VMware vCenter Site Recovery
Manager, helps to meet RTOs, reduces the costs traditionally associated with business continuance plans,
and achieves low-risk and predictable results for recovery of a virtual environment. Site Recovery Manager
integrates tightly with VMware vSphere, VMware vCenter Server, and storage replication software from
IBM to process site failover to recover rapidly, reliably, and affordably. It eases disaster recovery risk and
protects all business-critical systems and applications.




Key benefits
The key benefits of implementing VMware vCenter Site Recovery Manager are:
o Replace traditional and error-prone manual runbooks with simple and automated recovery plans.

e Enable frequent non-disruptive testing of recovery plans to ensure that they meet business
requirements.

o Automate site recovery and migration processes to ensure fast and reliable recovery.
e Streamline planned migrations and preventive failovers.

e Choose among a broad set of replication options. Use VMware vSphere Replication for affordable
replication, or storage-based replication for large, business-critical environments.

Overview of VMware vCenter Site Recovery Manager

VMware vCenter Site Recovery Manager is a business continuity and disaster recovery solution that helps
you plan, test, and run a scheduled migration or emergency failover of data center services from one site
to another.

Site Recovery Manager is an extension to VMware vCenter that enables integration with array-based
replication, discovery, and management of replicated data stores, and automated migration of inventory
from one vCenter to another. Site Recovery Manager servers coordinate the operations of the replicated
storage arrays and vCenter servers at two sites so that when virtual machines (VMs) at the protected site
are shut down, virtual machines at the recovery site are started up and use the data replicated from the
protected site to assume responsibility for providing the same services. Transfer of services from one site
to the other is controlled by a recovery plan that specifies the order in which virtual machines are shut
down and started up and the allocation of computer resources and the networks that might be accessed.
Site Recovery Manager allows you to test a recovery plan, using a temporary copy of the replicated data,
in a manner that does not disrupt the ongoing operations at site. Figure 1 shows the VMware vCenter Site
Recovery Manager architecture.
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Figure 1: VMware vCenter Site Recovery Manager architecture

Protected and recovery sites

In a typical Site Recovery Manager installation, the protected site provides business-critical data center
services, and the recovery site provides an alternative facility to which these services can be migrated.

The protected site can be any site where virtual infrastructure supports a critical business need. The
recovery site can be located thousands of miles away, or in the same site. In the typical case, the recovery
site is in a facility that is unlikely to be affected by any environmental, infrastructure, or other disturbances
that affect the protected site. Site Recovery Manager has the following requirements for the vSphere
configuration at each site:

o Each site must include at least one vSphere data center.

e The recovery site must support array-based replication with the protected site, and must have
hardware and network resources that can support the same virtual machines and workloads as
the protected site.

e One virtual machine must be located on a replicated data store at the protected site. This data
store must be supported by a storage array that is compatible with Site Recovery Manager.

e The protected and recovery sites should be connected by a reliable IP network. Storage arrays
might have additional network requirements.

e The recovery site should have access to the same public and private networks as the protected
site, though not necessarily the same range of network addresses.




Storage Replication Adapter

Storage Replication Adapter (SRA) is an interface between the storage subsystem and Site Recovery
Manager. IBM Storwize family SRA provides a means for VMware Site Recovery Manager to control the
IBM Storwize family features, such as replication and IBM FlashCopy® without VMware Site Recovery
Manager requiring any awareness of the storage system. The Storwize family SRA can be downloaded
from the VMware website and installed on the server running Site Recovery Manager.

Site Recovery Manager database

The Site Recovery Manager requires its own database for storing data such as recovery plans and
inventory information. Depending upon the version of Site Recovery Manager, this can be either
Microsoft® SQL Server database or Oracle Server database or IBM DB2® Server database. You can find
specific interoperability information at:
http://partherweb.vmware.com/comp_guide2/sim/interop_matrix.php?

The Site Recovery Manager server requires its own database to store recovery plans, inventory
information, and other associated data. Before installing the Site Recovery Manager server, you must
configure and initialize the databases for the Site Recovery Manager server.

The Site Recovery Manager database at each site holds information about virtual machine configurations,
protection groups, and recovery plans. Site Recovery Manager cannot use the vCenter Server database
because it has different database schema requirements. The database must exist before Site Recovery
Manager can be installed. If the Site Recovery Manager database at either site becomes corrupted, the
Site Recovery Manager servers at both the sites will shut down. Each Site Recovery Manager site requires
its own instance of the Site Recovery Manager database.

For the lab solution testing purpose, Microsoft SQL Server has been configured for the Site Recovery
Manager database.




IBM storage systems

IBM provides a range of storage systems designed to meet challenges. IBM storage systems support
many advanced storage functionalities such as IBM Real-time Compression™, automated tiering, storage
virtualization, and thin provisioning. These advanced functions, combined with the performance and
reliability expected of an IBM solution, result in better system performance and lower IT costs.

IBM Storwize family

The IBM Storwize family consists of a set of virtualized storage systems designed to reduce cost, simplify
management, provide cost saving advanced functionality, and provide high scalability. To meet this
challenge, IBM offers a range of storage systems running on the same core Storwize code base.

e IBM System Storage SAN Volume Controller
IBM System Storage® SAN Volume Controller (SVC) provides a modular and highly scalable
storage virtualization solution. SVC allows customers a single point of management for all the
storage in their IT infrastructure. SVC also augments the virtualized storage systems by providing
advanced storage features such as Real-time Compression and automated tiering, to name a few.
For additional information about IBM SVC, refer to the following URL:
ibm.com/systems/storage/software/virtualization/svc/

e |IBM Storwize V7000
The IBM Storwize V7000 storage system provides block storage enhanced with enterprise-class
features to midrange customer environments. The Storwize V7000 system can scale up to 240
drivers per control enclosure. Additionally, up to four control enclosures can be clustered, allowing
the Storwize V7000 system to scale up to 906 drives. For additional information about the IBM
Storwize V7000 system, refer to the following URL:
ibm.com/systems/storage/disk/storwize_v7000/index.html

e |IBM Storwize V7000 Unified
The IBM Storwize V7000 storage system combines the block storage capabilities of the Storwize
V7000 system with advanced file storage capabilities to form a single system for greater ease of
management and efficiency. The IBM Storwize V7000 Unified system contains the same 2U drive
enclosures of the Storwize V7000 system and two 2U file modules. For additional information
about the IBM Storwize V7000 Unified, refer to the following URL:
ibm.com/systems/storage/disk/storwize_v7000/index.html

e IBM Flex System V7000 Storage Node
IBM Flex System™ V7000 Storage Node is a high-performance block-storage solution that has
been designed to integrate directly with IBM Flex System. IBM Flex System V7000 Storage Node
provides advanced storage capabilities, such as IBM System Storage Easy Tier®, IBM Real-Time
Compression, thin provisioning, and more. For more information the IBM Flex System V7000
Storage Node, refer to the following URL:
ibm.com/systems/flex/storage/v7000/index.html

e |IBM Storwize V5000
The IBM Storwize V5000 system provides cost-efficient midrange storage. Built from the same




technology as the IBM SAN Volume Controller and IBM Storwize V7000 systems, the IBM
Storwize V5000 system offers advanced storage features in a cost-conscious package. For
additional information about the IBM Storwize V5000 system, refer to the following URL:
ibm.com/systems/hk/storage/disk/storwize_v5000/index.html

e |IBM Storwize V3700
The IBM Storwize V3700 system is an entry-level storage system designed for ease of use and
affordability. Built from the same technology used in all of the Storwize family, the Storwize V3700
system offers some of the advanced features that can be found in other Storwize models. For
more information about the IBM Storwize V3700 system, refer to the following URL:
ibm.com/systems/storage/disk/storwize_v3700/index.html




Using IBM Storwize family and VMware Site Recovery
Manager for disaster recovery

VMware Site Recovery Manager accelerates and ensures reliable recovery and simplifies disaster
recovery through the following functions:

e Automation

e Non-disruptive testing

e Eliminating complex manual-recovery steps
e Centralizing management of recovery plans

With Site Recovery Manager, you can create, update, and document disaster recovery plans to meet
RTOs, RPOs, and compliance requirements. Site Recovery Manager enables you to run automated tests
of recovery plans without disrupting the IT environment.

IBM Storwize family Copy Services features

The IBM Storwize family includes the following Copy Services features used by Site Recovery Manager:

e FlashCopy - Creates an instant, point-in-time copy from a source to a target volume.

e Metro Mirror - Provides a consistent copy of a source volume on a target volume. Data is written
to the target volume synchronously as it is written to the source volume, so that the copy is
continuously updated.

Note: You need to set up FlashCopy on the recovery site and Metro Mirror on the IBM Storwize family at
both sites for use with VMware Site Recovery Manager.

FlashCopy

The FlashCopy function copies the contents of a source volume to a target volume. Any data that
existed on the target volume is lost and is replaced by the copied data. After the copy operation has
been completed, the target volumes contain the contents of the source volumes as they existed at a
single point in time. The FlashCopy function is sometimes described as an instance of a time-zero
copy (T 0) or point-in-time copy technology. Although a FlashCopy operation takes some time to
complete, the resulting data on the target volume is presented so that the copy appears to have
occurred immediately.

Metro Mirror

The Metro Mirror Copy Services features enable you to set up a relationship between two volumes, so
that updates made to one volume are mirrored to the other volume. The volumes can be in the same
cluster or on two different clusters.

An application needs to send only writes to a single volume and the system maintains two copies of
the data. If the copies are separated by a significant distance, the Metro Mirror copies can be used as
a backup for disaster recovery. A prerequisite for Metro Mirror operations between clusters is that the
SAN fabric to which they are attached provides adequate bandwidth between the clusters.




For Metro Mirror, one volume is designated as the primary and the other volume is designated as the
secondary. Host applications write data to the primary volume, and updates to the primary volume are

copied to the secondary volume. Ordinarily, host applications do not perform 1/O operations to the
secondary volume.

The Metro Mirror feature provides a synchronous-copy process. When a host writes data to the
primary volume, it does not receive confirmation of I/O completion until the write operation has
completed for the write to both the primary volume and the secondary volume. This ensures that the
secondary volume is always up-to-date with the primary volume in the event that a failover must be
performed. However, the host I/O is subject to the latency and bandwidth limitations of the
communication link to the secondary volume.
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Figure 2: Write on volume in Metro Mirror relationship

Figure 2 depicts how a write operation to the master VDisk is mirrored to the cache of the auxiliary VDisk
before an acknowledgement of the write operation is sent back to the host that issued the write. This
process ensures that the auxiliary VDisk is synchronized in real time, in case it is needed in a failover
situation.

The Metro Mirror function supports copy operations between volumes that are separated by distances up
to 300 km.




When the application performs a write update operation to a source volume at the production site, the
following actions occur:
1. An application requests a write operation to the source volume. The write operation is written into
cache at the production site.
2. Production site, send the write operation to the target cache and at the recovery site.
3. The Storwize family array at the recovery site signals that the write operation has been completed
when the updated data is in its cache.
4. When Storwize family array at the production site receives notification from the target storage at
the recovery site that the write operation has been completed, it returns the I/O complete status to
your application.

IBM Storwize family partnership and replication

To use the Copy Services found in the IBM Storwize family, the Storwize storage systems need to be
connected to each other in what is termed as a partnership. With the Storwize 7.2 code release, there are
now two options for enabling this partnership.

Fibre Channel partnership for remote copy

The IBM Storwize family supports partnerships over Fibre Channel (FC). To facilitate long distance
replication, Fibre Channel over IP (FCIP) bridging can be used. The lab demonstration uses this type
of parternship.

IP Partnership for remote copy

Extending an FC network across remote distances can be very expensive. Storwize 7.2 and later
offers native IP replication as an alternative. The Storwize storage system generates the IP frames
that can be directly transmitted over Ethernet networks. This allows Storwize storage system to
establish partnerships over native IP links without the use of an FCIP device. Native IP replication
supports both Metro Mirror and Global Mirror.

The lab demonstration does not use IP replication. You can find information regarding the best
practices in configuring a native IP partnership at:

ibm.com/partnerworld/wps/serviet/ContentHandler/stg_ast_sto_wp_configuring-system-storage-
svc/lc=en_ALL _ZZ
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Solution architecture
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Figure 3: Solution architecture

Figure 3 depicts the basic architecture of the disaster recovery solution that is made up of IBM Storwize
V7000 and VMware Site Recovery Manager for enterprise IT virtual infrastructure. This solution is build
using VMware ESXi 5.x hosts, VMware vCenter servers, VMware Site Recovery Manager servers, and the
IBM Storwize V7000 storage systems on both protected and recovery sites.

In the lab solution validation environment, for the solution validation purpose, the VMware ESXI 5.x hosts
are configured with vSphere HA cluster. Protected and recovery sites are active with VMware ESXi hosts
running Microsoft Windows® and Linux® VMs. The IBM Storwize V7000 Metro Mirror type Remote Copy
replication has been configured and used for synchronous replication between protected site and recovery
site.
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Material list of solution setup in the lab

Table 1 lists the hardware and software used in the lab test solution setup.

Infrastructure Vendor Quantity | Details
component
Server running VMware | IBM (IBM 4
ESXi 5.x System x® 3650 M3)
Server running VMware | IBM (IBM 2
SRM server System x 3650 M3)
Server running VMware | IBM (IBM 2
vCenter server System x 3650 M3)
Storage system IBM 2 IBM Storwize V7000 Unified
ibm.com/systems/storage/disk/storwiz
e v7000/index.html
SAN switch IBM 4 IBM System Storage SAN24B-24
ibm.com/systems/networking/switche
s/san/b-type/san24b-
4/express/specifications.html
Network (Ethernet) Cisco Catalyst 6509 1
switch
IBM IBM Storwize V7000 control enclosure
version 7.1.0.1
IBM IBM System Storage SAN24B-24
software version 7.0.2b
VMware VMware vSphere ESXi 5.x
Software
VMware VMware vSphere vCenter Server 5.x
VMware VMware vSphere Site Recovery

Manager 5.x

Table 1: Hardware and software used in the lab test solution setup
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Lab solution test configuration summary
This section provides a brief summary of the lab solution test setup:
1. Zone server to storage systems.
Protected site:
Servers: Isvsonas15 and isvsonas16 (IBM System x 3650 M3)
Storage system: isv7k4 (IBM Storwize V7000)
Recovery site:
Servers: isvsonas19 and isvsonas34 (IBM System x 3650 M3)
Storage system: isv7k5 (IBM Storwize V7000)

2. Ensure that a zone containing all the storage system host ports exists to support storage systems
(isv7k4 and isv7k5) partnership.

3. Create server hosts on storage systems.

4. Create storage pools, managed disks (MDisks), and storage volumes on storage systems.

Pools:

Isv7kd4: SRM_RAID5_Prot (protected site)

Isv7k5: SRM_RAID5_ Recov (recovery site)

MDisks: RAID5, 2x7 HDDs 300 GB, 10 rpm 3.2TB (net)

Volumes (protected site): isv7k4: SRM_1_Prot 500 GB
SRM_2_Prot 500 GB
SRM_3_Prot 2TB
SRM_4_Prot 100 GB

Volumes (Recovery site): isv7k5: SRM_1_Recov 500 GB
SRM_2 Recov 500 GB
SRM_3_Recov 2TB
SRM_4_ Recov 100 GB

Map storage volumes to server hosts on storage systems.

Create partnership for storage systems.

Create Metro Mirror relationship for storage volumes between storage systems.

©® N o o

Place Metro Mirror volumes in a consistency group.

Note: For lab solution validation purpose, the test team mounted iISCSI-based Virtual Machine File System
(VMFS) volume. The raw device mapping (RDM) volumes are also supported.

13
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Zone servers to storage systems

You need to perform the following steps in the lab to zone the servers to the IBM Storwize V7000 storage

systems.

1. Assign appropriate alias to the host ports using the SAN management tool, as shown in Figure 4.

[ sAN1_IBM_2498_B24 - Zone Administration

4 Basic Zones

Zoning Modes 3
Bagic Zones Print Edit “iew Zoning Actions
Traffic Isolation Zones [ News ~ Resource Yiew ¥ d><p Refresh = Enahle Config Save Config Clear &l

rAIias rZone rZone Config |

/ﬂame ISWVEOMNAET S ¥ | Mew Aliaz | Delete | Rename

Member Selection List Aligz Members
1 Ittty

- b

S 1(SAN1_IBM_2498_B24)(24 Parts)

Q_JL Brocade Communications Systems, Inc. 10:00:5c: 7o ff: 30:6d:79

Wit (124 Devices)

Figure 4: Assign appropriate alias to the host ports

2. Assign appropriate alias to the IBM Storwize V7000 storage ports, as shown in Figure 5.

ERSAN1_IBM_2498_B24 - Zone Administration

q )
Zoning Mades b Basic Zones
8 Print Edit ‘“iew Zoning &ctions
Basic Zones :
Traffic Isolation Zones [ bewe = Resource View ¥ d><p Refresh ¥ Ensble Confiy  Save Config  Clear All
(Alias |/ Zone |/ Zone Config
Mamed |5 TH44 ¥ | Mew Alias | Delete | Rename
Member Selection List Aligs Members
1 Member.
] Q) IEM 50:05:07:68:02:10:00:18

Figure 5: Assign appropriate alias to the storage ports
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3. Create a new zone using the SAN management tool, as shown in Figure 6.

FAsaN1_IBM_2498 B24 - Zone Administration

Loning Modes

Basic Zones

Traffic lsolation Zones

Figure 6: Create a new zone

4. Add the newly defined host port and IBM Storwize V7000 storage ports alias to the newly created

Bazic Zones

Print  Edit “iew Zoning Actions

Pew ¥ Resource Yiew ¥ d}e;}ﬂ Refrezsh = Enshle Config

|/ Aligz |/ Lone |/ Lone Config

Marme DS4300%h_xX5_x9 "| New}-;c-ne| Delete

Member Selection List r

Ltached Dey
Wz (124 Devices)
Aliazes(133 Members)

EA Create New Zone

Zone name | WTH4 SOMAZIS |

Cancel | [

zone as shown in Figure 7 and Figure 8.
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Figure 7: Add host ports and storage ports to the newly created zone

[ saN1_IBM_2498_B24 - Zone Administration

q .
Zoning Modes b Basic Zones
s Prirt Edit View Zoning Actions
Basic Zones ]
Traffic Isolation Zones Mewwy ™ Fesource View ™ d)qp Refresh = Erahle Config Save Config  Clear &l
|/.~'1.Iiaa r Zone |/ Zane Canfig
Matne SAN_A ¥ Mew Zone Config | Delete | Rename | Clone
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@ /7R PITvIES Members) E 3040“\?{\4 e
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Figure 8: Newly configured host ports and storage ports in the new zone

5. Finally, save the configuration changes and then activate the zone set, as shown in Figure 9.
Repeat all of the zoning steps for the redundant fabric.

I SAN1_IBM_2498_B24 - Zone Administration

s :
Zoning Modes I ClEE HOmES

_ Print Edit “iew Foning &ctions
Basic Zones

: Traffic Isolation Zones Mew ~ Resource Wiew ¥ d?(p Refresh = | Enakble Config | | Save Config | Clear Al
__ 1 I/.&.Iias rZDne rZDne Config | 2 1

Figure 9: Save and enable the zoning configuration
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Zoning IBM Storwize V7000 storage system ports for the partnership

Create a zone containing all the IBM Storwize V7000 storage system ports for the partnership, as shown
in Figure 10. Repeat the steps for the redundant fabric.

Note: This step is required only when performing a Fibre Channel partnership. If you need to use an IP
partnership, refer to the IP partnership configuration guide. The URL has been provided in appendix A.

B} 5aNZ_IBM_2498_B24 - Zone Administration _ O] %]
q .
Toning Modes b Basic Zones
Bositgouas Print Edit “iew Zoning Actions
Traffic Isolation Zones Mew ¥ Resource View ¥ d><p Refresh ¥  Enable Confiy  Save Confiy  Clear Al

rAIias |/Zone |/Zone Canfig |

Matme [V7H4_VTHS ¥ | New Zone| Delete| Repame | Clone

Member Selection List Zone Members
1 1%P17B(1 Members) 4] 4 Members.
[ ISvP18A(1 Members) B [E slisses
[ 15¥P18B(1 Members) [ ISTHAA( Members)
[ ISvS0ONASTS(1 Members) [ 1S THAB(1 Members)
[ ISwSONASTB(1 Members) [ ISWTHSA( Members)
[ ISvSONAST9(1 Members) [ 1S THSB(1 Members)
[ 1ISvSONAS2(1 Members)
1 15SOMAS21(1 Members) A
[ I8vS0ONAS2201 Members) A

Figure 10: Creating a zone containing all storage ports partnership
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Create VMware ESXi hosts (Fibre Channel host) on the IBM Storwize
V7000 storage system

In the solution test lab environment, the VMware ESXi servers are appropriately installed and configured
with Fibre Channel host bus adapters (HBAs). This section describes how to create FC hosts using the
IBM Storwize V7000 GUI.

1. Open the host configuration window by clicking Hosts, as shown in Figure 11.

IBM Storwize V7000 e Reicrme, SipSREa | | togout | nelp

ISV7K4 > Home > Overview ¥

| i= Suggested Tasks ¥ |

g <& Rl

84 Internal 10 Fibre Channel

e Drives Li’ I @ ﬁ % Hosts

11 MDisks 3 Pools 4 volumes

) i

0 ISCSI Hosts

( Ports by Host ).
Host Mappings )
Volumes by Host ]

Welcome!

&-\ The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

!‘o,._
g b Visit the Information Center

Figure 11: Open the host window

2. To create a new Fibre Channel host, click New Host and then click Fibre Channel Host, as
shown in Figure 12.
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hoose the Host Type

Fibre Channel Host iSCSI Host
Create a host object with WWPN ports,  Create a host object with iSCSI ports.

iﬁcreate Hast ‘ E

Figure 12: Create a Fibre Channel host

3. Enter a host name and click the Fibre Channel Ports drop-down list to get a list of all known
worldwide port names (WWPNs) (as shown in Figure 13). Validate your SAN zoning to select the
appropriate WWPNs.

Host Mame (optional): | 1sysanasis

~ Fibre Channel Ports

| [ =] | & add Part to List | [[Resean |

10000000Z9AMCT3E

10000000C 3AACT3F
1000857 CFF306CFD sdded any WWPNs pet.

1000327 CFF306CF1

10008 CFCFFA0607E I
10008C7CFF306079 [ﬁ(;reate Hoet | B
21000024FF2C1CCA ==

21000024FF2C1CCE
COS0760370050002

Figure 13: Create a Fibre Channel host
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4. Add all the ports that belong to the host, as shown in Figure 14.

Create Host X

Host Mame (optional): | (sysonyasis

Fibre Channel Ports

|| | | q::' Add Port to List Rescan |

Port Definitions

10008C7CFF306D75 ®
10008 C7CFFS06D7Y b 4
||:| Adwvanced | |<ﬂ Create Host | | Cancel |

Figure 14: Add all WWPNs

5. Click Create Host and the wizard creates the host, as shown in Figure 15.

f

Create Host

The task completed.,

[ 100%
+ Details

The task has started. 1l:57 PN

Creating the host ISWVAEONAZ1E 1:57 PH

Bunning commatid: 1:57 PM

gwctask mkhost -force -hbavmmpn 1000BCTCEEI0NGDTE: 1000E8CTICEEI06DTY —name

ISY50NAS1S -type generic

The host (ID 2) was successfully created. 1:57 PH

Svnchronizing memory cache. 1:57 PM

The task i=s 100% complete. 1:57 PH

The task completed. 1:57 M
| Close | Cancel

Figure 15: Host created successfully
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ISV¥7K4 = Hosts > Hosts «

6. Click Close to return to the host window, as shown in Figure 16.

Tl Mew Hast = actions =

Narme

ISYP12 Online Genetic 2 M

ISVP13 /1 Deoraded Genetic 2 Ma
“ ISVP17_HPIV @ Qffline Generic 4 Mo

ISVYP17V2_VIOS2 @ Otfline Genetic 2 Mo
: ! ISVP18Y2_VIOS2 Q offine Generic 2 Mo

ISYP18V_VI1051 @ onlire Genetic 2 Mo
@ ISVSONAS1S ] online Generic 2 Mo

ISUSONAS16 Onfine Genetic 2 Mo
L&] ISVX4 & Criine Generic 2 No

ISVX5 @ oitine Genetic 2 Mo
™ =

Figure 16: All hosts

Create storage pools, MDisks, and storage volumes on the storage
systems

This section describes the fundamental steps involved in the internal storage configuration of the IBM
Storwize V7000 system.

In the lab, for solution validation purpose, the test team created a new storage pools using the Basic RAID
5 configuration and validated the appropriate MDisks in the newly created storage pools. After that, new
storage volumes are configured and appropriately mapped the newly created storage volumes to Fibre
Channel hosts on the IBM Storwize V7000 storage systems. The steps involved creating storage pools,
validation of MDisks, and configuring storage volumes (as described in this section).

1. Click the Pools icons at the left side of the window and then click Internal Storage, as shown in
Figure 17.
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IBM Storwize V7000

Welcome, superuser Legal | Logout | Help

ISV7K4 > Home > Overview v

. uggested Tasks + |

-

10 Fibre Channel

& 9

Volumes by Pool

( s 3 Pools 4 Volumes
{ External Storage b \‘=jj

| MDizks by Pools
(_System Migration v

0 iSCSI Hosts

@ Watch e-Learning: Overview
Welcome!
The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the

diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.

i

Al | gl overvicn
T %

&

&

b Visit the Information Center

[ 11

e s o iL Runnina Tasks (01 h [ Health st d

Figure 17: Accessing the Internal Storage window
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2. Select an appropriate physical drive pool from the Drive Class Filter pane on the left side and
click Configure Storage to launch the Configure Internal Storage wizard, as shown in Figure 18.

IBM Storwize ¥7000 e

ISY7K4 = Pools |Interna| Sturagel"’

.Y

Drive Class Filter

L
W All Internal

ra

- 278.90 GB, SAS
“ 10000 rpm
io_grpl
io_grpd i :
T Use |5tatu

47 Configure Storage l

278.90 GB, SAS
10000 rprm
io_grpl

"

@ Drnve (D | Capacity
~2a gi;'ul GB, Nearline 0 27EA0GE Spare o
1 dl i
t&‘i W 200 rgm 1 27690 GE Member il
. 2 27890 G Candidate on
| T

Figure 18: Internal Storage window
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3. In the solution lab test environment, the Basic RAID-5 configuration is selected (as shown in

Figure 19).

I
Configure Internal Storage Step I of 2 X

Use this wizard to allocate RAID arrays to storage
pools, After this configuration wizard completes, you
can create volumes from these storage pools,

Storage Found:
(14 drives) 278,90 GB, SAS, 10000 rprm, io_grpl

Use the recommended configuration: Basic RAID-5

Select this option to configure all available drives based on recommended values
for the RAID level and drive class. The recommended configuration uses all the
drives to build arrays that are protected with the appropriate amount of spare
drives,

Select a different configuration

Preset: |Basic RAID-S -
.4 Automatically configure spares

Optimize for Performance

Optimize for Capacity

14 Mumber of drives to provision

Configuration Summary:

2 » Basic RAID-5 (273,90 GB, SAS, 10000 rpm, io_grp0);
7, 7 drives
0 Hot Zpares
0 Unconfigured Drives

| Mext = Cancel

Figure 19: Select a RAID preset
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4. Create a new storage pool (as shown in Figure 20) and click Finish to complete the wizard.

Configure Internal Storage Step 2 of 2 X

Preset:
Basic RAID-5

Expand an existing pool

i Create one or more new pools

Pool Name or Prefix

SRM_RAIDS_Prot

) Thoose Icon (8

|_ < Back | Finish | | Cancel |

Figure 20: Create new storage pools

5. Click Close to return to the Internal Storage window, as show in Figure 21.

Create RAID Arrays

The task completed.

[ 100%:
+ Details
Bunmiing commsatid: 2L PH;I
swctask mkarray -drive 9:8:6:7:4:3:2 -lewvel raidbd -sparegoal 1 2
Successfully created RATD array (ID &) Z:Z1 FM
The task iz 6% complete. Z:21 PM
Buanning commstad: Z:2Z1 PM
swctask mkarray -drive 5:10:22:16:17:21:23 -level raidf -sparegoal 1 2
Buccessfully crested PATID array (ID 7)) Z:Z1 PM
Byvnchronizming memory cache. £2:21 PM
The task i= 100% complete. £2:21 PM
The task completed. Z2:21 PM =

Close Zancel

Figure 21: Complete the storage pool creation
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6. Verify that the new storage pool and the MDisks were created properly by clicking the newly
created storage pool, as shown inFigure 22

IBM Storwize ¥7000 = Welcome, superuser

IS¥7K4 > Pools > MDisks by Pools ¥

% New Pool /(3 Detect MDisks  i= Actions

Name | Status Capacity | Mode .
ﬁ Notin a Pool

L @ Pool1_SAS_RS Onlinz |l]% | Obwytes Uzed 11,93 TB

© @ SRM_RAID5_Prot Online [0% | Obytes Used 327 TB

mdiskb Cinline 163 TH Array
mdisk? Cnline 1E3TH Array

L! @ @ Pool2_NLSAS_R6 Cinline [0% | Obytes Used ig.14 TB
i

Figure 22 Completed storage pools

7. Inthe IBM Storwize V7000 GUI, click the Volumes icon and then click Volumes to open the
Volumes window, as shown in Figure 23.
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| IBM Storwize V7000 — Welcome, superuser legal | Logout | Help

ISV7K4 > Home > Overview v

. ‘= Suggested Tasks ¥ J

&

84 Internal
Crives

-

10 Fibre Channel

== & = iy -

. |
= MDisks 3 Pools 4 Volumes

0 iSCSI Hosts
| Volumes by Host
4
» “' Overview
H @ Watch e-Learning: Overview
& Welcome!
The diagram represents all of the objects that need to be configured. To learn more about each object, click the icon in the
diagram. For some objects, e-Learning modules include a tutorial of the steps that are required to complete the task. To
configure these objects, either select the associated task from Suggested Tasks or use the icons in the left navigation.
» Visit the Information Center

TP Ty T T B AP 7T S| e —
https://9.11.82.251/gui#volumes-all

Figure 23: Volumes window

8. Click New Volume to start creating a new volume, as shown in Figure 24.

IBM Storwize Y7000

| Status | Capacy Storage Pool

n Mo tems found.

v
Figure 24: Create a hew volume

9. For the solution validation purpose, click Generic and select the newly created storage pool, as
shown in Figure 25.
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Mew Yolume

Select a Preset

ra

4 441 3

Generic Thin-Erawision Mirror Thin Mirrar Compressed
Select a Pool
B, - |FAtter.
Free Capacity | Capacity
Poall _=AS RS online 11.95 TB 1185 TB
Pool2_MLSAS _RE Cinline 514 TH 5.14 TH
SRM_RAIDS_Prot online 327 1B 327 TB

Adwanced...

ﬁ Create

Figure 25: Create a generic volume
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10. In the solution test lab environment, four volumes have been configured by clicking Create and
Map to Host, as shown in Figure 26.

MNew Yolume X

Select a Preset

| advanced... |

Generic

Figure 26: Create generic volumes

Summary: 4 volumes, 3.03 TB total, 245,25 GB free in pool

Thin-Frowvision Mirror Thin Mirror Compressed
Select a Pool
Frimary Fool: SRM_RAIDS_Prot | Edit |
Select Names and Sizes
Yolurme Mare Size Add Volurmes
SRM_1_Prat 500 GB —p 1
SRM_Z_ Prot 500 SE — o 5
SRM_3_Prot z,000 GB — o 58
SRM_4_Prot 100 B —p o= 34

|ﬁ Create | Dﬂ Create and Map to Host |
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11. Click Continue to create volumes and map storage volumes to server hosts on the storage
system, as shown in Figure 27.

Create Volumes

The task completed.,

100%:
= Details
The task i=s 7L5% complete. Z:131 Pl{ﬂ
Creating the wolume ZPFM 4 Prot (100 gb) £:31 PN
Burming commarid: Z:31 PH

swrctask mkrdisk -cache readwrite -copiez 1 -iogrp io grpl -mdiskgrp
S5EM BRIDS Prot -mame S5EM 4 Prot -size 100 -syncrate 50 -unit gb -vtype

striped

The wolume (ID 3) was successfully created. Z:31 PH

Svnchronizing memory cache. Z:31 PH

The task is 100% complete. Z:31 PH

The task completed. Z:31 PM| =
Continue Cancel

Figure 27: Create generic volumes

12. Select the appropriate server host to map to the newly created volumes, as shown in Figure 28.

Modify Host Mappings

Host: |-- Choose a host ---| = |
-- Choose a host ---
[SVP12
ISWP13 [’U Map Yolumes [L Apply Cancel

JISVRL7_MPIY
[SVPI7VZ_VIOSZ
[SVP1EVZ_VIOEZ
[3WP18YV_VIOSL
[SYSONASIS
[SYSONASLE
[5Vxd
[SWXS

Figure 28: Map storage volumes to the server host
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13. Click Apply to finalize the storage volumes mapping to selected server host, as shown in

Figure 29.
Modify Host Mappings X
Host [1svsonasis| ||
Unmapped ¥Yolumes Yolumes Mapped to the Host
> Map L - Edit 5¢SI 1D € Unmap L -
Hame apac UID D N ][]
i SRM_1_Prot BO0S07E3128500028000000000000000
| Mo items found > 1 SRM_2_Prot BO0507EE028500028000000000000001
2 SRM_3_Prot £0050768028500028000000000000002
3 SRM_4_Prot £0050768028500028000000000000003
€
Showing 0 volumes | Selecting 0 volumes Showing 4 mappings | Selecting 0 mappings
|DnMap Yolumes | |Dnnpp|y | | Cancel |

Figure 29: Map storage volumes to the selected server host

14. Click Close to complete the host mapping, as shown in Figure 30.

Modify Mappings

E’] The task completed.

| 100%

» Details
Creating the mapping for wvolume 2FM 2 Prot to host ISWIONAZSLE Z: 34 PH;I
Punning commatrd: Z:34 PM
swctask mkvrdiskhostmap -force -host 8 —=sosi 2 2
The task is 75% complete. Z:34 PM
Creating the mapping for wolume 2PFM 4 Prot to host ISWI0NAZS1E Z:34 PM
Punming commarid: Z:34 PM
swctask mkvrdiskhostmap -force -host 8 —=scsi 3 3
The task is 100% complete. Z:34 PM
Svnchronizing memory cache. Z:34 PM
The task completed. Z:34 PM|=

Close | Zancel

Figure 30: Modify mapping task completed
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Managing remote copy using the GUI
This section describes the remote copy configuration using the GUI.

Remote copy consists of two methods for copying: Metro Mirror and Global Mirror. Metro Mirror is
designed for metropolitan distances in conjunction with a synchronous copy requirement, while Global
Mirror is designed for longer distances without requiring the hosts to wait for the full round-trip delay of the
long distance link.

Metro Mirror and Global Mirror are IBM branded terms for the functions synchronous remote copy and
asynchronous remote copy respectively.

Note: In the lab solution test setup, the team used Metro Mirror based remote copy method. Following
steps are performed to configure the Metro Mirror based remote copy method.

Note: The partnership creating steps are specific to using a Fibre Channel based partnership. If you will
be using a native IP partnership, refer to the IP partnership configuration guide in appendix A.

Create partnership for storage systems (protected site)

The first step is to configure the partnership for storage systems of the protected site and the recovery
site. Following steps involves configuring the partnership for the storage systems.

Note: Start the partnership configuration on the IBM Storwize V7000 storage system at the protected
site.

6. Click Copy Services and then click Partnerships, as shown in Figure 31.
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IBM Storwize V7000

Welcome, superuser Legal | Logout | Help

ISV7K4 > Home > Overview ¥

| Suggested Tasks + |

w @

84 Internal

= o = @ = @

11 MDisks 3 Pools

ki

10 Fibre Channel

4 Volumes

g g

0 External
Storage Systems

0 iSCSI Hosts

— GETETTED

FlashCopy

| Consistency Group: )

'Learning modules include a tutorial of the steps that are required to complete the task. To
er select the associated task from Suggested Tasks or use the icons in the left navigation.

b Visit the Information Center

Figure 31: Partnership window
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7. Click New Partnership to create a new partnership, as shown in Figure 32.

IBM Storwize Y7000

ISY7K4 = Copy Services > Partnerships =

Partnership Filter 8

[ FE Mew Partnership

Mo partnerships are defined.

Figure 32: Create a new partnership

8. Provide the recovery site IBM Storwize V7000 storage system information (as shown in Figure 33)
and click Create.

Create PartnerEhip_ X

System
ISY7KS -

Bandwidth {MBps=s)
' 1000] |

HE Create l [ Cancel ]

Figure 33: Create a new partnership
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9. Click Close after the new partnership is created, as shown in Figure 34.

Create Partnership

The task completed.

[ 100%

« Details

The task has started.

2:4% FPM
The task i=s 0% complete. £:48 PM
Creating partnership with ISV7ES £:48 PM
Bunning commard: £:48 PM
swvctask mkpartnership -bandwidth 1000 00000Z00R0OA00ZEC
Svnchronizing memory cache. £:48 PM
The task i=s 100% complete. £:48 PM
The task completed. £:48 PM

Close Cancel

Figure 34: Partnership task complete

Note: The recovery site’s IBM Storwize V7000 storage system health status shows degraded until
partnership is created for recovery site, as shown in Figure 35.

) IS¥7K4 - Copy Services - IBM Storwize ¥7000 - Mozilla Firefox

File Edit Wiew History Gookmarks Tools  Help

[HISVNGPWTZZ - Hosts - IBM Flex System ... | I 15v7Ke4 - Capy Services - I6M Storwize .., X IMISWKS - Copy Services - I6M Storwize V... | +

€ | @ hitps:j[10.10.0.204)quidtcopyservices-partnerships adls

- Googe Pl &

(5 Mostvisted | IBML | WGP | ) IF5 () BluePages §

IBM Storwize Y7000

IS¥7K4 = Copy Services > Partnerships ~

Partnership Filter L}

: \:Di Mew Partnership | \:%z fctions ¥ \

ISV7KS
Partially Configured:
R ISV7K5

\ /

Partially Configured: Local

Bandwidth: 1,000 MBps

Celmimshad

Status Alerts o
R ———

I Degraded  Remote Parnerships I

Q Running Tasks (2 ) 1 Health Status

Figure 35: Partnership health status
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Create partnership for storage systems (recovery site)

This section describes the partnership configuration on the IBM Storwize V7000 system at the
recovery site.

Click New Partnership to create a new partnership on the IBM Storwize V7000 system at the
recovery site as shown in Figure 36.

IBM Storwize ¥7000

ISY7K5| > Copy Services > Partnerships
Partnership Filter !

[ HE Mew Partnership

Mo partnerships are defined,

Figure 36: Create a new partnership

Figure 37 shows the new partnership on protected site storage system has been established with
protected site storage system

IBM Storwize Y7000 Welcome, superuser Legal | Logout | Help

IS¥7K5 = Copy Services > Partnerships ~

Partnership Filter 8
- % [Di Mew Partnership } [EE Actions ¥
ISY7K4
Fully Configured ISV7K4
Fully Configured
“ Bandwidth: 1000 MBps
|
&
Semmicte (01T IBRED ) 2T 7775 1 R, =L —

Figure 37: New partnership is established with the protected site storage system
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Configure remote copy (Metro Mirror) relationship for storage volumes between
protected site and recovery site IBM Storwize V7000 storage systems

To create a new remote copy relationship, click Copy Services and then click Remote Copy to open
the Remote Copy window (as shown in Figure 38).

Legal | Logout | Help

IBM Storwize V7000

Welcome, superuser

ISV7K4 > Home > Overview v

0 External

{ ‘= Suggested Tasks ¥
84 Internal 10 Fibre Channel
Drives Hosts
| — —D
@ 11 MDisks 3 Pools 4 Volumes

\:::

0 iSCSI Hosts

Storage Systems

—_—

FlashCopy

e objects that need to be configured. To learn more about each object, click the icon in the
eaming modules include a tutorial of the steps that are required to complete the task. To
r select the associated task from Suggested Tasks or use the icons in the left navigation.

{_Partnerships p)

.
‘
&

&

b Visit the Information Center

Figure 38: Open the Remote Copy window

1. Click New Relationship to create a Metro Mirror relationship for the storage volumes between the
IBM Storwize V7000 storage systems (as shown in Figure 39).

IBM Storwize Y7000

ISY7K4 > Copy Services > Remote Copy *

=3 Mew Consistency Group | ??New Relationship | i= Actions +

| Hame | wiate
;’a L’d f Notin a Group
il

Figure 39: Remote Copy window

| Master volum
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2. Select Metro Mirror as the relationship type (as shown in Figure 40) and click Next.
MNew Relationship Step I of 5 X
Select the type of relationships that you want to create,

L ;’ a ] Metro Mirror

-

¥ 3—_._ :I Global Mirror

-t =

¥ | 3.[_,_ "4 Global Mirror with Change Yolumes

-

Mext = Cancel

Figure 40: Metro Mirror relationship

3. Specify the location of the auxiliary volumes and click Next, as shown in Figure 41.

MNew Relationship Step 2 of 5

Where are the auxiliary volumes located?

On this system

On another system

ISW7KS -

< Baclk Mext = Cancel

Figure 41: Setting the auxiliary volume location

4. Configure the master and auxiliary volumes relationships by clicking Add (as shown in Figure 42,
Figure 43, Figure 44, and Figure 45, then click Next.
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MNew Relationship

Select the master and auxiliary volurmes to use in the relationship.

Master Auxiliary
SRM_1_Prot —_ SRM_1_Recov
Capacity: 500,00 GB add
< Baclk Mext = Cancel
Figure 42: Setting remote copy relationship
Mew Relationship
Select the master and auziliary volumes to use in the relationship.
Master Auxiliary
SEM_2_ Prot —_— SREM_Z2_Recow
Capacity: 500.00 GB add
SRM_1_Prot & SRM_1_Recov b 4
< Back Mext = Cancel

Figure 43: Setting remote copy relationship (continued)
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Mew Relationship

Select the master and auxiliary volumes to use in the relationship,

Master Auxiliary

SRM_5 Praot —_ SEM_3_Recoy

Capacity: 2.00 TB

SRM_1_Prot S SRM_1_Recoy &
SRM_2_Prot s SRM_Z2_Recov k4
< Back Mext = Cancel
Figure 44: Setting remote copy relationship (continued)
New Relationship
Select the master and auxiliary volumes to use in the relationship.
Master Auxiliary
S

Add
SRM_1_Prot 5 SRM_1_Recov b4
SRM_2_Prot 5¢ SRM_2_Recoy b4
SRM_3_Prot S SRM_3_Recov b4

< Baclk Cancel

Figure 45: Setting remote copy relationship (continued)
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5. A window opens and asks if the volumes in the relationship are already synchronized. In most
situations, the data on the master volume and on the auxiliary volume are not identical. So, select

No, the volumes are not synchronized and click Next to enable an initial copy, as shown in
Figure 46.

News Relationship ter. i X

Are the volumes in this relationship already synchronized?

¥es, the volurmes are already synchronized,

Mo, the volumes are not synchronized.,

< Back Cancel

Figure 46: Activate an initial data copy

6. Select Yes, start copying now and click Finish, as shown in Figure 47.

News Relationship i of 5 X

Do you want to start copying now?

¥es, start copying now,

Mo, do not start copying.,

< Back Cancel

Figure 47: Specifying if you want to start copying now or later
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Create a consistency group and place the Metro Mirror volumes in a consistency
group

A consistency group is a logical entity that groups copy relationships. By grouping the relationships,
you can ensure that these relationships are managed in unison and the data within the group is in a
consistent state. The following steps show how the test team configured the consistency group for the
Global Mirror volumes in the lab solution test setup.

1. In the IBM Storwize V7000 window, click Copy Services and then click Remote Copy.

2. Click New Consistency Group, as shown in Figure 48.

——————— T
IBM Storwize ¥7000 r—

Welcome, superuser

ISY7K4 > Copy Services > Remote Copy ¥

I # New Consistency Group | P New Relationship  := Actions +

Hame State: ‘Master, Volume:

A
=) j"_"‘_’ﬁ Notin a Group

| "Ruziliany Yolume

“ rereld Inconsistert Copying SRM_1_Prat SRh_1_Recav
rcrelt Inconsistent Copying SRM_2_Prot SRM_Z_Recoy
Inconsistert Copying SRM_3_Prot SRM_3_Recov

L! rerel2

F=__ ]

Figure 48: New consistency group

3. Enter a name for the consistency group, and then click Next (as shown in Figure 49).

Mews Consistency Group Step F of 8 X

Enter a name for the consistency group:

Consistency Group MName: SRM_CGI| |

 Mext > | | Cancel |

Figure 49: Enter a name for the new consistency group
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4. Select On another system, to specify the location of the auxiliary volumes, as shown in Figure
50.

New Consistency Group x

Where are the auxiliary volumes located?

On this system

On another system

ISWFKS

R

|_ < Back | | Mext = | | Cancel |

Figure 50: Auxiliary volumes location

5. Select Metro Mirror as the relationship type and click Next, as shown in Figure 51.

Mew Consistency Group Step d of 8 X

Select the type of copy that you want to create:
e tr .
& ;1 a g Metro Mirror
H“a_r_'j‘ f‘d Global Mirror
e
ry = : ;
LW‘{-I:;& Global Mirror with Change ¥Yolumes

| < Back | _ Mext = | | Cancel |

Figure 51: Select Metro Mirror relationship

43



6. As shown in Figure 52, select the existing relationships to add to the group and then click Next.

Mew Consistency Group Step 5 of 8 X

Select existing relationships to add to the group {optional), Mew relationships can be created and added to the
group on the next panel.

rerell SRM_1_Prot SRM_1_Recav IS THA ISYTHS
rerelt SRM_2_Prot SRM_2_Recov IS4 THA ISYTHS
rorel? SRM_3_Prot SRM_3_Recaov IS THd ISWTkS

Ctri+Click to select

| | |

Showing 3 relationships | Selecting 3 relationzhips

|_ < Back | l MNext = I | Cancel |

Figure 52: Select the existing relationships to add to the group

7. Click Next to continue or add additional master and auxiliary volume to create new relationships,
as shown in Figure 53.

Mew Consistency Group Step 6 of 8 X

Select the master and auxiliary volumes for new remote copy relationships to
add to the remote-copy consistency group, (optional)

Master Auxiliary

&dd

|_ < Back | | Mext = | Cancel |

Figure 53: Create relationships between the master and auxiliary volumes
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8. Select No, the volumes are not synchronized and click Next, as shown in Figure 54.

MNew Consistency Group

Are the volumes already synchronized?

¥es, the volurmes are already synchronized,

Mo, the volumes are not synchronized.,

< Back Cancel

Figure 54: Volume synchronization option

9. Select Yes, start copying now and click Finish to complete the consistency group configuration,
as shown in Figure 55.

MNew Consistency Group

Do you want to start copying now?

¥es, start copying now,

Mo, do not start copying.

= Back Cancel

Figure 55: Start copying now after configuring new consistency group

10. Validate that the consistency group is successfully created and then click Close to return to the
remote copy window, as shown in Figure 56.
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Create Remote-Copy Consistency Group

The task completed.

100%:

The task is &0% complete.

Bunning commatrd:
srctask chrcorelationship -consiztgrp SBM CG1 rorel?

The task i=s 20% complete.
Starting remote copy (3PN CG1)

Punning commatd:
srctask startrcconsistgerp SBEM CG1

Svnchronizing memory cache.
The task is 100% complete.
The task completed.

2:07
2:07

2:07
2:07
307

2:07
3:07
3:07

|_ Close |

M
M
M =

Cancel

Figure 56: Consistency group created successfully

Note: Metro Mirror logical unit numbers (LUNs) will not be available until copying is complete.
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Installing and configuring disaster recovery solution
using VMware Site Recovery Manager

This section illustrates important configuration and installation tasks to be performed for the enterprise
virtual infrastructure disaster recovery solution using VMware Site Recovery Manager.

e Configure vSphere HA.

¢ Install the Site Recovery Manager plug-in.

e Install SRA.

e Configure the Site Recovery Manager plug-in.

Requirements for vSphere HA cluster

This section explains the prerequisites and the procedure for configuring vSphere HA.

Prerequisites

The following prerequisites must be met for configuring vSphere HA.
e All hosts must be licensed for vSphere HA.
¢ You need at least two hosts in the cluster.

e All hosts need to be configured with static IP addresses. If you are using Dynamic Host
Configuration Protocol (DHCP), you must ensure that the address for each host persists
across restarts.

e There should be at least one management network in common among all hosts and the best
practice is to have at least two. Management networks differ depending on the version of the
host that you are using.

For more detailed information about configuring the vSphere HA, refer:

http://pubs.vmware.com/vsphere-51/topic/com.vmware.|Cbase/PDF/vsphere-esxi-vcenter-server-51-
availability-guide.pdf

Network path redundancy

Network path redundancy between cluster nodes is important for vSphere HA reliability. A single
service console network ends up being a single point of failure, and can result in failover, although
only the network might have failed.

If you have only one management network, any failure between the host and the cluster can cause an
unnecessary (or false) failover activity if heartbeat data store connectivity is not retained during the
network failure. Possible failures include network interface card (NIC) failures, network cable failures,
network cable removal, and switch resets. Consider these possible sources of failure between hosts
and try to minimize them, typically by providing network redundancy.

You can implement network redundancy at the NIC level with NIC teaming, or at the management
network level. In most implementations, NIC teaming provides sufficient redundancy, but you can use
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or add management network redundancy, if required. Redundant management networking allows
reliable detection of failures and prevents isolation or partition conditions from occurring, because
heartbeats can be sent over multiple networks.

Configure the fewest possible number of hardware segments between the servers in a cluster. The
goal is to limit single points of failure. Additionally, routes with too many hops can cause networking
packet delays for heartbeats and increase the possible points of failure. Figure 57 shows the network
path redundancy configuration.

Yiew: | wSphere Standard Switch  wSphere Distributed Switch |

Networking
Standard Switch: wSwitcho Remove...  Propetties...
Wirtual Machineg Port Group Physical Adapters
L3 WM Metwork o o EF vmnic4 10000 Full 3
wWhkernel Port aB@ vmnicO 1000 Full  §3
L3 Management Metwark g

vk 9.11.83.84

standard Switch: wSwitchUSEQ Remove...  Properties...
Whkernel Port Physical Adapters
LA IMM_Metworkl i ER wusbl stand by [

winkl @ 169,254,95,101

Figure 57: Network path redundancy configuration

Steps to configure vSphere HA

Perform the following steps to configure vSphere HA.

Connect to vCenter Server 5.x using vSphere client 5.x with appropriate user credentials.
Select the Hosts and Clusters view.
Right-click the data center in the Inventory tree and click New Cluster.
Complete the New Cluster wizard. Do not enable vSphere HA (or DRS) at this time.
Click Finish to close the wizard and create the cluster.
Based on your plan for the resources and networking architecture of the cluster, use the vSphere
Client to add hosts to the cluster.
7. Right-click the cluster and click Edit Settings.
The cluster's Settings dialog box is where you can modify the vSphere HA (and other) settings for
the cluster.
8. On the Cluster Features page, select Turn On vSphere HA.
9. Configure the following vSphere HA settings as appropriate for your cluster.
e Host Monitoring Status
e Admission Control
e Virtual Machine Options
e VM Monitoring
10. Click OK to close the cluster's Settings dialog box.

o0k wh =
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For more information about configuring vSphere HA, refer to the vSphere Availability Guide at:

http://pubs.vmware.com/vsphere-51/topic/com.vmware.|Cbase/PDF/vsphere-esxi-vcenter-server-51-
availability-guide.pdf

Figure 58 shows the solution test lab protection site vSphere HA configuration.

(2 ISYSONAS30.s0nasad.com - vSphere Client =l E3
File Edit Wiew Inwventory Administration Plug-ins Help
ﬁ @ |E§ Home b g8 Inventory b [l Hosts and Clusters | ﬁ'-lv Search Inventaory ‘Q,|

. i T g
’ﬁ.‘—ﬁ == n Y

[ &) ISYSONASI0.sonasad,com
[l [y Protected Siee - &

Protected Site-A Primary Cluster

=l [ [Protected Site-A Primary Cluster | Getting Started NI _
@ 9.11.83.8¢ close tab —
@ 9.11.83.85

s <R m What is a Cluster?

A cluster is a group of hosts. When you add a hostto a
cluster, the host's resources become part of the clusters
resources. The cluster manages the resources of all hosts
within it.

Cluster
Clusters enable the vSphere High Availability (HA) and

vSphere Distributed Resource Scheduler (DRS) solutions.

Host

Basic Tasks

Ef Add a host

Datacenter

ﬁﬂ' Create new virtual machine

vCenter Server

vSphere Client

o
4| | »

Recent Tasks Mame, Target or Status contains: = I Clear x

Marne Target | Status | Details | nitiated by | wCenter Server | Requested Start Ti... = | Start Time | Campleted Time
4] | H©
Y Tasks @ Alams | |License Period: 331 daps remaining  [SONASAD simusr Y

Figure 58: Protection site vSphere HA configuration
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Install the Site Recovery Manager server and the Site Recovery
Manager plug-in

This section provides the procedures used to configure and install the VMware Site Recovery Manager in
the lab solution validation setup.

1. Create a Site Recovery Manager database. In the solution validation setup, Microsoft SQL Server
2008 R2 has been configured to create the Site Recovery Manager database.

2. Download the Site Recovery Manager server from http://downloads.vmware.com/ and install the
Site Recovery Manager Server at the protected site and at the recovery site.

3. Start the vSphere Client and connect to the vCenter Server at either the protected or the recovery
site.

4. On the vSphere Client menu bar, click Plug-ins and then click Manage Plug-ins.

5. In the Plug-In Manager window, in the Available Plug-ins section, locate VMware vCenter Site
Recover Manager Extension and click Download and Install.

6. Review and accept the certificate.
Note: This step only occurs if you use certificate-based authentication.

7. After the download is complete, click Run to start the installation wizard, select the installation
language, and click OK.

8. Click Next to start the installation and then click Next again on the VMware Patents page.

9. Select | accept the terms in the license agreement and then click Next.

10. Click Install.

11. After the installation is complete, click Finish.

A new Site Recovery icon appears on the Home page in the vSphere Client, as shown in Figure 59.
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[} IS¥SONAS30.50nasad.com - vSphere Client [_ o]
Fil= Edit Wiew Inwentory Administration Plug-ins Help
:j |@ Harne | E{'Iv Search Invenkory |L_;|
b RE o = = =
Search Hosts and Clusters Dratastores and Metworking
Datastore Clusters
Administration
- o T
% 2
B =
Roles Sessions Syskem Logs wCenter Server wenter Solutions  Storage Providers viZenter Service
Settings Manager
M anagement
s [ Eﬂ
ETh e el
‘/(\,ﬁ : i i‘_, &0 5
Scheduled Tasks Ewvents Host Profiles WM Storage Customization
Profiles Specifications
Manager
Solutions and Applications
=X
Site Recavery
Recent Tasks Mame. Target or Status contains: ~ Clear *
Narme | Details Initisted by | vCenter Server | Requested Stark Ti... — | Start Time | Completed Time
4] I =l
¥ Tasks @ Alams | [Licerse Period: 331 daps remaining  [SONASADNsmusr 72

Figure 59: Site Recovery Manager plug-in

Connect the protected and recovery sites

It is important to connect the protected and the recovery sites before using VMware Site Recovery
Manager. The sites must authenticate with each other. This is known as site pairing.

Note: Before pairing the protected and recovery sites, make sure that you have correctly installed the
appropriate VMware vCenter Site Recovery Manager license keys.

For more information on pairing protected and recovery sites, refer to the VMware Site Recovery Manager
Installation and Configuration guide at:

http://pubs.vmware.com/srm-51/topic/com.vmware.|Cbase/PDF/srm-install-config-5-1.pdf
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Figure 60 shows the site connection (pairing) configuration of the solution lab validation setup.

) 15¥S0NAS30.50nasad.com - vSphere Client

(=] E3
File Edt View Inventory Administration Plug-ins Help
@ @ |Eh Horme DIJ;H Solutions and Applications PE? Site Recovery D@ I5%50NAS30, sonasad, com | =l Search Inventory |Q‘

Configure Connection

Hame [
(4] jsvsonas30 (Local)

isvsanas31

Sites

.{G Array Managers

[ ¥SphereReplication

@ Protection Groups

[E Regovery Plans

Recent Tasks

@etting Started r_éurnrnar';‘-'

Getting Started with Site Recovery Manager
These steps will help you configure Site Recavery Manager (SRM)
for protection and recavery,

1. Connect the Sites
Set up two way pairing between the sites,
» Configure Connection

2. 5et Up Inventory Mappings
Set up inventory mappings between the sites, Set up mappings
far both sites for two-way protection.
+ Resource Mappings
+ Folder Mappings
» Metwork Mappings

3. Assign Placeholder Datastores
Specify a datastore to use for placsholder Yis, Seta
placeholder datastore at each site in order to perform reprotect
and failback.

o Placehaolder Datastores

4. Configure Array Based Replication
&dd an array manager for both sites, and then enable the
discovered array pairs for use with SRM,
o Hrw i Confinre Array Mananers in SRR

Protected Site

Protected VMs

VML UM UM W N

o

Recovery Site

o T L <

Hosts

§=

closetab [

a

Mame, Target or Status contains: I Oear X

Mame

& Tasks @ Alams |

Status | Details | Initiated by | wCenter Server

Requested Start Ti.., — | Start: Time

| Completed Time

|License Period: 329 days remaining  |SONASAD smusr Y/

Figure 60: Site connection configuration
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Installing and configuring SRA for IBM Storwize V7000

This section illustrates the procedure for installing and configuring SRA for IBM Storwize V7000.

1. Download the SRA from http://www.vmware.com/download/srm/.

2. Install SRA on both protection and recovery sites. Note: It is important to install and configure Site
Recovery Manager before installing SRA for IBM Storwize V7000. For further information, refer to
the user guide that comes with SRA for IBM Storwize V7000.

3. Atfter successful installation of SRA for IBM Storwize V7000, run the configuration utility on both
protection and recovery sites of the Site Recovery Manager server. Figure 61 shows the SRA
configuration utility. Select Standard as the volume type and enter the appropriate value in the
Test MDisk Group ID field.

Note: The Test MDisk Group ID option instructs SRA to which MDisk group on the recovery site
IBM System Storage SAN Volume Controller must be used to create FlashCopy (target) volumes
during test recovery operation. For more information, refer:
http://pic.dhe.ibm.com/infocenter/strhosts/ic/topic/com.ibm.help.strghosts.doc/SVC%20SRA/2.1.0/
PDFs/SVC_Adapter_for VMware_ VC_SRM_2.1.0_UG.pdf

£t IBMSYCSRAULI |
e
[™ Pre-Configured Env. e e e
1
—Yolume Tvpe
&+ Standard Test MDisk Group ID 12|
" Thin Provisioned)Space EFfcient ™ Protect Source Yols
" Compressed Yolume Src, MDisk. Group ID I

Supported SYC Model:CGE, CFa [ Protect Target vols

Supported SYC Code level wersion :
e e e Tat, MDisk Group I0 I

Ik Cancel i

Figure 61: SRA configuration utility
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4. Using vSphere client, connect to Site Recovery Manager and select the array managers in the left
pane. Click the SRAs tab and click Rescan SRAs. This refreshes the SRA information, allowing
Site Recovery Manager to discover the SRA (as shown in Figure 62).

|f-__7j IS¥SONAS30.50nasad.com - ¥Sphere Client M= E3
File Edit View Inventory Administration Plug-ins Help
|Q Home [ &j Solutions and Applications E? Sike Recovery b G 15%S0MAS30, s0nasad com Eﬁf =| Search Inventory |C§‘

@ Add Array Manager

Array Managers

isvsonas30 (Local)

Harme ‘ tatus Getting Started | Summary
@ isvsonas30 {Local)
@ isveonas3l How do I download an approved Storage Replication Adapter (SRA) s Rescan SRAs
IBM System Storage SAN ¥olume Controller Adapter for ¥Mware vCenter Site Recovery Manager
SRA: IBM Syskem Storage SAN Yolume Controller Adapter for Yiware vCenter Site Recovery Manager
Status: QK
Yersion: 2.2.0
Yendor: IBM Corparation
Install location: C:JProgram FilesfMware/YMware vCenter Site Recovery Managerstorage/srajIBMSYC
Yendor URL: http: f . ibm comfdownloads
Supported array models: IBM Corporation, I8M 2145
Supported software: IEM SAN Yolume Controller Metra Mirror 6.3
TBM SAN Yolume Controller Global Mireor 6.
Sites
|.J Array Managers
ﬁ wSphere Replication
\) Protection Groups
@ Recovery Flans
Recent Tasks Mame, Target or Status containg: - I Clear X
Mame Target Status | Details | Initiated by | wCenter Server Requested Start Ti.., — | Start Time: ‘ Completed Time |

|Licenze Period: 328 days remaiing  [SOMASAD\smust v

P Tasks @ Alams |
Figure 62: SRA for IBM Storwize V7000 installation status

Configuring array managers

After you pair the protected site and the recovery site as shown earlier, configure their respective array
managers so that Site Recovery Manager can discover replicated devices, compute data store groups,

and initiate storage operations.
Note: Before you configure array managers, it is mandatory to:
e Connect both protection and recovery sites.
e Install and configure SRA at both protection and recovery sites.

For more information about how to configure array managers, refer to the VMware Site Recovery Manager

Installation and Configuration guide at:
http://pubs.vmware.com/srm-51/topic/com.vmware.|Cbase/PDF/srm-install-config-5-1.pdf
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Note: It is important to provide the primary and remote IBM Storwize V7000 storage systems while

configuring array managers (as shown in Figure 63).

@ Add Array Manager - is¥ysonas30

e B e ==

=====r

— Primary SAR Yaolume Controller

CIM Address of Primary SWiC:

CIM Address aof Remote SYC:

Mame Filber;

Usernarne;

Password;

580 Yaolume Controllers' embedded CIM IP Addresses, username and passwaord

|9.11.82.251 :5080

Enter IP address of the embedded CIM agent with the port
number.fex: 10.11.12,12:5939)

|9.11.82.252:5989

Enter IP address of the embedded CIM agent with the port
number.{ex: 10,11,12,12:5939)

Leave empty For Full discovery, Enter comma separated lisk of
volume, volume prefix or Consiskency Group name For specific
discowvery, (e cniDisk, usiDisk, Fr)

ISLIFIEI’LISEI’

Enter username to conneck to CIM

I********l

Enter password ko connect to CIM

.

Help |

= Back | Mexk = I

Zancel

Figure 63: Configuring array managers

55



Select an array pair in the Discovered Array Pairs section and click Enable. Figure 64 shows the solution

lab setup with an array pair enabled.

= B
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Figure 64: Array pair configuration
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Finally, click the Devices tab to validate the array manager configuration (as show in Figure 65).
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Figure 65: Array manager device configuration on the protected site
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Note: Repeat the same steps on the recovery site also (as shown in Figure 66).
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Figure 66: Array manager device configuration on the recovery site

Configuring inventory mappings

Inventory mappings establish recovery site defaults for the folders, networks, and resource pools to which
the recovered virtual machines are assigned. These mappings are created at the protection site, and they
should apply to all virtual machines in all protection groups at that site.

Ensure that resources at the protection site are mapped to the resources at the recovery site. These
mappings are applied to all members of a protection group when the group is created, and can be
reapplied as needed (for example, when new members are added.) If mappings are not created, the
VDisks must be specified individually for each virtual machine that is added to a protection group. A virtual
machine cannot be protected unless it has valid inventory mappings for networks, folders, and computer
resources. Inventory mappings are not required for resources that will not be used by protected virtual
machines.
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You need to perform the following steps to configure inventory mappings in the solution test lab.

1. Click Sites in the left pane and select the site for which you need to configure inventory mappings.
2. Click a tab for a type of inventory object to configure.
You can choose the Resource Mappings tab, Folder Mappings tab, or the Network Mappings
tab.
3. Select an inventory object and click Configure Mapping.
4. Expand the inventory items and navigate to the network, folder, or resource pool on the recovery
site to which you need to map the protected site resource.
5. Optionally, you can specify how to create the mapping:
e Select an existing resource from the list
e Click New Folder or New Resource Pool to create a folder or a resource pool on the
recovery site to which you need to map.

The selected resource appears in the Recovery Site Resources column, and its path relative to the
root of the vCenter Server on the recovery site appears in the Recovery Site Path column.

Creating protection groups

A protection group is a group of VMs that are intended to fail over together. Grouping such VMs together
on a single VMFS LUN is convenient. This procedure is also preferred because a one-to-one relationship
between a protection group and a data store exists.

Before creating a protection group, the protected site must be connected to the recovery site, and the
array managers must be configured. To be protected, a virtual machine must have the folder, network
connection, and resource pool assignments that are also valid at the recovery site. Configure inventory
mappings before creating protection groups, unless intending to configure these mappings individually for
each member of the group.
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You need to perform the following steps to create a protection group in the solution lab environment.

1. Click Protection Groups and click Create Protection Group.

2. On the Select Site and Protection Group Type page, select which site to protect and select Array
based replication (SAN) as the protection group type.

3. Select an array pair and click Next. Figure 67 shows the selected configuration for the protection

group.

['57,1 Create Protection Group E3

Select site and Protection Group Type
Select the protected site and replication type For this prokection group.

Protected Site

Datastare Groups
Mame and Description O e {Local)
Ready to Complete

—Protected Site

" iswsonasal

— Protection Group Type

" wSphere Replication (YR}

i Array based replication {San)

— &array Pair

v @ Protection-IEBM Storwize W7FO00-9,11.82,251
I '_J IS%7E4 paired with ISY7ES

Help | = Back | Mexk = I Cancel |

Figure 67: Select the site and protection group type
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4. Select the data store group from the list and click Next (as shown in Figure 68).

@ Create Protection Group E
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@ SRM_3_Port_2TE Will be added o this protection group

Wirtual Machines on Selected Datastore Groups (5):

Wirtual Machines Datastore | Skatus #
h WINZKE_RZ_WMZ SREM_1_Prot-500... Wil be added to this protection group
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Gh WINZKS_RZ_WM1 SREM_1 Prot-500... Wil be added ta this protection group
5 WINZKS_R2_\M SRM_1_Prok-500,... Wil be added tao this protection group
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Figure 68: Select One or More Datastore Groups page

5. Enter a name and optionally, a description for the protection group and click Next.
6. Finally, click Finish to create the protection group and begin the protection of the specified virtual
machines.

For more information on configuring, refer to IBM System Storage SAN Volume Controller Adapter for
VMware vCenter Site Recovery Manager at:

http://pic.dhe.ibm.com/infocenter/strhosts/ic/index.jsp?topic=%2F com.ibm.help.strghosts.doc%2FSVC_SR
A-homepage.html
Creating, testing, and running recovery plans

Finally, after you configure Site Recovery Manager at the protected and recovery sites, you can create,
test, and run a recovery plan. For more information about how to create, test, and run a recovery plan,
refer to the Site Recovery Manager Administration guide at:

http://pubs.vmware.com/srm-51/topic/com.vmware.|Cbase/PDF/srm-admin-5-1.pdf
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Summary

This paper describes all the steps required to install and configure disaster recovery solution with IBM
Storwize V7000 and VMware Site Recovery Manager, and demonstrates that Site Recovery Manager
helps to easily manage complex VMware environments. It also describes how to configure Storwize family
with Copy Services features, and how the SRA works together with Site Recovery Manager to implement
the disaster recovery solution.

VMware vCenter Site Recovery Manager, combined with IBM Storwize family Copy Services features,
FlashCopy, and Metro Mirror, provides a simplified disaster recovery solution. An easy-to-use GUI is all
that is required to manage the task of defining, testing, and running a disaster recovery plan. This
contrasts well with the manual scripting and complexity of more traditional disaster recovery solutions.
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Appendix A: Resources

The following websites provide useful references to supplement the information contained in this paper:
e |BM Systems on PartnerWorld®
ibm.com/partnerworld/systems

e |IBM Redbooks®

ibm.com/redbooks

e |BM Publications Center

www.elink.ibmlink.ibm.com/public/applications/publications/cgibin/pbi.cgi?CTY=US

e IBM Storwize family
ibm.com/systems/storage/storwize/

e |BM Storwize family IP Partnership Configuration Guide
ibm.com/partnerworld/wps/servlet/ContentHandler/stg_ast_sto_wp_configuring-system-storage-

svc/lc=en_ALL_ZZ

e VMware vCenter Site Recovery Manager Documentation
https://www.vmware.com/support/pubs/srm_pubs.htmi

YW @IBMSystemsISVs
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