POWER5 Processor-based Server Virtualization Simulation Script

Developed by Lee Cheng, Solutions Enablement

This simulation is a recorded version of the live POWER5™ Processor-based Server 

Virtualization Demonstration developed by Solutions Enablement using real World application workloads. 

Operating the Simulation

Two files make up the demo:  “POWER5 Virtualization.htm” and “POWER5 Virtualization.swf”. To run the demo, you would click on the “POWER5 Virtualization.htm” file to start the browser. You should also maximize the browser window to have the browser run in full-screen mode. You will be prompted to download and install Macromedia Flash payer, if you don’t already have it.

The simulation consists of two parts. The first part of the simulation is a series of slides

which give a high level overview of the demonstration. These slides help setup the

context of the demonstration. To advance between these slides, simply click the mouse

anywhere on a slide. The second part of the simulation is an interactive recording made

up of various mini-movies that were captured from the live demonstration and then

linked together in sequence. The linking between mini-movies is set up to act like the real

demonstration in that it requires the user to interact with the demo by clicking the mouse

on the appropriate button on the graphical user interface just like the real live

demonstration. If the viewer of the simulation forgets which button to press next, they

will be prompted by the simulation at the end of each mini-movie. At anytime before each mini-movie ends, the viewer can click the next button in the simulation sequence to

bypass the rest of the current mini-movie as well as the next action prompt and continue

on to the next mini-movie in the simulation sequence.

This script will use a phrase such as [click on the blue dial] to inform the viewer what

their next action should be. Once again, if the viewer forgets the next action in the

simulation sequence, they will be prompted for that action by the simulation.

Lastly, at the top of the simulation there is a playback control bar that

allows the viewer to quickly navigate to any desired part of the simulation as well as to

pause/resume/jump forward and backwards through the simulation. Please note, the

playback control bar makes no distinction between slides and the mini-movies that make

up the simulation. For its navigational purposes, they are all called slides. 

POWER5 Processor-based Server Virtualization Demonstration (Overview Slides)

The following demonstration is a capture of the live demo set up in the IBM Benchmark Center in Beaverton, Oregon. It is intended to show how a POWER5 processor-based server can be virtualized to support many logical partitions running multiple application workloads simultaneously in order to increase overall server utilization.

This demo runs best if you run your browser in full-screen mode. If you haven’t already done so, please maximize your browser window to go into full-screen mode.

[Click the title to begin, or click the “Skip Intro” button to bypass the demonstration

setup slides and proceed directly to the simulation]
This demonstration utilizes three types of machines. First, a POWER5 processor-based server will be used to demonstrate its processor virtualization capabilities. Second, there is a Hardware Management Console (HMC) that is used to manage the POWER5 processor-based server by allowing the demonstration to modify the server’s configuration in order to see what the effects of those changes are on various workloads. In addition, four eServer™ xSeries® servers running Linux® were used to simulate client activity for these applications

[Click anywhere to continue]
The POWER5 processor-based server used in this demonstration is an eServer™ pSeries® p5 570 which has four processors. All these four processors are in the shared pool and are used to support four partitions.
First there is a “Trade3” partition running AIX 5L™ V5.3, WebSphere® 5.1.1 and DB2® 8.2 database. Trade3 is an Internet-based benchmark application that simulates an online stock-trading application. The Trade3 application allows a user to create and modify user profile, log in and log out, get stock quotes, purchase and sell shares, and browse a portfolio. In this demo, the workload simulated 400 users entering transactions from browser interface.

Next there is an SAP® Sales and Distribution, or “SAP® SD” partition running AIX 5L™  V5.3, SAP R/3 Enterprise 4.70 and DB2 8.2 database. This application is used by many diverse companies, and the application workload used for this demo was the Sales and Distribution script commonly used for SAP benchmarking. This script included order, delivery, posting and invoicing transactions based on the typical mix used at real customer locations.  In this demo, the workload simulated 350 users entering these transactions. 

There is also a “SAP BW” partition running AIX 5L™  V5.3, SAP BW and DB2 8.2 database. SAP BW is a data warehousing application that provides decision-support tools used for query, reporting and multidimensional analysis.  The primary BW workload used for this study was 20 users entering complicated queries.   

Lastly, the Samba file server partition running SUSE LINUX Enterprise Server 9 for POWER (SLES 9) handled the file server workload generated using NetBench primitives. 
[Click anywhere to continue]

The demonstration consists of three different tools that will be used to demonstrate the

POWER5 processor-based server virtualization capabilities and its effect on various

workloads and overall server utilization. The first tool is an logical partition (LPAR) Monitor that will be used to show the overall utilization of the processors in the shared pool. This is the

horizontal gauge at the top of the monitor. Since this demo is configured to use all four

processors in the shared pool, this gauge shows the overall utilization of the

machine. Below the “Overall System” gauge, on the monitor tool, there are four windows.

Each window is a separate monitor. There is one window for each of the four partitions on

the server. For example, the monitor window in the upper right (the one with the green

dial) is monitoring the “SAP SD” partition. This partition is where the SAP Sales and Distribution

application is running. Each monitor window shows a partition’s entitlement along with a

gauge which is used to indicate how the partition is tracking relative to this entitlement.

Additionally, each monitor window will also show the capped/uncapped state of the

partition as well as the state of Simultaneous Multithreading.

[Click anywhere to continue]

The second tool in the demonstration is a perl script simstat.pl which is used to monitor SAP benchmark. This demonstration uses the simstat.pl tool running on the SAP SD load generator on xSeries server to observe the SD throughput and response time as changes are made to the POWER5 processor-based server. 

[Click anywhere to continue]

The last tool used in the demonstration is the Web-based System Manager tool sometimes called (WebSM). This tool is used to interface with the HMC and is used to manage and change the configuration of the POWER5 processor-based server. Through this WebSM tool, the viewer will simulate using the Dynamic LPAR functions to add processor resources to a running partition as well as uncapping that partition.

[Click anywhere to continue]

Now that we have described the environment, let’s take a look at the effect of Micro-

Partitioning on real workloads.

[Click anywhere to proceed]

POWER5 Processor-based Server Virtualization Demonstration (Simulation)

As the demonstration begins, the LPAR Monitor tool is reporting that the “SAP SD”

partition has an entitlement of five tenths (0.50) of a processor. Since the SD workload generator is driving more transactions than the SD server can handle into the partition, it is running at 100% utilization and therefore is using its full entitlement. This can be seen on the green gauge. The LPAR Monitor tool is also reporting that “SAP SD” partition is capped and Simultaneous

Multithreading (SMT) is currently off for this partition.

Also notice that the SAMBA file server partition has an entitlement of seven tenths (0.70) of a processor, and is using its full entitlement. This can be seen on the yellow gauge.

The other two partitions, Trade3 and SAP BW partitions are idle so the average overall utilization of the shared pool and thus the server itself is approximately 30% as shown by the “Overall

System” gauge at the very top of the LPAR Monitor tool.

Let’s start the simstat tool to monitor the throughput and response time of the SD workload. 

[Click anywhere to continue]
simstat is a Perl script we use to continuously observe the throughput and response time of SAP SD benchmark environment. We enter simstat command with –s 10 option which tells simstat to report a new line of data every 10 seconds. The first line of simstat output is not meaningful and should be ignored.

A highlight box was drawn over the throughput column to make it more visible.

With only five tenths of a processor assigned to the SD partition, simstat is reporting approximately five transactions per second and an average response time of 60 seconds. This can be seen in the highlighted columns of the simstat output. 

Next let’s take a look at the effects of turning on SMT for the “SAP SD” partition.

[Click the words “Simultaneous Multithreading Off” in the “SAP SD” LPAR

Monitor window to simulate turning on Simultaneous Multithreading]

This action will send a command to the Operating System (OS) running in the partition to turn

on SMT. As a result of turning on SMT the transaction throughput, as reported by

simstat, increases significantly from five transactions per second to seven to nine transactions per second.  Notice how the utilization of the LPAR remains constant. The LPAR is still only using five tenths of a processor, but is now getting 40-60% more work out of that five tenths of a processor by utilizing Simultaneous Multithreading.

[Click anywhere to continue]
Let’s add processor entitlement to the “SAP SD” partition and see what effect this has

on the overall utilization and the transaction throughput. In order to add more processor

entitlement, we will use the Dynamic LPAR function of the WebSM tool. To do this:

[Click the highlighted “SAP SD” partition name in the WebSM tool]

[Now click on the “Dynamic Logical Partitioning” menu item from the LPAR actions

popup menu]

[Next click on the “Processor Resource” menu item from the pull-out Dynamic Logical

Partitioning submenu]

[Lastly, click on the “Add” menu option from the Processor Resource pull-out menu]

This will bring up the “Add Processor Resources” dialog in order to specify additional

processor resource for the “SAP SD” partition.

[Click in the “Processing units to add:” field to simulate entering 0.5 additional

processing units]

[Click the OK button to simulate the action of adding the additional 5 tenths processing

units to the partition]

The dynamic LPAR operation gets started, and the changes in SAP SD throughtput starts happending.

Notice, how adding an additional five tenths to the original five tenths of a processor in the

“SAP SD” partition will now bring the entitlement to one whole processor. Consequently, the transaction throughput has increased to about 20 transactions per second. Our server is more heavily utilized. Now at about 42%. But we still have more than 50% of the server’s potential sitting idle.

[Click anywhere to continue]
Now let’s add more workload on the server by launching a workload on the Trade3

partition.

[Click the Red dial to start the Trade3 workload]

This action will launch a workload that will drive the “Trade3” partition to 100%

utilization and thus to its maximum allowed entitlement. The gauge will hover around

this entitlement since the LPAR is capped. Notice how the transaction throughput, in the

“SAP SD” partition was not affected by the additional workload on the server. So

now the server is doing more work, but it is still not 100% utilized.

[Click anywhere to continue]
Since we still have some free processor resource because the server is not 100% utilized, let’s uncap the “SAP SD” partition so that it can utilize any free resources when it may need them. This will allow it to agrow beyond its entitlement when needed as long as there are free resources available. To uncap the “SAP SD” partition:

[Click the highlighted “SAP SD” partition name in the WebSM tool]

[Now click on the “Dynamic Logical Partitioning” menu item from the LPAR actions

popup menu]

[Next click on the “Processor Resource” menu item from the pull-out Dynamic Logical

Partitioning submenu]

[Lastly, click on the “Add” menu option from the Processor Resource pull-out menu]

This will bring up the “Add Processor Resources” dialog once again. This time we will

check the “Uncapped” button in order to uncap the partition.

[Click the box next to the word “Uncapped” in the dialog]

Notice how a “Weight:” field has now appeared. This field allows the specification of a

weight factor. It specifies a priority among the uncapped partitions for the available free

processing resource. The weight factor is a value ranging from 0 – 255, with the default

being 128. This weight factor is used in a calculation to calculate what portion each

partition receives of the free processing resource. For example, if there are two uncapped

partitions with equal 128 weight factors, then they would share equal portions of the free

processing resources. 

At this point of demonstration, 46% of our server is still not utilized. When SAP SD partition becomes uncapped, it will be able to use some or all of that unutilized processor bandwidth. 

[Click the OK button to simulate uncapping the “SAP SD” partition]

The dynamic LPAR operation gets started, and the changes in SAP SD throughtput starts happending.

Notice how the SAP SD partition has now gone beyond its entitlement and the throughput levels off at approximately 34 transactions per second. Since SAP SD partition is currently the only active uncapped partition, it can utilize all the extra processing resource as long as it needs it. 

[Click anywhere to continue]
Let’s now demonstrate the distribution of free processor resource by starting another uncapped partition by launching the SAP BW workload. 

[Click the blue dial and then on the “Launch Workload popup button to launch this

workload on the “SAP BW” partition]

Since SAP BW partition is uncapped, and we are driving the workload to utilize more than its entitlement, notice how this “SAP BW” partition has gone beyond its one processor entitlement. In addition, both SAP BW and SAP SD have the same weight factor of 128 assuming both workloads are equally important, therefore the free processor resource are equally divided by the two partitions. Both SD and BW partitions stabilizes at 1.40 processor utilization. 

[Click anywhere to continue]
Let’s now alter the scenario and assume that our “BW” workload is more important than The “SD” workload, because executives need to make some important decisions based on the results of these queries. Under this new assumption, let’s change the ”BW” weight factor to 255.

[Click the highlighted “SAP BW” partition name in the WebSM tool]

[Now click on the “Dynamic Logical Partitioning” menu item from the LPAR actions

popup menu]

[Next click on the “Processor Resource” menu item from the pull-out Dynamic Logical

Partitioning submenu]

[Lastly, click on the “Add” menu option from the Processor Resource pull-out menu]

This will bring up the “Add Processor Resources” dialog once again. This time we will

change the “weight” value to 255.

[Click the weight value filed next to the word “weight” in the dialog]

[Click the OK button to simulate changing the weight factor of the “SAP SD” partition]

The dynamic LPAR operation gets started, and the changes in SAP SD throughtput starts happending.

Notice how the SAP BW is now using approximately 1.6 processor whereas SAP SD is using 1.3. The 0.8 free processor resource is split between BW and SD partitions at the ratio of 2 to 1. 

[Click anywhere to continue]
For the last part of the demonstration let’s simulate the workload on the “Trade3”

partition ending, thus freeing up the resources that were being used by this partition.

[Click the red dial to stop the Trade3 workload]

Notice that as the workload winds down on the “Trade3” partition, Both the SAP BW and SAP SD

partitions will pick up the now free processing resource and utilize it to drive up the transaction throughput of SAP SD. That is until the “Trade3” partition needs the processing resource back. At which time the “SAP BW” and “SAP SD” partitions will drop and again once again share the free processing resource.

Let’s start the workload on the “Trade3” partition again.

[Click the red dial to start the Trade3 workload]

You can see the processing resource was given back to the “Trade3’ partition. 

[Click anywhere to continue]
You have now seen how the flexible allocation of processor resources in micro-partitions

on POWER5 processor-based servers can ensure that workloads receive the processor capability they need “on demand” while making efficient use of the installed hardware.

This technology makes it possible to realize high levels of service while reducing total

cost of ownership (TCO).

IBM POWER5 processor, Micro-Partitioning, Virtualization and Simultaneous Multi-threading are the tools you need to meet your business goals.

This concludes the demonstration.

Note: The last slide of the demo shows the following disclaimer. Please direct viewers’ attention to the disclaimer

mportant to understand that all of these are synthetic tests using simulated application workloads and 
It is important to understand that all of these are synthetic tests using simulated application workloads and customers should validate their own application performance prior to using this technique in a production environment.  This was only a functional demonstration and these measurements were not meant as a substitute for an official benchmark.   The SAP systems were not highly tuned for performance, and the benchmark tools were used only as a mechanism to provide a consistent workload.

All performance information was determined in a controlled environment.  Actual results may vary.  Performance information is provided “AS IS” and no warranties or guarantees are expressed or implied by IBM. 

Other company, product or service names may be trademarks, or service marks of others.
