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Abstract


�This White Paper—part of a series of DCOM related White Papers—introduces several real-world solutions that apply DCOM to facilitate development and deployment of distributed applications.
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Air time


The scenario described in this paper will show how DCOM can eliminate the need for a custom communication infrastructure and how easy it is to include the connectivity provided by the Internet in the design of a distributed application.


Background


A company sells airtime for commercials on behalf of a couple of local radio stations. It is a fast moving and aggressive business, where airtime slots are sold, often at the last minute, over the phone. Customers constantly ring up requesting information about free slots, and during peak office hours, some twenty or so customers need to be handled at once. As unsold slots do not bring in any revenue, timely access to information is vital.


The Existing System


The current system used by the company is comprised of a simple program for the Microsoft® MS-DOS® operating system, which is running on the workstations, used by the sales consultants, and displays the status of all the slots for each radio station. Once a slot has been booked all the workstations need to be updated. All of the actual air time information is stored in a single database held on a small UNIX server.


One of the original challenges when designing the system was to devise a mechanism to handle updates from the UNIX server out to all of the client workstations. A special protocol was developed, which ran over TCP/IP that handled the two-way communication needed to keep the information on the workstation screens up to date.


Though the system met most of the original design requirements, it proved to have some limitations:


The lack of graphics in the MS-DOS application made it difficult to quickly identify free slots on a particular day for a specific radio station.


It was difficult to integrate any of the information into the office suite used to send out confirmation letters and faxes, and to perform revenue projections.


The communications protocol was prone to locking up from time to time, and unfortunately, the programmers who developed the original code on the UNIX server no longer worked for the company, and no one else fully understood how it worked.


New sales consultants found the application cumbersome to use until they were familiar with the particular keyboard commands.


At the same time, the company was also looking for ways in which it could get the latest air time slot information out to its customer, that would not tie up their sales consultants on the phones, thereby freeing them up to generate more sales leads.


The Solution


Once the company started looking at its requirement, it came up with a couple of obvious conclusions:


Windows® 95 was to be used as the workstation operating system.


The new application needed to be graphics-based so that the airtime slots could be viewed in a more visually accessible format. 


The user interface should be designed so that it was easier for new users to work with, but without constraining existing users.


The application should integrate with Microsoft Office, the company’s new office suite.


At this point, it would have been easy to simply rewrite the front-end application in a Windows-based tool, such as the Visual Basic® programming system or Visual C++® development system, and recreate the existing system. 


However, it was the impetus to solve the problem of publishing air time slot information to its main customer base, thus freeing up time for the sales consultants, that lead to the company investigating the use of the Internet. By making this information available over the Internet, many of the existing inquiries could be satisfied by allowing users to view this information using an Internet browser. The information could come directly from the database, so it would always be up to date. Obviously, sensitive information, such as the owners of the booked slots, would not be available over the Internet.


The New Architecture


The decision to use the Internet heavily influenced the application and system architecture the company used, particularly as it wished to avoid creating one system for the sales consultants, and one for the customers.


The chance to re-engineer the system lead to a few other opportunities. 


The new application would support COM Automation, so that simple Microsoft Visual Basic for Applications (VBA) scripts could be used to extract information from the system, as well as drive the system to a limited extent. Some scenarios that would prove valuable included:


Whenever a new slot had been sold, the information that had been entered into the system could be used to create a conformation fax that could be sent off immediately to the customer.


A revenue projection program could easily be created to display budget forecasts.


It would be possible to automate the process of handling customers who prebooked regular slots without having to enter each slot manually.


To support the Internet, as well as help lower system administration costs, it was decided to install a Windows NT® Server to host the new database, Microsoft SQL Server™, and Microsoft Internet Information Server.


ActiveX™ Controls that used DCOM formed the basis of the new architecture. The airtime slot information for a particular day could be viewed using an “airtime” ActiveX Control developed by the company. The control could be hosted in the Visual Basic applications developed for use internally within the company, or Microsoft Internet Explorer for customers accessing the company’s Web page to view air time information.


The “airtime” control used DCOM to communicate to a server-side component located on the Web server, which had access to the SQL Server database where the airtime information resided. By using the distributed nature of DCOM to communicate between the client and server component, the company did not need to develop any of its own communication code. 
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By using a DCOM ActiveX Control on the client side, the control could receive updates from the server-side component, allowing the information to be updated in real time, in response to changes in airtime sales. Without the �ActiveX technology, the HTML page would have had to be regenerated and retransmitted periodically, which would have absorbed more bandwidth, and not produced real-time results.


The company was also able to reduce development costs by using the same ActiveX Control in the internal applications that were used to fulfill the various work scenarios that it had identified. This was possible as the control exposed access to all of its functionality through COM automation. 


Future


With the success of the new system, and the increased use of the Web-based facilities, the company is considering ways in which it can enhance the range of services it offers to satisfy existing customers, and attract new customers.


One of projects under development is to use the Microsoft ActiveX Server Framework to create more dynamic HTML pages that can be customized for existing customers to provide additional information, such as discount offers and purchase incentive ideas.


The company is also looking to host commercial sponsorship messages on its Web site as a way of funding extra investment in its system. The ActiveX Server Framework provides an easy way to display different sponsorship messages and images on the Web pages that are constantly changing.


The company is also looking at taking booking requests directly over the Internet.


Parcel Delivery


This fictitious scenario shows some of the benefits of migration from a simple two-tier client server to a distributed component system.


Background


A parcel delivery service company has depots around the country. The existing system has a Windows NT Server in each depot, with a number of PC workstations, typically anywhere between five and fifty.


A private wide area network connects all of the depots. Major depots are using higher-speed lines and smaller depots connect with lower-speed lines to these main depots.


Some of the databases were held at the depots, and were running Microsoft Access, while others were held centrally, and ran Microsoft Access and �SQL Server.


The problems with the system included:


Several different stand-alone systems had been developed which handled different aspects of the parcel management, each system was slightly different from the others, and each had varying degrees of ease-of-use and functionality.


Managing and configuring over two thousand machines was proving a very difficult and frustrating task that needed to mastered.


Some of the systems were extremely slow due to the size of the applications that had developed. However, the cost of upgrading all of the workstations with more memory would be extremely expensive.


As the system had grown, inconsistencies in the way data from the database was extracted and interpreted had gradually crept into the different parts of the applications; some applications used stored procedures, while some had “cut and paste” pieces of code from other applications. The differences between the different back-end databases only served to make matters worse.


New functionality, in terms of new reports or updates was always being demanded, as were bug fixes and upgrades.


In addition, a customer call center was being planned, with a “toll free” number that customers could call to find out if their parcel has been delivered.


The New Architecture


Against a background of a limited budget, and a backlog of user requests for new applications and bug fixes, the development team decided on a medium-term consolidation and migration plan to a new architecture.


In order to get application development under control, programs would adopt a more consistent approach to accessing and updating information. Using some object-oriented analysis techniques, the functionality provided by the existing system was broken down into a number of components, each with well-defined interfaces. These would be used by all applications to access and update all of the data in the databases.


At the same time, breaking down the system functionally into components helped increase system performance. Previously, all application code had to be loaded into memory on each workstation. By using the distributed capabilities of DCOM, it was possible to share common components across a number of workstations, and have these components run on a separate machine. Putting in a higher-specification machine, where required, into a number of the branches was far more economical than upgrading all existing machines.


Deciding how the common components were to be distributed across the wide area network for optimal performance was a non-trivial task, and one that would change in response to both organizational changes over a period of time, and the dynamic network and computer loading characteristics which would vary on a day-to-day basis.


Some form of dynamic distribution scheme was obviously required, but one that could be implemented without creating a whole new infrastructure. In the end a simple object broker was used, which would take requests to create objects, and either connect to existing objects, or create new ones on specific machines. The algorithm used was a simple one that took into account some basic network topology information, to ensure that clients connected to copies of objects that were running nearby, and checked machine loading to evenly distribute work between the possible servers. 


Within this framework, there was also the challenge to minimize the administration requirements. Each depot was configured as a DNS domain, and each workstation was configured to use the same class broker, which would be mapped onto a central server in each branch. This would use simple text files to map the object requests to specific machines, which could be maintained and updated centrally. In the case of the central database components, the DNS was used to automatically translate the machine name into one of three servers located at the head office.


Multitier�Distributed�Application


A company has many different existing information systems on many different platforms. The primary repository is housed on an IBM mainframe; the business transaction systems are in CICS, and data is maintained in DB2. The mainframe hosts all of the data relating to inventory and accounting and all client access is through character-based terminal emulation. The larger remote offices are primarily connected over frame-relay (fractional-T1, and so on) to the main office and the smaller offices are connected over 9600-bps satellite links. The inventory management and accounting applications utilize OLTP but most execute in batch mode. Several UNIX machines are used to communicate to the mainframe. The UNIX applications are used primarily to incorporate business rules with their sales and marketing applications. These applications communicate through gateways and submit CICS transactions to the mainframe.


The small remote sites are connected through satellite links to the UNIX machines located in the larger offices. The larger offices are in turn connected to the mainframe through the WAN/LAN or leased lines. Currently, the business applications located in the remote offices use RS-232 (serial TCP/IP) over satellite links to communicate to the UNIX machines. Some newer offices use WinSock for direct connection to the UNIX machines. In the main office environment the client machines use DCE-RPC for UNIX communications. The user base varies from a couple of people in the remote satellite offices to a few hundred people in branch offices and thousands of people in the main office. The client machines are running a mixture of Windows 3.1, Windows 95, and Windows NT. Some engineering departments are running UNIX workstations.


One of the most notable points to make is that currently the same application must be written differently depending upon the client’s geographical location relative to the main office due to the differences in transport. The developers use different development tools and languages: C, C++, shell scripts, Microsoft Visual Basic, and assembly in limited scenarios.


From an architectural perspective this environment inherently creates the following problems:


Increased cost overhead associated with maintaining different code bases depending upon the platform hosting the executing code, the geographical location of the client, and the transport protocols required for connectivity.


Increased development backlog, which is a contributing factor in the degradation of the business’ competitive advantages. Upper management is feeling tremendous pressure from the business groups because of increased time to develop and lack of value of the resulting application.


Increased application deployment time due to the vastly complex and heterogeneous environment. 


The management of multiple development projects and their relationships. Program logic must be duplicated in each of the different applications for multiple languages—very little, if any, code reuse is possible.


There is no consistent release strategy for multiple platforms and languages. 


C, C++, and assembly development has a much higher cost and consumes more time as compared to existing Rapid Application Development (RAD) tools.


Technical Diagram: Existing Architecture


This high-level diagram outlines the existing architecture. Client machines are connected to the main offices by a wide variety of protocols and physical architectures.
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Objectives


The objectives are clear and concise with respect to the current environment and future company direction.


Reduce the development backlog by using RAD tools. 


Eliminate the need to maintain different sets of application code (geographical location, transport differences, 16-bit/32-bit, and so forth).


Embrace the advantages associated with source code reuse.


Based on positive usability testing results, take advantage of a Graphical User Interface.


Leverage existing network infrastructure investments.


Chart out a migration path to a distributed computing environment.


Move to an intranet/Internet paradigm while taking advantage of existing development efforts.


Application Goals


Performance


Clearly, application performance has always been a metric in the application development arena. Companies are continuously trying to develop applications faster and, at the same time, for less relative cost.


Average data update response time should be less than five seconds.


Average query response time should be less than fifteen seconds.


Availability


From a business perspective and for mission-critical applications, tolerances in respect to downtime should be zero. For example, the company has two divisions: Sales and Marketing. The Sales department directly interfaces with customers through an order entry system. Unequivocally, the profit of the company would be affected dramatically if orders could not be accepted due to system outages. The Marketing department may be less affected by a system outage and may only be prevented from creating brochures or printing marketing documents. With this in mind:


The maximum downtime allowed is fifteen minutes in the branch and remote offices.


The main office should experience no downtime and should be fully operational (zero tolerance).


Development


Maintenance of an application constitutes a large percentage of its lifetime. Mistakes in the development cycle with respect to one application can be extremely costly depending upon at what point in the development cycle the mistake is recognized and corrected; with respect to multiple, coordinating applications, the monetary cost of one mistake can be exponentially higher.


The application delivery cycle is to be less than six months.


The business change request backlog is to be less than three months.


Cost Reduction


From an upper management perspective the concepts of payout versus payback are extremely important. Historically, investments in technology have offered a high degree of payback; the use of that particular technology outlived the investment associated with it. With respect to today’s technological pace, payback becomes a necessity. With this in mind, the costs associated with application development and maintenance cycles must be significantly reduced.


Security


As the utilization of intercompany communication and electronic commerce increases the need for security at the network and application level also increases. This direct correlation has contributed to the increase in complexity of today’s business applications and their development cycles.


Every user must be verified and only management is allowed certain account transactions.


Credit card information and classified company information must be encrypted over the wire.


Administration of security privileges must be easy, granular, and distributed.


Proposed Solution


The following solution outlines a framework that will be used throughout the company for designing and deploying new applications. The following basic assumptions form the essence of this framework:


All components are developed to the DCOM programming model.


Applications using legacy protocols are wrapped as DCOM components to speed migration to the new design and programming philosophy. This wrapping will typically happen between middle-tier and back-tier and will involve a set of protocol specific driver components that are unified into a single transport component.


The code download mechanism for ActiveX Controls is used for component distribution and configuration.


All 16-bit clients that cannot be upgraded to a 32-bit environment will use Remote Automation (RA) to communicate to DCOM servers.


Business components must be independent of the underlying transport protocol: Transport Controller components (ITransportController) encapsulate the details of different transport mechanisms and plug in different Transport Driver components (ITransportDriver).


The client-side applications (Presentation Tier) will be using Microsoft �Visual J++™ development software, Microsoft Visual Basic, or Microsoft Visual C++.


Business components can be created with Microsoft Visual Basic, Visual J++, or Microsoft Visual C++ depending upon performance requirements of the component.


The Transport Controller and Driver components will be developed using Microsoft Visual C++ and will be free-threaded for maximum scalability. 


The Transport Controller and Driver components will be deployed on multiple Windows NT servers to provide load balancing of client requests.


Logical Component Diagram


The logical component architecture chosen for this scenario clearly separates application presentation from business processes. The diagram further illustrates the componentization of business and associated services. With respect to browser clients operating over HTTP, an ActiveX Control will be developed to facilitate communication to the different business components.
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Technical Diagram


The physical diagram depicts some of the fundamental concepts involved in integrating DCOM with existing legacy systems. From the client computer’s perspective, the application instantiates a DCOM object; for 16-bit clients, this class instantiation and eventual method invocation occurs over remote automation (RA) and for 32-bit clients this same process happens by using DCOM. 


From the perspective of the client application, the process of class instantiation and method invocation over RA versus DCOM is no different. Essentially, all client processes call CoCreateInstance(Ex) to activate an instance of a specific business component. The business component then calls CoCreateInstance(Ex) on the Transport Controller interface (ITransportController). 


The Transport Controller object is implemented as a free-threaded COM component, thus addressing concerns centered on scalability. One of the properties of the ITransportController interface defines the type of transport protocol to be utilized for a particular client; RS-232, WinSock, HTTP, ODBC, or DCE-RPC. The Transport Controller then uses the associated Transport Driver (ITransportDriver) to communicate with the appropriate vendor supplied API, which is implemented in a dynamic-link library (DLL), for connection to the data source.


Notice the first phase additionally suggests the development of intranet and Internet enabled applications as the COM architecture totally embraces the Internet/intranet paradigm. As a result of the application being devolved into a component-based design, the details of the user interface (UI) have been devolved from the application and business logic, and so both thin Internet, and thicker, more traditional UI clients can be supported. Both HTML-only and ActiveX-enabled Internet clients will be accommodated via a flexible ActiveX Server design. For HTML-only clients, the UI will be generated on the server using HTML-specific UI components. For ActiveX-enabled clients, part of the UI logic will be established on the client, providing a richer experience to the user.


Since DCOM is enabled to work over lightweight protocols, such as HTTP, and can also work natively over firewalls, client-side components can seamlessly integrate into the architecture.


The following access paths will be supported:


Direct network connection(The client application will use DCOM over the native network protocol (TCP/IP, and in some cases IPX/SPX).


Remote Access Services (RAS)(Windows NT provides flexible support for asynchronous access over standard telephone lines. In this case, the client application will use DCOM over RAS for class instantiation and method invocation.


External Internet Service Provider (ISP)(The client computer dials into a local Internet Service Provider (ISP). DCOM will be used either tunneled over HTTP or by appropriately configuring the firewall for specific applications. In some cases, a virtual private network will be established using Point-to-Point Tunneling Protocol (PPTP) in Windows NT.


The inventory and sales information will be replicated in Microsoft SQL Server to each of the different regions. 


Intranet functionality will be used for marketing and company policy distribution. The company is looking to automate some aspects of their daily operations in the areas of forecasting, sales strategy, and capacity planning. These applications will also use Microsoft SQL Server as their central repository.
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Migration Strategies


As DCOM becomes available on UNIX platforms, the Transport Controller objects will be incrementally eliminated, and the middle-tier business components will communicate to UNIX directly over DCOM. Additionally, COM components will be developed to “wrap” the legacy UNIX applications. This migration strategy does not necessitate the need to rewrite any client applications, since the client applications only speak to the business components.
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As DCOM becomes available on mainframes, part of the mainframe applications will be changed to interface directly to DCOM clients, which will provide added flexibility.
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For More Information


For the latest information on Windows NT Server, check out our World Wide Web site at http://www.microsoft.com/backoffice or the Windows NT Server Forum on the Microsoft Network (GO WORD: MSNTS). 
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