








































































































































































































































































































































150 DISTRIBUTED NAME SERVER.S 

and a name resolution server that stores configuration data and assumes responsibility 

for resolving names . 

• Authorities attributes represent a simple scheme for lllanaging authority information 

and are more flexible than authority assignments based on the name structure. 

• Context bindings and name clustering are the key to reducing the configuration 

database. Names nlaY be clustered either syntactically or algorithmically. Syntac­

tic clustering exploits the syntactic structure of names and adequately models existing 

naming conventions. Non-syntactic clustering, on the other hand. enables the method 

for resolving names to change without changing objects' names. 

• Different styles of name resolution allow the lllechanism to be tailored to the division 

of computational power between name servers and clients, as well as to the available 

comnlunication paradigms. 

• Caches of name service data that exist outside the boundaries of the naIne service can 

be effectively lllanaged given feedback from name servers. The information passed by 

name servers to cache managers may include Event, Lzjetz"me, Versz"on, and Advz"ce­

metadata. 

Observe that two basic types of bindings are performed by name services: 

object name �~� authorities ---+ attributes. 

The first binding allows the name service itself to be reconfigured: the authoritative name 

servers for an object may change over time. The second allows information about objects to 

change freely since the name service permits late binding; information about an object, such 

as its internet location, is retrieved as needed rather than being built into client programs. 

The mechanisms developed in this dissertation can be used to name a variety of objects in 

a general way. However. name management need not be implemented as a single stand-alone 

network service. For instance. a distributed file system may have its own directory system 

while host names are managed by a traditional name server. Whether a single network 

service is utilized for all objects in the distributed computing �e�n�v�i�r�o�n�m�e�n�t�~� or separate 

naming authorities are established for different object types remaIns a policy decision. 

8.2 Thesis Contributions 

Chapter 1 identified five principal problems in providing distributed nallle services for 

very large and diverse. cOlllputing environments. Solutions to these problems are now 
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presented as contributions of the dissertation: 

• Name resolution: This dissertation dispels the common belief that the structure of 

names directly dictates the resolution process. Nanle structure need not, but can, be 

exploited to reduce and distribute the configuration data used to locate an object or its 

attributes. Names are resolved by a chain of context bindings determined by applying 

a series of clustering conditions to the name space. 

• Administrative control: The multiple administrative entities cooperatively participat­

ing in the distributed community retain control over the placement and protection 

of their objects and information concerning their objects. Autonomous organizations 

may supply their own servers or freely choose other servers to store the attributes 

for their objects; authorities attributes, part of the commonly managed configuration 

database, indicate the authoritative servers for each object. 

The separation of attribute data from configuration data serves as an important con­

tribution since organizations can enforce required access controls on attribute data 

maintained on their servers, while configuration data, which is shared by all and crit­

ical to the operation of the name service, contains only information used to resolve 

names. 

• Overhead costs: Factors that affect the scaling of name services for large numbers 

of objects include the amount of storage required in each server and the number of 

servers involved in various operations. 

First, the number of objects for which an individual name server has authority de­

termines the amount of storage needed for attribute data. Because of the fine grain 

assignment of authorities allowed by the architecture, no lower bound exists for the 

number of objects managed by a server. A small amount of configuration data is 

required in each server to allow them to locate other servers and remote contexts. Au­

thoritative servers for a context must maintain the complete context, though, again, 

general clustering conditions permit fine grain control over the size of contexts., 

Second, the amount of interactions between servers required to perform an operation 

need not grow with the number of servers since broadcast and other forms of random 

inquiry are not utilized. The authorities attribute for each object name can be located 

by a single readily determined resolution chain. Thus, small workstations with limited 

resources can serve as servers. as well as larger machines, without negatively impacting 

name service operations. 
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• Adaptation: As the computing environment evolves, structure-free name management 

allows the name service to be readily reconfigured without renaming objects. In partic­

ular, if a name server becomes overloaded, part of its responsibilities can be off loaded 

to a different server. New name servers can be added to meet expanding demand for 

services. 

Merging independently created name spaces with different naming conventions can be 

accomplished since the name management mechanisms ignore the structure of names. 

Working out name conflicts becomes solely an administrative problem (which can be 

alleviated by having client software expand partially qualified names into globally 

unambiguous names). 

• Performance: Results obtained from an analytical model for distributed name services 

show that the cost of name service operations with a decentralized service need not 

be appreciably greater than with a centralized service (though more storage space is 

required for configuration data). Substantial cost benefits can be accrued through 

replication that depend heavily on the topology of the environment and the delegation 

of authority over parts of the name space. Measurements of Xerox's Grapevine regis­

tration service indicate properties of clients' reference patterns that can be exploited 

to enhance performance, including sizeable localities of interest. 

The cost of accessing the name sef'v'ice can be amortized over several object references 

if clients maintain local caches of recently· acquired name server data that is likely to 

be reused in the future. A new approach to managing caches of hints demonstrates 

that maintaining a minimum cache accuracy level, derived from the ratio of lookup 

costs to the costs of detecting and recovering from invalid cache entries, guarantees 

performance improvements. Estimates of the accuracy of cache entries are computed 

from various types of metadata, such as the expected lifetime of an attribute tuple 

and its time since birth. Even caches shared by clients with conflicting or dynamically 

changing requirements can be Inanaged so that the clients perceive different accuracy 

levels. 

The thesis postulated in Chapter 1 follows from these research results: 

Physically distributed, but logically centralized, name services can be provided 

in a general and cost effective way, even for very large, geographically dispersed 

computing communities. 
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8.3 Areas for Future Work 

Several interesting areas for future work have surfaced in the context of the research 

discussed herein. 

Experiments on caching should illuminate the applicability of various caching policies. 

Statistics on the lifetime distributions of various classes of objects need to be gathered 

from existing environments. Also, more elaborate models of cache behavior may allow 

optimal cache management strategies to be derived or determined experimentally. 

Managing large attributes of an object present special problems. Certain classes of 

attributes, such as large mail distribution lists, are inherently distributed and should 

be maintained by the name service in a distributed fashion. Thus, the notion of 

authority for such attributes must be modified. 

N arne completion mechanisms are needed for converting abbreviations and aliases, which 

are nlOre convenient for clients, into fully qualified names, which may be quite long 

and awkward for large name spaces. The DARPA Domain Name System, for instance, 

defines a protocol for requesting name completion, but does not specify how the com­

pletion into a fully qualified name is to be done. Simple techniques for expanding 

abbreviations, such as adding a default prefix, may be sufficient in some cases. In 

other cases, clients may want to obtain the currently registered name that is most 

similar to an abbreviation. 

Discovering unambiguous names for various objects must take place independent of 

the name service. That is, clients of the name service must possess knowledge of 

the desired object's name before contacting the nanle service. In practice, names 

can be obtained through informal communication channels, such as human word­

of-mouth, electronic messages, or system documentation. In some cases, the name 

of an object may be '"guessed". Computer systems for discovering names based on 

characteristics of the objects, such as keywords or descriptions, are difficult to design 

for distributed environments. How to build such "yellow pages" services remains an 

interesting research area. 

Attribute-based naming conventions, in which the set of attributes for an object, or 

some subset thereof, serve to identify the object, represents an alternative to simple 

unambiguous character string names [IFIP 84]. Difficulties in resolving naInes arise 

since a given set of attributes rnay or rnay not unambiguously identify a particular 
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object; certainly, the set is not unique. Moreover, an attribute set that is presently 

unambiguous may become ambiguous in the future as objects with similar attributes 

are created. Techniques for effectively managing such "names" remain to be explored. 

Resolving attribute-based names likely requires limited searches within a global nam­

ing graph. The name resolution algorithm presented in Chapter 4 is single threaded; 

as soon as a clustering condition is met, the resolution proceeds to a single new con­

text. One could imagine allowing several attribute clustering conditions to be satisfied 

and "fork" concurrent name resolution chains that attempt to further disambiguate 

an attribute-based name. This possibility presents certain problems that were not 

addressed in this dissertation. 

Practical experience obtained from building real systems is needed to check the viability 

of proposals and new ideas. Systems research entails a combination of design and implemen­

tation. This dissertation describes a new. flexible design for distributed name management. 

Its utility in practice remains to be explored. The construction of truly large distributed 

name services is just over the horizon. 
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Glossary 

This dissertation used and introduced a fair amount of terminology, much of which does 

not have a universally accepted meaning. For convenient reference, the definitions of these 

tenns as they relate to naming and name services are reproduced below. Be aware that 

many of these terms have different meanings in a different context. 

abbreviation: a short form for a name that may be used in certain circumstances as a 

substitute for the complete name. 

active name server: a name server that plays an active role in maintaining accurate au­

thoritative data. 

active revalidation: attempts initiated by a cache manager to check the validity of cached 

data. 

advice-metadata: data maintained about the desirability of caching particular database 

tuples. 

alias: one of several alternative names for an object, sometimes called a nickname. 

attribute: a piece of information maintained about a named object by the name service, 

consisting of a type and value. 

attribute lifetime: the time between successive modifications to an attribute's value. 

attribute tuple: the representation of an attribute stored in the name service database, 

consisting of an object's name along with an attribute type and value. 

attribute-based naming convention: a naming convention in which the set of attributes 

for an object, or some subset thereof, serve to identify the object. 

authoritative name server: a name server that stores information about a particular 

object and aSSUlues responsibility for reliably Inanaging that information. also known 

as a naming authority for the object. 
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authorities attribute: an attribute whose value is the list of authoritative name servers 

for an object. 

cache: an unauthoritative repository of recently acquired name server data, generally main­

tained by individual applications or hosts to improve their performance. 

cache accuracy level: the percentage of cache entries that are valid at a given point in 

time; also the probability that a particular cache entry is valid. 

cache accurate-hit ratio: a dynamic measure of the percentage of valid cache entries 

returned to a client. 

cache aging: the process of discarding cache entries whose time since creation exceeds 

some threshold. 

cache manager: the agent responsible for maintaining the data stored in a cache. 

client I server model: a model of distributed computing that classifies active objects into 

servers, which offer services, and clients, which make use of those services. 

clustering condition: an expression that allows the name space to be conveniently par­

titioned into contexts, either syntactically or algorithmically; specifically, a procedure 

that when applied to a name yields a true or false value. 

configuration data: information stored in context objects about the authoritative name 

servers for every named object as well as context bindings that guide the name reso­

lution process. 

context: logically, a collection of named objects under a common geographicaL organiza­

tional, or political affiliation; concretely, a special database object containing configu­

ration data. 

context binding: an attribute used for name resolution whose value gives a new name to 

be resolved in a new context. 

database server: a specialized name server that stores attribute tuples and performs name 

service operations, but does not participate in name resolution. 

event-metadata: data maintained about the time various events occur in the lifetime of a 

database tuple. 

explicit context: a component of a name denoting a context in which other parts of the 

name exist. 
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flat name space: names that are simply character strings exhibiting no structure. 

global name: a name that is interpreted in a consistent manner by all clients and services 

regardless of their location in the environment or other factors, also called an absolute 

name. 

group name: a name that has a list of names as an attribute, typically used for such things 

as a mail distribution list or access control list. 

hierarchical name space: names consisting of two or more parts that are strictly nested, 

forming levels; also called a tree-structured name space. 

hints: information that may not be completely accurate, but may improve the performance 

of applications that are able to detect and recover from invalid data; cache data, for 

instance. 

implicit context: a naming context that is not explicitly represented in the structure of 

the name. 

initial context: the global context that starts the name resolution chain for all objects. 

internet address: a handle used by a program for communicating with another program 

over a computer network via a communication protocol. 

iterative name resolution: a style of name resolution in which the name agent retains 

control over the resolution process; a name server does its best to resolve names using 

only locally available configuration data and returns to the calling name agent when 

it can no longer continue. 

lifetime-metadata: data maintained about the lifetime distribution of an attribute tuple. 

locality of reference: the degree to which local name servers are accessed more frequently 

than distant servers. 

metacontext: a special "context" context containing the authoritative name servers for all 

other named contexts. 

name: a character string that identifies an object, generally readable by humans and of 

mnemonic value. 

name agent: an intermediary between name servers and their clients allowing client pro­

grams to be written as if the Ilame service were locally available. 
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name distribution: the assignment of authority for parts of the name space to various 

name servers. 

name registration: the act of registering the existence of an object with the name service 

and guaranteeing that the object's name is unambiguous. 

name resolution: the process of determining the authoritative name servers for a given 

object. 

name resolution chain: the list of context bindings encountered in the process of resolv­

ing a name, terminated by an authorities attribute. 

name resolution server: an intermediary that accepts responsibility for iteratively re­

solving names on behalf of dumb name agents; also name servers containing only 

configuration data. 

name server: an active entity that provides an instance of the name service, generally in 

cooperation with other name servers. 

name service: a network service that enables clients to name resources or objects and 

share information about these objects. 

name service database: the set of attributes, distributed and replicated among the name 

servers, for the universe of named objects. 

name service metadata: information about an object's attributes that can aid cache 

mangers in making intelligent decisions, such as the lifetime distribution of a partic­

ular attribute; see advice-metadata, event-metadata, lifetime-metadata, and version­

metadata. 

name service operation: an interface routine provided by the name service, such as 

Lookup or Update, that allows clients to access the name service database. 

name space: the set of names complying with a given naming convention. 

naming convention: the set of rules adopted for naming objects~ including the syntactic 

representation of names as well as the their semantic interpretation. 

naming network: a structured name space in which objects are named by paths through 

a graph; contexts comprise the nodes of the graph and edges represent named relations 

between contexts. 

object: anything that deserves a nanle. such as a conlputer. file, process, service. distribu­

tion list, computer programmer. etc. 
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organizationally partitioned name space: names structured such that the organiza.;. 

tional authority for assigning names is explicitly recognized and decoupled from the 

authoritative name servers for those names. 

passive revalidation: the invalidation of cached data based on unsolicited feedback, usu­

ally from clients of the cache. 

pattern: a template against which a name is compared, ranging from a name that may sim­

ply contain wildcards, which are denoted by "*,, and match any sequence of characters, 

to a regular expression. 

physically partitioned name space: names structured so that an object's name reflects 

the management authority for the name, for instance ~'name.server". 

predestinate naming convention: a naming convention, such as a naming network, in 

which the name left to be resolved at any point in the resolution chain is a tail com­

ponent of the original name presented for resolution. 

probabilistic algorithm: a method for estimating the accuracy of cached data based on 

the time since the data was entered in the name service database. 

recursive name resolution: a style of name resolution in which name servers recursively 

call other servers to continue the resolution of a name that can not be fully resolved 

locally; the initial name server that received the operation request returns the appro­

priate response after the name has been resolved and the operation performed. 

relative name: a name whose interpretation depends on some local state information, such 

as the current machine. 

requery operation: active refresh based on repeating name server lookups for cached data. 

revalidation procedure: a client level routine used to detect invalid cache data in an 

application specific way. 

structure-free name management: a flexible approach to name ,distribution and reso­

lution, which breaks the strong ties between the structure of names and their man­

agement. 

subalias: an alias for a particular component of a name~ 

suspicious cache data: a cache entry whose probability of being valid, as estimated by 

the cache manager. falls below the desired cache accuracy level. 
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timestamp: a strictly increasing indication of when the last update to a part of a database 

was rnade, sometimes called a version number; may be used for revalidating cache 

entries. 

transitive name resolution: a style of name resolution in which the name server currently 

processing an operation simply forwards the operation to a server that can continue 

its processing; an authoritative server eventually performs the desired operation and 

returns the result. 

unambiguous name: a name that refers to at most one object. 

unique name: a name that is the only name for its referent. 

version-metadata: data maintained about the time of the last update to a database tuple. 
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