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Telecommunications
Transmission

Engineering

Introduction

Communication Engineering is concerned with the planning, design,
implementation, and operation of the network of channels, switching
machines, and user terminals required to provide communication
between distant points. Transmission Engineering is the part of
Communication Engineering which deals with the channels, the trans-
mission systems which carry the channels, and the combinations of
the many types of channels and systems which form the network of
facilities. It is a discipline which combines many skills from science
and technology with an understanding of economics, human factors,
and system operations.

This three-volume book is written for the practicing Transmission
Engineer and for the student of transmission engineering in an under-
graduate curriculum. The material was planned and organized to
make it useful to anyone concerned with the many facets of Communi-
cation Engineering. Of necessity, it represents a view of the status
of communications technology at a specific time. The reader should be
constantly aware of the dynamic nature of the subject.

Volume 1, Principles, covers the transmission engineering prin-
ciples that apply to communication systems. It defines the charac-
teristics of various types of signals, describes signal impairments
arising in practical channels, provides the basis for understanding the
relationships between a communication network and its components,
and provides an appreciation of how transmission objectives and
achievable performance are interrelated.

Volume 2, Facilities, emphasizes the application of the principles
of Volume 1 to the design, implementation, and operation of trans-
mission systems and facilities which form the telecommunications
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network. The descriptions are illustrated by examples taken from
modern types of facilities most of which represent equipment of
Bell Laboratories design and Western Electric manufacture; these
examples are used because they are familiar to the authors.

Volume 3, Networks and Services, shows how the principles of
Volume 1 are applied to the facilities described in Volume 2 to pro-
vide a variety of public and private telecommunication services. This
volume reflects a strong Bell System operations viewpoint in its con-
sideration of the problems of providing suitable facilities to meet
customer needs and expectations at reasonable cost.

The material has been prepared and reviewed by a large number
of technical personnel of the American Telephone and Telegraph
Company, Bell Telephone Companies, and Bell Telephone Labora-
tories. Editorial support has been provided by the Technical Publica-
tions Organization of the Western Electric Company. Thus, the book
represents the cooperative efforts of many people in every major
organization of the Bell System and it is difficult to recognize indi-
vidual contributions. One exception must be made, however. The
material in Volume 1 and most of Volume 2 has been prepared by
Mr. Robert H. Klie of the Bell Telephone Laboratories, who was
associated in this endeavor with the Bell System Center for Technical
Education. Mr. Klie also coordinated the preparation of Volume 3.

C. H. Elmendorf, I11

Assistant Vice President —

Transmission Division.

American Telephone and Telegraph Company



Volume 1 — Principles

Preface

This volume, comprised of five sections, covers the basic principles
involved in transmitting communication signals over Bell System
facilities. Section 1 provides a broad description of the transmission
environment and an overview of how transmission parameters affect
the performance of the network. The second section consists of a
review of most of the mathematical relationships involved in trans-
mission engineering. A wide range of subjects is discussed, from an
explanation of and justification for the use of logarithmic units
(decibels) to a summary of information theory concepts.

The third section is devoted to the characterization of the prin-
cipal types of signals transmitted over Bell System facilities. Speech,
television, PICTUREPHONES®, digital and analog data, address, and
supervisory signals are described. Multiplexed combinations of signal
types are also characterized. The fourth section describes a variety
of impairments suffered by signals transmitted over practical chan-
nels, which have imperfections and distortions. Also discussed are
the units in which impairments are expressed and the methods by
which they are measured. The fifth section discusses the derivation
of transmission objectives, gives many established values of these
objectives, and relates them to requirements applied to system design
and operation. The section concludes with a chapter on international
communications and internationally applied transmission objectives.

v






Contents

Imtroduction ... ... . . . .

Preface
SECTION 1 BACKGROUND

Chapter 1. The Transmission Environment

1-1 Transmission Paths

Trunks ...... T

1-2 Switching Arrangements
The Local Switching Hierarchy
The Toll Switching Hierarchy .

1-3 Impact of System Multiplicity on Network Performance ...

1-4 Maintenance and Maintenance Support

Chapter 2. Introduction To Transmission

2-1 Message Signals
Speech
Program
Video
Data and Facsimile
Control Signals

2-2 Channels

2-3 Voice-Frequency (VF) Transmission
Modes of Voice-Frequency Transmission
Voice-Frequency Repeaters

2-4 Carrier Systems
High-Frequency Line Equipment
Modulating Equipment
Multiplex Equipment

2-5 Ancillary Equipment and Functions

vii

The Station Set ...... .. ... .. ... . .. .. ... L.
Customer Loops ............ ... .. .. ... . ... .........
Switching Machines ... ....... .. .. .. ... .. ... .. ... ..

S 000 IO W

- e e
[T

18

18
19
20
20
21

23
25

27

28
31
32
32



viii Contents

SECTION 2 ELEMENTS OF TRANSMISSION ANALYSIS ....... ... ... 35
Chapter 3. Fundamentals of Transmission Theory . .................. ... 37
3-1 Power and Voltage Relations in Linear Circuits ...................... 37
The Decibel ......... .. . .. . . e 39
Loss, Delay, and Gain ... ... ... .. .. ... .. ... . .. .. .. ... ... 45
3-2 Transmission Level Point .......... ... ... ... . ... ... .. .. ......... 48
Commonly Used TLPs ............. .. .. .. . . . 49
Illustrative Applications of TLP . ... ... .. ... .. ... .. .. .......... 51
3-3 Signal and Noise Measurement ... . ...... ... ... ................... 53
Volume .. ... ... 54
Noise .. ... .. 56
Display Techniques ........ ... .. . . .. . . . .. ... 58
8-4 Addition of Power in DB . ... .. ... . ... ... 59
Chapter 4. Four-Terminal Linear Networks ... ... ....................... 63
4-1 The Basic Laws . . ... ... .. . 64
Ohm's Law ... ... . .. ... e 64
Kirchoff’s Laws . ... ... .. . ... ... .. ... . ... ... . ... .. 65
4-2 Application and Theorems . ... ... ... ... ... .. ... . ... ... ... ....... 67
Equivalent Networks ... ........ . . .. . .. .. ... . . ... 67
Thevenin’s, or Pollard’s, Theorem ........ ... ............... .. .... 69
Superposition Theorem . ... ... ... ... ... .. ... ... .. .. ... ... ... .... 70
Compensation Theorem ..... ... ... .. .. .. ... ... ... . ... uon. 72
4-3 Network Impedance Relationships .. ....... ... ... ... ....... ... .. 73
Image Impedance ...... .. .. ... . .. . . . . . ... .. ... 73
T-Network Equivalent .. .. ... .. ... ... .. ... . ..... ... ...... 75
Transfer Effects .......... ... ... .. . ... .. ... 76
Sending-End Impedance ......... .. ... ... ... .. ... . ............. 78
Alignment Charts . ...... ... ... ... .. ... .. ... ... ... . ... .. ... 85
Insertion Loss and Phase Shift . ... .. ... ... ... .. .. ... ... ... .. .. 20
Return Loss . .......... ... . . 90
Echo — Magnitude and Delay ............. ... . ... ... ... ....... 92
Power Transfer ........... ... . . . .. .. .. . ... 94
Stability . ... ... 98
4-4 Network Analysis ...... ... .. .. ... . .. . ... 100
Mesh Analysis ......... ... ... ... . 100
Nodal Analysis . ........... .. .. ... .. .. . ... ... .. ... S 102
Determinants ......... ... .. . . . ... ... 103
Matrix and Linear Vector Space Analyses ...................... .. 103
4-5 Transformers ........... ... .. .. . ... ... 104
Impedance Matching ............ ... ... e 104
Separating and Combining .. .. ... ... .. .. ... ... ... ... ... . ... . ... .. 106
4-6 Resonant Circuits . ........... ... .. ... .. ... ... 109

4-7 Filters



Contents ix

Chapter 5. Transmission Line Theory ........... .. .. ... .............. 115
5-1 Discrete Component Line Simulation . ... .. ... .. ... .. ... ... ...... 115
Characteristic Impedance ......... .. .. ... .. ... ... ... . ... .. 117
Attenuation Factor ........ ... .. ... .. ... . ... 119
Propagation Constant ................ ... .. ... .. ... .. 120
5-2 Line With Distributed Parameters ......... ... ... ... ... ............ 121
Characteristic Impedance . ........ .. ... ... ... .. ... ... .. ... 122
Propagation Constant .......... ... ... .. ... .. ... ... ... 123
Attenuation Factor . ..... ... ... . . . . . ... 124
Velocity of Propagation ..... ... ... . ... . .. .. . ... . ... . ... 125
Reflections . ...... ... .. . . e 125
5-3 Loaded Lines . ... .. ... ... . . . . . 134
Analysis . ....... . ... .. ... ... .. B 134
Inductive Loading . ...... ... . ... . . . ... 136
5-4 Coaxial Cable ... ... ... ... . . . . 139
Chapter 6. Wave Analysis ... ... ... .. ... ... .. . . . ... ... e 142
6-1 Instrumentation ........ ... ... ... . ... .. ... 143
6-2 Periodic Signals . ..... ... ... ... 146
Fourier Series Representation ............ ... ... .. .. .......... .. 146
The (sin x)/x Function . ... ... ... .. ... ... . .. .. ... . ... . .. .. ... ... 156
6-3 Nonperiodic Signals .......... ... .. ... ... .. .. ... ... 157
The Fourier Transform Pair ..... .. .. ... .. ... ... . ... ........... 157
Transmission Response .......... .. ... ... .. ... .. ... ... ....... 160
Chapter 7. Negative Feedback Amplifiers .. ..... ... ... .. .............. 168
7-1 The Principle of Negative Feedback .................. ... ........... 168
7-2 Applications of Feedback ............ . .. ... .. . ... ... ... ... ... .. 169
7-3 Benefits of Feedback .......... ... ... ... ... . ... . ... ... .. . ... ... .. 170
7-4 Circuit Configurations ................ ... .. .. .. .. ... . . ... ... .. 172
Series and Shunt Feedback ...................................... 173
Bridge-Type Feedback .............. ... ... .. .. .. .. .. .. ........ 174
7-5 Design Considerations ...... ... ... .. ... ... ... ... ... .. ... .. 177

Gain and Feedback .......... ... .. .. .. ... . ... ... .. ... . ... ... 177
Nonlinear Distortion and Overload
Noise and Terminations
Summary



X Contents.

Chapter 8 Modulation . ... ... ... ... ... . ... .. .. ... 188
8-1 Properties of Amplitude-Modulated (AM) Signals ............... .. .. 189
Double Sideband with Transmitted Carrier ................. ... ... 193
Double Sideband Suppressed Carrier ........................... .. 197
Single Sideband . ..... ... ... .. ... 197
Vestigial Sideband .......... ... ... . .. ... ... 201
8-2 Properties of Angle-Modulated Signals ............................. 203
Phase Modulation and Frequency Modulation ................ ... ... 203
Phasor Representation ........ ... ... ... ... .. . ... .. ... .. 207
Average Power of an Angle-Modulated Wave ..................... 208
Bandwidth Required for Angle-Modulated Waves ... .......... .. .. 209
8-3 Properties of Pulse Modulation ....... ... . .. .. ... ... ... .. ... ... .. 210
Sampling . ... ... ... . 211
Pulse Amplitude Modulation . ... ... .. ... ................. oL 212
Pulse Duration Modulation ..... ... .. ... ... ................ 214
Pulse Position Modulation ........ ... .. ... ... . ... ... ... .. ... ... 215
Pulse Code Modulation ............. ... .. .. ... ... ... .. .......... 215
Chapter 9 Probability and Statistics ... ... ... ... .. ... .. ... . ... ... ... 219
9-1 Elements of Probability Theory .... . ... .. ... .. ... .. ............ ... 221
AXIOmS ... 221
Set Operations ............... ... . . . ... ... 222
9-2 Discrete and Continuous Functions ...... ... ... ... ... .. ... ... ... 228

Mapping .. ... . . 228

Cumulative Distribution Funetion . ... ..... .. ... .. ... ... ... .. .. 230
Probability Density Function .............. ... ... .............. 231
9-3 The Principal Parameters .............. .. ... ... ... .. ... ... .. ... 233
Expected Value ....... ... .. .. ... . ... . ... 233

Variance .. ..... ... ... . e 234

Standard Deviation ............ .. .. .. . ... .. .. ... .. ... ... 235
9-4 Sums of Random Variables ....... ... .. .. ... ... ...... .. ... . ... 237
9-5 Distribution Functions .......... ... .. .. . ... ... . ... . ... ... ... 239
Gaussian or Normal Distribution . ....... .. ... ... ... ... . ... .. ... 239
Poisson Distribution ........ ... .. . ... ... ... ... 243
Binomial Distribution ........... ... ... . ... .. ... ... ... ... ... . ..., 244
Binomial-Poisson-Normal Relationships .. .................... .. .. 246
Log-Normal Distribution .............. ... ... ... .... ... ... ..". 246
Uniform Distribution ......... ... .. .. ... ... . .. ... . . ... ... ... 247
Rayleigh Distribution ......... .. ... ... .. ... . ... ... .. ... ... . ..., 249
9-6 Statistics .......... ... .. 249
Central Values and Dispersions . ...... ... ... ... .. .. .. .. ... .... 249
Histogram ......... ... ... 251
Sampling . ... ... .. 252



Contents xi

Chapter 10. Information Theory ...... ............ ... ... .............. 256
10-1 The Historical Basis of Information Theory ........................ 257
10-2 The Unit of Information . ...... ... .. ... .. .. ... ... .. ... .. ... 259
10-8 ENETODY . .. o 260
10-4 The Communication System ......... ... ... ... . ... .. .. ... ... .. ..., 264
Coding . . ... . e 265
NOISE . . oo 265
10-5 The Fundamental Theorems ........... ... ... .. ... .. ... ... ...... 266
The Noiseless Channel ........ ... ... . . .. ... . . . .. i .. 267
The Discrete Channel with Noise ............... ... ............. 268
Channel Capacity with an Average Power Limitation ...... ... . ... 268
10-6 Channel Symmetry ............ . ... . ... ... 269
Chapter 11. Engineering Economy ... ... .. . . . . . .. ... .. . .. ... ... ... 273
11-1 Time Value of Money . ...... .. .. .. . . . . . .. . .. ... 275
The Earning Power of Money ........ ... .. ... ... . ............ 275
Equivalent Time-Value Expressions ..... ........................ 276
11-2 Economy Study Parameters ......... . ... .. ... .. ... .. .. ........ ... 277
Capital Costs .......... ... . . . . . . . . 280
Plant Operations Costs .. ....... ... ... ... .. .. . ... ... .. ... .. 285
Dynamic Effects on Analysis ... ... . ... ... ... .. ... ... ... ... 287
11-3 Economy Study Techniques ......... ... ... ... .. .. ... ... .. .. ...... 2901
Analytic Alternatives ........... ... .. .. . .. ... ... .. .. ... .. ...... 292
Study Assumptions ... ...... ... . ... ... ... 294
Summary of the Comparison Study Process ................... ... 296
SECTION 3 SIGNAL CHARACTERIZATION ... ... ... ... .............. 299
Chapter 12. Speech Signals . ... .. ... ... .. . . .. ... . ... . ... ... .. .. .. 301
12-1 The Single-Channel Speech Signal . ... .. ... ................. .. ... 302
Speech Signal Energy Distribution and Channel Response ... ... ... 302
Single Constant-Volume Talker ..... ... ... ... .. .............. .. 305

Sources of Volume Variation .. ... .. ... ... ... .. ... ........ . ... 305

Single Variable-Volume Talker ..................... ............ 308
12-2 Multichannel Speech ........ ... ... .. . . .. ... ... 311
12-3 Load Capacity of Systems . ... ... ... ... ... .. ... .. ... ... . ... ... 314
Multichannel Speech and Overload ........ ... ... . ... ... .. .. .. 315
Effect of Shaped TLP Characteristics .. ..................... .. .. 316
12-4 Program Signals . ... ... . 318



xii Contents

Chapter 13. Signalling . ... .. ... . ... .. . .. 321
13-1 Signalling on Loops .......... .. ... ... 323
Common Battery Operation .. ... ...... ... ... .. ... .. ... ... ...... 323
Supervision on Loops and PBX-CO Trunks ....................... 325
Address Signalling on Loops . ... ... ... .. . ... . ... .. .. ... .00 328
Alerting Signals on Loops ... ... ... . . ... ... ... 332
13-2 Signalling on Trunks .......... ... ... . . . ... 335
DC Loop Signalling on Trunks . ... ... ... ... ... ... .. ........... 336
Panel Call Indicator (PCI) System ....... .. ... ... ... ... ... .. 339.
Revertive Pulsing ........ .. ... .. ... . ... ... 339
Derived DC Signalling on Trunks ......... ... ... .. .............. 342
AC Signalling on Trunks .................. ... .. ...... . ....... 346
13-3 Out-of-Band Signalling ......... ... ... ... . .. 348
Out-of-Band SF Signalling .......... .. ... ... ... ............... 349
Qut-of-Band Digital Systems ............ .. ... ... ... ... ......... 349
13-4 Special Services Signalling ... ... ... .. ... .. ... ... 349

Tandem Signalling Links ... . ......... .. ... ... ... ... ... ... ... 350

Service Demands and Plant Complexities .................. ... ... 350
Chapter 14. Data Sigmals . ... ... ... . ... .. . .. . .. ... ... 351
14-1 Digital Signal Transmission Considerations .........0 ... ... ... ... 352

Signal Amplitudes .......... ... ... ... ... .. 352

Error Rate and Signal-to-Noise Ratio ........................ ... 354
Channel Characteristies .......... ... ... ... ... ... . ... ... ...... 355
14-2 Digital Signal Charaecteristies ........ ... ... ... ... ... ... ........... 358
Amplitude Shift Keyed Signals ...... ... ... ... .................. 359
Phase Shift Keyed Signals ......... ... ... .. ... . ... ... .. ... ..... 372
Frequency Shift Keyed Signals ................................. 373
14-3 Analog Data Signals ...... ... ... ... . . .. ... 375
Medium-Speed Voiceband Data .. ...... .. ........................ 376
Low-Speed Medical Data .......... ... ... ... .. ................. 376
Low-Speed Analog Data ... ....... ... ... .. .. ... ... ... .. ......... 377
Chapter 15. Video Signals ......... ... ... .. .. .. ... ... . .. ... ... .. ... ... 379
15-1 Television Signals ...... ... .. ... ... . . . ... 379
Standard Monochrome Baseband Signals .. ....................... 380
Baseband Color Signals ...................... ... ... ........... 388
Broadcast Signals . ........ ... ... ... ... 390
Closed Circuit Signals . .......... ... . ... ... ... ... .............. 392
15-2 Picturephone Signals ..... ... ... ... . ... 393
Scanning .......... ... 394
Modulation ...... ... .. ... . 394
Amplitude . ... ... .. ... 396



Contents xiii

15-3 Telephotograph Signals .............. .. ... ... .. ... ... . ... ... 397
Scanning . ... ... 397
Bandwidth . ... ... 398

Chapter 16. Mixed Signal Leading . ... .. .. ... ... .. ... ... ... ............ 399

16-1 Mixed Signals and Overload . ... .. ... .. ... ... .. ... .. ... . ... . ... 400

16-2 Mastergroup Speech Signal Load . ........ ... ... ... ... . ... ... ... 401

16-3 Mastergroup Mixed Signal Load .. ... ... .. ... .. ... . ... . ... ... 402
Speech and Idle Channel Signals .. ...... . ... . ... ... ... ... ...... 402
Speech and Address Signals ... .. .... .. ... ... ... ... 405
Speech and Data Signals ...... .. .. ... ... . . ... . ... ... .. 406
Speech and Video Signals ...... ... .. .. .. ... . ... .. ... . ... ... 407

16-4 System-Signal Interactions ......... ... . ... ... .. ... ... .. 407
System Misalignment .. ....... ... ... .. ... .. ... . ... ... ... ... 407
Carrier and Pilot Signals . ... .. ... ... ... . .. ... ... .. .. ... 407
Compandors . ... ...... ... 408
TASL 408
Microwave Radio Systems ...... ... ... .. .. . ... ... ... ... ... 409

SECTION 4 IMPAIRMENTS AND THEIR MEASUREMENT . ... ... ... 410

Chapter 17 Noise and Crosstalk ... ... . ... . .. .. . ... .. .. ... ... .. ... 413

17-1 Coupling .. ... ... 413
Currents and Circuit Relationships ... ... ... ... .. ... ... ... ... 414
Coupling Paths and Their Control .. ... ... ...... ... .......... .. 416

17-2 Induced Noise and Crosstalk ..... ... .. ... .. ... . ... ... .......... 421
Power System Noise ....... ... ... .. .. ... ... ... ... ... ... 421
Impulse Noise . ........ ... . . .. 423
Single-Frequency Interference ...... .. ... .. ... ... ... ... ... ... ... 424
Crosstalk . ... ... ... . .. ... 425

17-3 System-Generated Noise and Crosstalk ..... .. ... ... .. ... ... ... .. 427
Random Noise . ... ... ... .. ... 427
Intermodulation Noise and Crosstalk ... .. ... ... .. ... ... ... .. .. 431
Digital Signal Noise Impairments . ...... .. ... e 485

17-4 Noise and Crosstalk Measurements . ........ ... ... ... ... ... ... ... 436
Parameters and Units — Noise Measurements . ... ... .. ... .. . ... 437
Speech Crosstalk Measurements ................................ 438
Digital Measurements ................. ... .. ... ... ... 447

Random Noise Measurements



xiv Contents

Chapter 18. Amplitude/Frequency Response . . .. ... ...... . ..... .. ..... 455
18-1 Telephone Channels — Speech Signal Transmission ........... ... ... 455
Channel Bandwidth .. ...... ... ... .. . . .. .. ... ... ... 456
Circuit Loss and Loss Variations .. ... ... .. ... . ... .. ....... 457
Amplitude/Frequency Distortion . ... ... ... ... ... ... .. ... ... .. ... 458
Measurements . .......... .. . ... ... 459
18-2 Telephone Channels — Data Transmission . ... ... .. ... .. ... .. ... .. 459
Available Bandwidth ... ... ... . .. . ... .. .. ... ... ... ... 460
Loss and Loss Changes .. ... ... ... ... ... .. . ... ... ... ... ..... 461
Inband Distortion ... ... ... ... . . .. ... ... ... 461
Measurements . ......... ... .. ... 462
18-3 Wideband Digital Channels ........ .. ... ... ... ... .. ... ... ....... 463
Available Bandwidths ... .. ... ... .. . . . ... T 464
Measurements .. ... ... .. . ... 465
18-4 Video Channels .. ........... . ... . .. . ... .. .. ... ... 465
Bandwidth ... .. .. ... 465
Cutoff Characteristies ..... ... ...... ... ... e 466
Loss and Loss Changes ... ............. ... ... . ... ... ... ...... 466
Differential Gain . ... .. .. ... .. ... 467
Inband Distortion . ........ ... .. .. ... ... ... ... 467
Measurements .. ... ... ... ... 468
18-5 Transmission Systems . ....... ... ... ... .. ... oL, .. 470
Bandwidth . ...... .. .. .. .. .. 471
Inband Distortion ... ... ... .. ... ... .. .. .. ... ... .. 471
Loss-Time Variations .............. . ... . . . . . ... .. . ... .. ... . ... 472
Chapter 19. Timing and Synchronization Errers .. ... . .. ... .. ... ... ... 474
19-1 Frequency Offset ... ... ... ... .. .. . . ... . 474
Speech and Program Signal Impairment .. ... ... ... ... ... ... .. .. 477
Digital Data Signal Impairment . ... ... ... ... ... ... ... .. ... ... 477
Analog System Impairments . ... ... .. ... . ... . ... .. ... .. .. .. .. 497
Digital System Impairment .. ... ... .. ... ... . ... . .. ... . ... .. ... 478
19-2 Other Incidental Modulation . ... ... ... ... ... .. . .. ... . ... .. . ... ... 479
Gain and Phase Hits ... ... ... ... ... .. .. .. .. ... ... 479
Jitter ... 479
Dropouts . .......... ... ... 480
19-3 The Synchronizing Network ... ... .. ... .. ... ... .. ... ... .... .. 481
Chapter 20. Echo in Telephone Chanmels ...... ... ... .. .. .. ... ... ... .. .. 482
20-1 Echo Sources ............. ... ... 482
20-2 Nature of Echo Impairments . ... ... ... ........................ ... 486
Speech Sigmals . ............ ... .. ... .. .. .. .. . 486
Digital Data Signals ...... ... ... .. ... .. ... .. .. ... ..., 491

Telephotograph Signals ........ ... . ... .. .. ... ... .. ... ... ... .. 491



Contents XV

20-3 Echo Measurement and Control .. ... ... .. ... ... ... ... .. ... ... . ... 492
Echo Return Loss .. .. .. ... ... . ... . . . .. 492
Singing Return Loss .......... ... .. ... . .. ... ... 494
Echo Suppressors ......... ... .. ... ... 494
Chapter 21. Phase Distortion ... ... . ... . . .. .. ... . ... . ... ... . ... 496
21-1 Phase/Frequency Mathematical Characterization .......... ... ... ... 496
Departure From Linear Phase .......... ... ... . ................ 496
Phase Delay . ... ... ... ... 498
Delay Distortion ... ... .. .. . ... . ... ... 499
Envelope Delay ... ... ... ... ... 500
Envelope Delay Distortion . ...... ... ... ... .. .. ... ... ... .. .. ... 501
Illustrative Characteristies ........ .. ... ... .. ... ... ... .. ....... 501
Intercept Distortion ..... ... ... ... ... . ... ... ... .. ... ..., 501
Quadrature Distortion . .......... .. .. ... ... ... 505
Differential Phase ....... ... .. . . . ... ... ... 509
21-2 Phase Distortion in Telephone Channels . ... ... .. .. .. ... .. ... ... ... 511
Phase/Frequency Impairments . ....... . .. .. ... ................ 511
Quadrature Distortion ...... ... ... ... ... ... .. ... .. ... ... ... 512
21-3 Phase Distortion in Broadband Channels .. ..... .. ... .. .. . ........ 513
Phase/Frequency Distortion ..... ... .. ... . .. ... ... .. ... ... .. 513
Quadrature Distortion . ... ... ... ... ... ... ... ... 513
Differential Phase . ...... ... ... . ... .. ... .. .. ... ... ... ... 514
21-4 Measurement, Evaluation, and Control of Phase Distortion ...... .. .. 514
Phase/Frequency Measurement and Evaluation ... ... ... ... .. .. ... 514
Phase Distortion Control . ..... ... .. .. ... ... .. .. ... ... .. ... ... 516
Chapter 22. Maintenance and Reliability . ... ... ... ... ... .. ............ 520
22-1 Maintenance . ........... . ... ... 521
Sources of Deterioration and Failure ... .. ... .. .. .. .. ... ... .. .. 522
Maintenance Systems and Equipment ... ... ... ... ... ... .. ... ... 523
22-2 Reliability- . ... ... ... 526
Sources of Failure .......... ... .. .. .. .. ... . ... ... . ... 527
Designs for Reliability ........ ... ... .. .. ... ... ... ... ... ... ... 529
Network Operating Methods and Procedures ..................... 531
SECTION 5 OBJECTIVES AND CRITERIA .. ... .. .. ... ... ......... 533
Chapter 23. Subjective Testing . ....... ... .. ... . .. .. . .. .. .. .. .. .. 536
23-1 Subjective Test Methods .. ......... ... . ... ... .. .. . ... ... ... ... .. .. 537
Threshold Testing ........ ... .. ... . . . . . . . ... . . .. ... ... ... ... 5387
Pair-Comparison Testing ....... ... ... ... ... .. ... ... ... .. .. 538
Comment Scale Testing — Category Judgments .. ...... ... .. . ... 539



Xvi Contents

23-2 Test Plan and Procedures .................. ... ... ... ... ... ...... 541
Setting Goals ........ ... ... ... ... ... 541
Test Locale . ........... .. .. . . . . . . . 542
Test Conditions ...... ... ... ... ... ... .. .. .. ... ... ... .. ... 543
Test Procedures .......... .. ... .. . ... .. ... 545
28-8 Data Analysis . .......... .. .. . 546
Chapter 24. Grade of Service ...... ... ... ... ... ... .. .. .. ... .. ... ... . ... 551
24-1 A Graphic Derivation of Grade of Service .......................... 551
Customer Opinion Distributions ............ ... ................ 552
Relation of Connection Losses to Subjective Test Results ... ... ... 553
24-2 Mathematical Derivation of Grade of Service ....................... 556
24-3 Uses of the Grade-of-Service Conecept . ............................. 566
Engineering Compromises ........ .................. ... .. ...... 566
Performance Evaluation ......... ... ... . ... . ... ... ... . ... ...... 568
Time Effects on Grade of Service ......... ... ... .. ... ... ....... 569
24-4 Loss-Noise-Echo Grade of Service . ... ... .. .. .. ... .. ... ... ....B70
Connection Loudness Loss and Noise Model . ............. .. .. ... 571
Talker Echo Model ........ ... ... . .. ... . ... ... . .. ... ... .. ... 573
Loss-Noise-Echo Model . ... ... . ... . ... ... .. .. ... ... . ........ 573
Subjective Opinion Models ... ........ ... ... ... ... ... ... .. ... .. 574
Chapter 25. Determination and Application of Objectives ...... ... ....... 577
25-1 Determination ........ ... .. ... .. ... 577
25-2 Interpretation ......... ... . . .. . ... ... 578
Static Impairment Characteristiecs .. ... ... ... ... ... ... ... .... 579
Probabilistic Charaecteristies ........ .. ... ... ... ...... ... .. ..... 580
Multiple Impairments ........ ... ... . .. ... .. ... . . ... ... 581
Objectives, Requirements, and Limits . ........................... 581
25-83 Allocation ........ ... . .. ... 583
Allocation Assuming Power Addition ............................ 583
Cost Effects . ... ... .. . .. . . 584
Allocation for Digital Transmission . . ... ... ... ... ... .. . .. . .. . 586
25-4 Translation ............ .. .. ... 588
Objectives to Requirements ...... ............ .. ... . ............. 588
Transmission Level Point Translations ................ .. ........ 589
Indices ........ ... 589
System Parameter Effects ....... ... .. ... .. ... . ... . ... ... .. .. .. 590
Chapter 26. Transmission Objectives ....... ... ... ... ................. 593
26-1 Voice-Frequency Channel Objectives ............................... 593
Bandwidth . ..... ... ... .. . ... ... 594



Contents xvii

Network Loss Design Plans ... ... .. ... ... .. ... .. .. ... ... b95
Echo Objectives .. ... ... ... .. .. . .. . . ... ... ... ... 601
Loss Objectives ... ... ... .. .. . . . . .. . . . ... 603
Loss Maintenance Limits .. ... ... ... .. ... .. .. ... ... . . ..... .. . 606
Message Circuit Noise . ... ... .. ... . . . . . .. . ... ... 607
Impulse Noise ...... ... .. .. . .. . . e . 608
Intelligible Crosstalk . ........... . ... .. ... . . .. ... .. ... ... . ... .. 609
Single-Frequency Interference ..... ... ... ..................... .. 610
Frequency Offset .. ... ... . .. . .. . . .. . . . .. ... .. 611
Overload . ... ... ... .. . . . . . 611
Miscellaneous Impairments . ..... ... ... ................... ... 611
Telephone Station Sets .......... .. .. .. ... . . . .. . ... ... ... 612
26-2 Wideband Digital Signal Transmission Objectives .............. .. .. 612
Performance Evaluation ....... ... .. ... .. ... ... .. ... ... ... ... .. 613
Design Applications ... ... ... ... .. ... .. ... ... . 615
26-3 Video Transmission Objectives ... ... ... . ... . ... ... ... ... .. ... . .. 617
Random Noise ....... ... .. .. .. . 617
Low-Frequency Noise ......... ... ... . .. . . ... i 619
Impulse Noise ... ... . .. ... . . . 619
Single-Frequency Interference ................. ... ... ......... 620
Echo ... ... 620
Crosstalk .. ... . . ... . . 623
Differential Gain and Phase .. ...... ... ... ... ... ... . ... ... ... 624
Audio/Video Delay . ... ... ... . . . .. . . . ... 624
Luminance/Chrominance Delay ............ .. ............... ... 625
Chapter 27. Economic Factors ... ... ... ... ... ... ... ............ ... 627
27-1 Objectives ... ... ... . .. . 627
Determination of Objectives .......... ... ... ... .. .. ... . ... ... .. 627
Allocation of Objectives ...... ... ... ... ... . . ... ... ... ... ... ... 629
Economic Objectives ....... ... .. . ... . . ... ... ... 630
27-2 Design Compromises . ........... ...t 631
Circuit Devices . ... ... . . . . ... 631
Cireuits . ... ... ... ... 632
Physical Design ... ... .. . 632
Systems . ... ... 634
27-3 Application Compromises ............ . ... .. ... . ... .. ... 636
Components . ............ . ... ... . 636
Systems .. ... ... 637
Chapter 28. International Telecommunications . ..... .. ... . ........ ... .. 638
28-1 The International Telecommunication Union ............... .. ... .. .. 639

Organizational Structure of the ITU ... ... ... ... ... .. ........ .. 641



xviii Contents

Study Groups and Working Parties .................. ... ...,
Characteristics of International Operations

28-2 The Evolving International Network
World Numbering Plan
Signalling .. ....... ... ... . e
Traffic and Operating
Routing Plan . ........ ... ... ... . .
Transmission and Maintenance

28-3 Transmission Parameters and Objectives
Noise

Index .



Telecommunications
Transmission
Engineering

Section 1

Background

The Bell System should be regarded as a single, huge, and far-flung
telecommunications system made up of station sets, cables, switching
systems, transmission systems, wires, and a conglomeration of other
hardware of all sorts and sizes. This telecommunications system has
grown rapidly and is still growing at a rapid rate. It has within it a
large number of interconnected and interrelated systems and sub-
systems, each of which was designed with an approach that provided
for successful development and overall Bell System evolution. This
relationship between the parts and the total has permitted the orderly
growth of a giant and the rendering of telecommunications services
throughout the United States, Canada, and indeed the world.

Historically, the first telephone systems consisted of two remote
station sets interconnected by wires normally used for telegraph
communications. As interest in telephone communication built up,
the transmission capabilities of the station sets and the interconnect-
ing wires were gradually improved. Soon, manually operated switch-
ing systems were introduced in local communities to provide flexible
interconnections among people living close together and sharing a
high community of interest. These switching systems and the
surrounding station sets and interconnecting wires have become
known as the local plant.

The expanding local areas, the increasing demands for a wider
range of services, and improvements in technology soon permitted
the interconnection of one central office with another. As these
interconnections increased in numbers and distances over which
service had to be provided grew larger, the evolving long distance
network became a separate entity known as the toll plant. Larger
and more complex switching and transmission systems were designed
to meet the unique needs of this part of the overall system.

1
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Chapter 1 provides an overview of the operating Bell System plant
with emphasis on the transmission and switching facilities that pro-
vide nationwide telephone service. Equipment used for other services
that share the message network facilities is also briefly discussed.

An introduction to transmission concepts is given in Chapter 2.
Brief descriptions of telephone, program, television, and data signals
are presented, transmission terminology is defined, and basic tech-
niques and modes of transmission are explained. Some specialized
equipment, used to improve plant performance, is described to
illustrate the interactions of various parts of the network.



Background

Chapter 1

The Transmission Environment

The Bell System provides a variety of communications services to
large numbers of people over a very wide geographical area. To
accomplish this task, a vast and complex physical plant has evolved.
This plant is by no means static; it is highly dynamic in terms of
growth, change, and the manner in which it is used for providing
customer services.

The services provided by the Bell System are not readily categorized.
The basic service of voice communications is handled by what is known
as the switched message network; however, some services such as
telegraph, facsimile, and voiceband data also utilize this network.
In addition, a growing list of other services (e.g., point-to-point
private line, television network service, wideband data, etc.) are
provided, some of which require special switching arrangements
and some of which require no switching at all.

The provision of transmission paths, or channels, and the flexible
interconnection of these paths by switching are the two principal
functions performed by the switched message network, the largest
of the service categories that use the plant. The facilities involved
are shared by many other services provided by the Bell System. The
network transmission paths, highly variable in length, are of two
major types, customer loops and interoffice trunks. The switching
arrangements are also of two major types, local and toll. The design,
operation, and maintenance of this huge network is further compli-
cated by the multiplicity of its parts.

1-1 TRANSMISSION PATHS

Transmission paths are designed to provide economic and reliable
transmission of signals between terminals. The designs must accom-

3
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modate a wide range of applied signal amplitudes and must guarantee
that impairments are held to acceptably low values so that received
signals can be recovered to satisfy the needs of the recipient, whether
a person or a machine, ’

Many transmission paths are designed as two-wire circuits; that
is, transmission may occur simultaneously in both directions over a
single pair of wires. Other paths, voice-frequency or carrier, are de-
signed as four-wire; each of the two directions of transmission is
carried on a separate wire pair.

The four major elements in transmission paths are station equip-
ment (telephones, data sets, etc.), customer loops (cables and wires
that connect station equipment to central offices), local and toll
trunks (interconnections between central offices, consisting of cables
or transmission systems and the transmission media they use), and
the switching equipment (found primarily in the central offices). In
its simplest form, a transmission path might consist of two station
sets interconnected by a pair of wires.

The Station Set

The station set accepts a signal from a source and converts it to
an electrical form suitable for transmission to a receiver which
reverses the process at a distant point. In most cases the station
set is a telephone ; however, many other types of station sets are used.
Examples include facsimile sets, which operate to convert modulated
light beams to modulated electrical analog signals and back to light
at the receiving station, and voiceband data sets, which translate
the signal format used by a computer to an electrical representation
suitable for transmission over the telephone network and then back
to the appropriate computer signal format. Many of these types of
sets must meet transmission requirements for voice communications.

Customer Loops

The station set is connected to the central office by the customer
loop. This connection is most commonly made through a pair of
insulated wires bundled together with many other wire pairs into
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a cable which may be carried overhead on poles, underground in
ducts, or buried directly in the ground. For urban mobile service,
however, the loop consists of a radio connection between the station
set and the central office. The design of the customer loop must satisfy
transmission requirements for all types of signals to be carried, e.g.,
speech, data, dial pulsing, TOUCH-TONE®, ringing, or supervision.

Loops are busy (i.e.,, connected to trunks or other loops) only a
small percentage of the time —in some cases, less than 1 percent
of the time. Where suitable calling patterns exist, this has led to
the consideration of line concentrators for introduction between the
station sets and the central office. A concentrator is a small switching
machine which allows a number of loops to be connected to the
central office over a smaller number of shared lines which are, in
effect, trunks.

For some services, the loop plant is frequently reconfigured. In
providing private branch exchange (PBX) services, for example,
the loop plant provides PBX trunks connecting the customer’s
switching arrangement to the local or serving central office. In
other services, loop plant may be used to form a part of a loop
to be intermixed with trunks to provide an extended loop, or it may
be used as a part of a channel between various customer locations
for the transmission of wideband signals.

Switching Machines

For switched message telephone service, the loop connects the
station set to a switching machine in the local central office, which
enables connections to be established directly to other local station
sets or, through trunks and other switching offices, to any other
station set on the switched network. The various types of switching
offices which house this equipment are illustrated in Figure 1-1.

The principal switching machines in use today are electromechan-
ical, e.g., the step-by-step and the crossbar types. Coming into
increasing use, however, are electronic switching systems, which
provide improvements in flexibility, versatility, and ease of mainte-
nance, along with a considerable reduction of space requirements.
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Transmission paths are provided through switching machines in
a variety of ways and by a number of different mechanisms, including
step-by-step switches, crossbar switches, and ferreed switching net-
works. These all have one thing in common, the ability to connect
any one of a set of several thousand terminals to any other in the
set. By design, this is accomplished with only a minimum of blocking
during the busiest hour; i.e., only a very small percentage of calls is
not completed as a result of all paths being busy. Each of the many
paths is designed to provide satisfactory transmission quality through
the central office.

As mentioned earlier, many transmission circuits are operated on
a two-wire basis and, as a result, are also switched on a two-wire
basis. Thus, especially in the local area, most switching machines
provide two-wire paths. In the toll network, most of the transmission
paths are four-wire; as a.result, many toll switching machines must
provide four-wire switching and transmission paths.

Trunks

The transmission paths which interconnect switching machines are
called trunks. One essential difference between a loop and a trunk
is that a loop is permanently associated with a station set, whereas
a trunk is a common connection shared by many users. There are
several classes and types of trunks depending on signalling features,
operating functions, classes of switching offices interconnected, trans-
mission bandwidth, ete.

There are three principal types of interoffice trunks: local (inter-
office, tandem, and intertandem), toll connecting, and intertoll. These
trunk types and the switching offices that they interconnect are
illustrated in Figure 1-1 which shows a representative metropolitan
area and typical connections to the toll portion of the network.

All trunks must provide transmission and supervision in both
directions simultaneously. However, trunks are designated one-way
or two-way according to whether signalling is provided in both direc-
tions or only one. Two-way signalling is usually provid®d on intertoll
trunks; calls can be originated on the trunk from the switching
machine at either end. One-way signalling is the usual method of
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operating local and toll connecting trunks; therefore, separate trunk
groups are provided for the two directions of originating traffic
between the two offices involved.

Any trunk may use carrier transmission systems. However, local
and toll connecting trunks rely heavily on voice-frequency cable
media, although short-haul analog and digital carrier systems are
becoming more widely used, especially in large metropolitan areas.
The intertoll trunks, for the most part, utilize long-haul analog carrier
systems and microwave radio relay systems.

1-2 SWITCHING ARRANGEMENTS

The service offered by the Bell System consists fundamentally of
providing transmission capability upon demand between two or more
points. Implied by “upon demand” is a switching arrangement capable
of finding the distant end or ends of a desired connection and com-
pleting the connection between the originating and distant ends
promptly and accurately. This is accomplished by a large number of
switching machines connected together and organized around con-
siderations of geography, concentrations of population, communities
of interest, and diversity of facilities. These switching arrangements
are illustrated in Figure 1-1 and may be broadly classified as either
the local switching hierarchy (utilized for local transmission) or the
toll switching hierarchy (utilized for transmission outside the local
area). The switching equipment of either arrangement, however, is
not totally divorced from that of the other. For example, tandem
offices, operated by an associated company, are frequently used to
switch toll traffic. Two methods are used. One is to segregate trunks
between interlocal and toll use by maintaining separate groups. The
second is to use a common tandem trunk group for both toll and
interlocal. When trunks are so shared, the more severe transmission
requirements for either use must be applied to the common group.

The Local Switching Hierarchy

Figure 1-2 illustrates the various degrees of complexity that may
be involved in switching within a local area. The simplest connection
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in the switched network is from one station set to another through
a single local central office. Transmission over such a connection
involves only the two station sets, their loops, and the transmission
path through the switching machine as shown in Figure 1-2(a).

A connection in a multioffice area might be set up between two
local, or class 5, offices in a number of ways as shown in Figure 1-2(b).
Within the metropolitan area, it can be seen that trunks might inter-
connect two offices directly, using trunk A. Alternately, one, two,
or three tandem switching machines might be used ; with one machine,
trunks B and C are used; with two machines, trunks B, D, and G
are used. Finally, if three machines are involved, trunks B, E, F,
and G are all used. These tandem machines, used in large metro-
politan areas, provide economies through switching versus trunk
facility costs and also provide alternate routing of traffic.

The complexity of the transmission network is obviously in-
creased by this multitrunk local area switching arrangement, which
is quite separate from the toll switching hierarchy discussed below.
Since a connection might use just one interoffice trunk between the
two end offices or as many as four tandem and intertandem trunks
interconnecting the end offices and the tandem offices, the network
arrangement must be designed and built according to objectives that
take into account the number of trunks that might be connected to-
gether in tandem to complete a connection from one station to
another. While local trunks are usually short, their numbers comprise
the largest segment of trunks in the Bell System.

The Toll Switching Hierarchy

The hierarchy of toll switching offices, developed to facilitate the
transmission of signals beyond a local area, is illustrated in
Figure 1-3. Working from the top down, it can be seen that the
hierarchy consists of regional centers, sectional centers, primary
centers, toll centers, and end offices. These centers and offices are also
classified by a numbering system as shown in Figure 1-4. The figure
also shows the quantity of each type of office operating in the Bell
System in early 1970.
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CLASS DESIGNATION ?ZP’E?:\'/AI"C‘SE];%
1 Regional center 10%*
2 Sectional center 50
3 Primary center 200
4 Toll center 1000
5 End office 10,000-15,000

*In addition to the ten regional centers in the U.S.A., there are two in Canada.

Figure 1-4. The toll switching hierarchy (Bell System only).

Access to the toll network is made through toll connecting trunks.
In general, they are classified with local trunks since they are
relatively short and intermixed on facilities with interoffice, tandem,
and intertandem trunks. Generally, toll connecting trunks provide
connections between class 5 and class 4 offices (end offices and toll
centers). However, since class 5 offices may connect into the toll net-
work at any level of the hierarchy, toll connecting trunks may also
connect to class 3, class 2, or class 1 offices as well as to class 4 offices.
In these cases, the higher offices also perform the functions of class 4
offices. The facilities used by toll connecting trunks may be voice-
frequency or carrier. The termination at the class 5 office is two-wire;
at the higher class offices it may be two-wire or four-wire, depending
on the switching machine.

The toll switching network is provided with intertoll trunks
between various combinations of office classes. One such combination
is shown in Figure 1-8. Note that final trunk groups (i.e., those carry-
ing traffic for which they are the only route and overflow traffic for
which they are the “last choice” route) are provided between each
lower ranking office and the higher ranking office on which it homes.
All regional centers are interconnected by final trunk groups. High-
usage trunk groups, which provide for alternate routing, are installed
between any two offices that have sufficient community of interest.
Automatic switching of toll circuits facilitates the use of alternate
routing, so that a number of small loads may be concentrated into
large trunk groups, resulting in higher efficiencies and attendant
economies.
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The order of choice of trunks for a call originating in end office 1
and ferminating in end office 2 is indicated in Figure 1-3 by the
numbers in parentheses. In the example there are ten possible routes
for the call. Note that the first choice route involves two intermediate
links. In many cases a single direct link, which would be first choice,
exists between the two toll centers. Only one route requires seven
intermediate links (intertoll trunks in tandem), the maximum per-
mitted in the design of the network.

The probability that a call will require more than » links in tandem
to reach its destination decreases rapidly as » increases from 2 to 7.
First, a large majority of toll calls are between end offices associated
with the same regional center. The maximum number of toll trunks
in these connections is therefore less than seven. Second, even a call
between telephones associated with different regional centers is
routed over the maximum of seven intermediate toll links only when
all of the normally available high-usage trunk groups are busy. The
probability of this happening in the case illustrated in Figure 1-8 is
only p° where p is the probability that all trunks in any one high-
usage group are busy. Finally, many calls originate above the base
of the hierarchy since each higher class of office incorporates the
functions of lower class toll offices and usually has some class 5
offices homing on it. Figure 1-5 makes these points more specific.
The middle column of this table shows, for the hypothetical system

NUMBER OF INTERMEDIATE PROBABILITY
LINKS, 7 FIGURE 1-3 1961 STUDY

Exactly 1 0.0 0.50
2 or more 1.0 0.50
Exactly 2 0.9 0.30
3 or more 0.1 0.20
4 or more 0.1 0.06
5 or more 0.0109 0.01
6 or more 0.00109 0

Exactly 7 0.00001 0

Figure 1-5. Probability that 7 or more links will be required to complete a toll call.
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of Figure 1-3, the probability that the completion of a toll call will
require 7 or more links between toll centers, for values of n from
1 to 7. In computing probabilities for this illustration, the assump-
tions are: (1) the chance that all trunks in any one high-usage group
are simultaneously busy is 0.1; (2) the solid line routes are always
available; and (3) of the available routes the one with the fewest
links will always be selected. The values in Figure 1-5 illustrate
that connections requiring more and more links become increasingly
unlikely. These numbers are, of course, highly idealized and simplified.

Actual figures from a Bell System study made in 1961 are shown
in the last column of the table of Figure 1-5. These numbers represent
the probability of encountering » links in a completed toll call between
an office near White Plains, New York, and an office in the Sacra-
mento, California, region. The assumption was made that all traffic
had alternate routing available and that blocking due to final groups
was negligible. Note that at that time 50 percent of the calls were
completed over only one intermediate link, This is not possible in the
layout shown in Figure 1-3, where it may be assumed that traffic
volume does not yet justify a direct trunk between toll centers. The
maximum number of links involved in the 1961 study was five; this
number was required on only 1 percent of the calls.

More recent studies, reported informally, indicate that the trend
continues in the direction of involving fewer trunk links in toll calls.
In 1970, approximately 75 percent of all toll calls were completed
over only one intertoll trunk; 20 percent required two intertoll trunks
in tandem; about 4 percent required three trunks; the remaining
1 percent required four or more intertoll trunks in tandem. This trend
is a result of increasing connectivity between offices by providing
increased numbers of high-usage trunk groups (direct connections)
between lower classes of offices in the hierarchy.

1-3 IMPACT OF SYSTEM MULTIPLICITY ON
NETWORK PERFORMANCE

The provision of customer-to-customer communications channels
can involve a multiplicity of instrumentalities, facilities, and systems
interconnected in many ways. Station sets, loops, and end offices are
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particularly important, especially in the switched message network,
since they are used in every connection. Toll connecting and intertoll
trunks, toll transmission systems, and toll switching machines are
also important when communications beyond the local area are
considered. The overall comprises a complex configuration of plant
items whose interactions give rise to several broad problems in the
total network design and operation. ’

The first problem is that the accumulation of performance imper-
fections (such as loss, noise, and impedance irregularities) from a
large number of systems leads to severe requirements on individual
units and to great concern with the mechanisms causing imperfections
and with the ways in which imperfections accumulate.

The second problem is that the variable complement of systems
forming overall connections makes quite complex the problem of
economically allocating tolerable imperfections among these systems.
Deriving objectives for a connection of fixed length and composition
is a problem involving customer reactions and economics. However,
when these objectives must be met for connections of widely varying
length and composition, the problem of deriving objectives for a
particular system requires an even more complex statistical study
involving considerable knowledge of plant layout, operating proce-
dures, and the performance of other systems.

A third problem involves the satisfactory operation of each part
with nearly all other parts. Compatibility is particularly important
when new equipment and new systems are being developed, because
the existing plant and the new interact importantly in many ways
and also because plant growth must take place by gradual additions
rather than by massive junking and replacement.

A fourth problem is that of reliability. Only small percentages
of outage time are acceptable for the communications services pro-
vided by the Bell System, and these must account for all causes
of failure—equipment failure, natural or man-made disaster, operat-
ing errors, ete.

Finally, to be complete, any discussion of the environment must
recognize that telephone plant and power transmission and distri-
bution systems share the same geography, either aerially or under-
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ground. This fact is important from a safety standpoint and from
the standpoint of quality of transmission on telephone facilities.
Power systems may come in contact with telephone plant as a result
of storms, plant failures, or induction, endangering customers,
employees, and property unless protective measures are applied. The
presence of power systems in proximity to the telephone plant can
also be damaging from the standpoint of quality of telephone trans-
mission since noise induction is a distinct possibility.

1-4  MAINTENANCE AND MAINTENANCE SUPPORT

The switching patterns that have been described impose strict
requirements on all transmission circuits. For example, up to seven
intertoll trunks may be connected in tandem, and successive calls
between the same two telephones may take different routes which
involve different numbers and kinds of circuits. The losses encountered
on calls routed over different numbers of links must not vary ex-
cessively, nor may the transmission quality vary significantly. If
unsatisfactory transmission occurs, it cannot be observed by an
operator as in the past, and the customer’s attempt to report the
trouble disconnects the impaired circuit, making difficult the identi-
fication of the source of trouble.

To cope with this situation, many central offices have extensive
test facilities associated with them. Some of these facilities are test
switchboards which have access to the lines and trunks in the office
by manual patch or cross-connecting means. New automatic test
facilities are also now available and are used extensively to test
interoffice trunks by way of special trunk circuits and access arrange-
ments provided in the switching machines. In addition, many central
offices are equipped with voiceband data test centers for both
DATA-PHONE® and private line service.

A great variety of portable, special purpose, and general purpose
test equipment is also usually available in most central offices. This
equipment, fixed and portable, manual and automatic, is described in
greater detail later.

Extensive test equipment is also available for special services. For
example, test equipment for television and wideband data services is
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located at the Television Operating Centers and the Wideband Data
Test and Service Bays.

In addition to equipment that is directly involved in maintenance,
there is an extensive list of equipment and transmission system
features that may be classified as maintenance support. These equip-
ment and service features are designed to facilitate trouble identifi-
cation, isolation, and repair, to prevent extensive proliferation of
trouble conditions, to provide for emergency restoration of broadband
facilities on a temporary basis, to provide for remote telemetering
and remote control of maintenance equipment and alarms, and to
provide special communications channels (order wires) for mainte-
nance personnel. These also are described in greater detail in a later
chapter.
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Background

Chapter 2

Introduction To Transmission

The movement of intelligence from one point to another is the
basic task of the Bell System. The intelligence to be moved can be
called a message, regardless of the form it takes or its purpose. The
most common form, of course, is speech, and the telephone system
was initially developed around the need for voice communications.
Over the years, however, many other types of messages (such as
facsimile, program, video, and data) have evolved.

In general, transmission technology has advanced in parallel with
this evolution, providing a means of translating these messages into
electrical signals and developing the communications channels that
make it possible to transmit the messages in reversible form via
existing transmission media. Extension of the capabilities of the
existing multiple-link plant and the development of new plant
compatible with the old and capable of fulfilling transmission require-
ments are among the problems confronting the transmission engineer.

The variety of message signals and types of channels interact in
many ways. Different types of message signals require channels of
various bandwidths and operating characteristics. These channels
utilize voice-frequency and carrier facilities which must meet strin-
gent requirements if they are to provide satisfactory service eco-
nomically. To meet these requirements, it is sometimes necessary to
use specially designed ancillary equipment on the channels or systems.

2-1 MESSAGE SIGNALS
The characterization of transmitted message signals is essential

to an understanding of how such signals interact with the channels
over which they are transmitted. The message signal is defined as

18
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an electrical representation of a message, which can be transmitted
in its electrical form from source to destination. Qualitative descrip-
tions of the more common signals found in the Bell System are given
here. The signals described in this chapter include voice, program,
video, data and facsimile, and control signals. The latter, usually
classified as signalling and supervision, are transmitted in order to
activate switching operations and to perform other subsidiary func-
tions. Variations of these signal types are used to transmit all
messages presently offered as Bell System communication services.
Any of the signals may be transmitted in either digital or analog
form; the choice is dependent in some cases on the transmission
facilities available. More detailed quantitative characterizations of
all these signal types are given in Chapters 12 through 16.

Speech

The most common signal transmitted over Bell System facilities
is the speech signal, an electrical signal generated in the telephone
station set as an analog of the acoustical speech wave generated
in the voice box, or larynx, of the speaking telephone user. This
signal carries most of its information in a band of frequencies
between 200 Hz and 3500 Hz. Most of the energy is peaked near
800 Hz; most of the articulation is above 800 Hz. It has higher
frequency and lower frequency components, but these are not nor-
mally transmitted. It is an extremely complex signal, not only because
of the large number of frequency components it contains, but also
because of the wide range of amplitudes that any component may
have and because of the rapidity with which the frequency and
amplitude of its components may change.

Another complexity is the time relationships inherent in the speech
signal. By one definition or criterion, the signal duration might be
measured from the time the connection is established until it is broken.
By another criterion, the signal duration might be defined as the
speaking interval—during a typical telephone connection, each party
speaks about half the time and listens the other half. But the
situation is even more complex. There are short intervals, sometimes
only milliseconds in length, during which a speaker pauses for breath
or for other reasons. Signal duration could be defined as covering
the time between those pauses. So, it is a matter of definition; care
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must be taken to define the sighal precisely when circumstances
demand it, for example, when considering system loading or crosstalk
effects.

Program

Program signals are those associated with the distribution of
radio program material, the audio portion of television program
material, or ‘“wire music” systems. These signals are usually trans-
mitted over one-way channels having a somewhat wider bandwidth
than the standard voice-frequency message channel. The signals may
include speech and a wide range of musical material. The signal
energy is usually maintained at a higher average level than that of
switched telephone voice-frequency signals and may be transmitted
continuously for hours; however, since there is such a small per-
centage of circuits assigned to this type of service, little effect is felt
in system loading.

Video

There are three types of video signals commonly transmitted
over Bell System facilities—television, PICTUREPHONE®, and
multilevel facsimile. Multilevel facsimile represents a very small
percentage of transmitted signals and is described as a data signal.
Brief descriptions of television and PICTUREPHONE signals are
given here.

A television signal contains information in electrical form from
which a picture can be re-created with fidelity. A still monochrome
picture may be expressed as a variation in luminance over a
two-dimensional field. In a moving picture, however, the luminance
function also varies with time. The moving picture, therefore, is
a function of three independent variables: luminance, position, and
time.

The electrical signal (characterized in Chapter 15) consists of
a current or voltage amplitude which is a function of time. At any
instant, the signal can represent the value of luminance at only one
point in the picture. It is necessary, therefore, in the translation
of a complete picture into an electrical signal, that the picture be
scanned in a systematic manner. If the scanning pattern is sufficiently
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detailed and conducted rapidly, a satisfactory reproduction of picture
detail and motion is obtained. The basic system consists of a series
of scans in nearly horizontal lines from left to right, starting at the
top of the image field. When the bottom of the field is reached, the
process is started again from the top with alternate fields interlaced
to form a frame.

For the successful decoding of the signal into a picture at the
receiver, it is necessary to transmit a key to the scanning pattern.
In the standard signal, this consists of frequent short-duration
synchronizing pulses indicating characteristic points in the course
of the scanning pattern, such as the beginning of scanning lines and
fields. This is coupled with the condition that the motion of the
scanning spot between pulses is uniform with time in the field of
view. The picture signal -is.interrupted during retrace time and
replaced by a black signal known as a blanking pulse. Because of
this, the return trace is not visible in the picture.

The PICTUREPHONE signal is conceptually similar to the tele-
vision signal. Both signals use a frame rate of 30 per second and
a field rate of 60 per second. Lines from alternate fields are inter-
laced. The following tabulation compares the two signals in other
important respects:

SCAN RATE LINES/FIELD BANDWIDTH
TELEVISION 15.75 kHz 525 4.3 MHz
PICTUREPHONE 8.0 kHz 250 1.0 MHz

The signal duration in television operation is long, an hour or more,
with only short breaks for commercial and station-break announce-
ments. These hardly qualify as signal terminations for most situa-
tions. For PICTUREPHONE signal transmission, the signal duration
is the full period of the call since picture information is transmitted
in both directions during this entire period.

Data and Facsimile

The basic data signal usually consists of a train of pulses which
represent, in coded form, the information to be transmitted. Such
signals are processed in many ways to make them suitable for
transmission over Bell System facilities. To represent coded values
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of the signal, the amplitude may be shifted, the frequency may be
shifted, or the phase of a carrier may be shifted. In addition, the
relative positions of pulses or the duration of pulses may be changed.

The speed with which changes are made, no matter which parameter
is changed, determines to a large extent the bandwidth required to
transmit data signals. Transmission speeds used in the Bell System
vary from a few bits (binary digits) per second for supervisory
control channels, to a few hundred bits per second for teletype or
telegraph signals, to over one megabit per second for use on digital
carrier systems.

Some two-valued facsimile signals (black and white facsimile)
closely resemble binary data signals and may be compared with them
in many ways. Multivalued facsimile signals are more like video
signals, as mentioned earlier; they produce pictures at slow speeds
with gradations of grey between black and white., Such facsimile
signals are often regarded as special forms of data because channel
requirements for facsimile transmission are quite similar to those
for data transmission. The latter signals, together with other forms
of data (such as the electrocardiogram signal), may be regarded as
analog data signals.

Data signal durations are highly variable. Some data messages
tend to be very short while others can last for hours. Facsimile
messages last several minutes typically.

Control Signals

In order to implement the functions of any switched network, it
is necessary to transmit three types of control, or signalling, informa-
tion. These are (1) alerting signals, (2) address signals, and (3)
supervisory signals. These signals are usually transmitted over the
loops or trunks directly involved in an overall connection. However,
they may also be transmitted over a separate, dedicated signalling
channel used as a common signalling facility for many message chan-
nels. Such a common channel system is under study and development.

Alerting signals include the ringing signal, which is supplied to
a loop to alert the customer to an incoming call on his line, and a
variety of signals that are used to alert operators to a need for
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assistance on a call. Addressing signals provide information, trans-
mitted over loops and trunks, concerning the desired destination of
the call (the called number) and, sometimes, the identification of the
calling number. Supervisory signals are used to indicate a demand
for service, the termination of a call, and the busy/idle status of each
loop or trunk.

Many forms of addressing and supervisory sighals are employed.
These include pulsing of the direct current supplied on loops for
talking purposes or on voice-frequency trunks for supervision, changes
in state of direct current supplied on voice-frequency trunks, and
single-frequency or multiple-frequency alternating current signals
which may be transmitted within or outside the voiceband of a carrier
or voice-frequency circuit. The most important of these signals are
described and characterized in Chapter 13.

Many other types of signalling information are transmitted for
subsidiary functions. These include dial tone, audible ringing tone,
coin signals (deposit, return, and collect), busy and reorder tones,
and recorded announcements such as time and weather information.
None of these relates importantly to transmission work, however,
and so they are not described in detail.

The duration of information signals varies widely. Addressing
signals last for only a short time, one to several seconds. Supervisory
signals, on the other hand, may be present for minutes, hours, or even
days when a trunk, for example, is not called into use. It is
interesting to note that address signals may be regarded as transient
by nature, and supervisory signals are steady state.

2-2 CHANNELS

A channel is defined as a frequency band, or its equivalent in the
time domain, established in order to provide a communications path
between a message source and its destination. The characteristics
of the signal derived from the message source determine the require-
ments imposed upon the channel in respect to bandwidth, signal-to-
noise performance, etc.

In the switched telephone message network, a variety of channels
are provided on a full-time, dedicated basis in the form of loops,
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local trunks, toll connecting trunks, and intertoll trunks. Each
such channel is a well defined entity between its terminals for long
periods of time. Changes in the channel makeup or configuration can
be made only by changing soldered connections or by patching within
a jack field.

The end-to-end frequency band established between station sets
in a built-up telephone call is also a channel. This frequency band
is dedicated and maintained only for the duration of the call. In
this case, the channel is made up of other tandem-connected channels—
the interconnected loops and trunks used to establish the connection.

With the advent of time division switching and its integration
with time division transmission systems, the end-to-end concept of
a channel in a built-up telephone connection may have to be modified.
Present systems maintain the integrity of the channel in the time
domain equivalent of the analog channel, but it is theoretically
possible to change channel assignments during a call. Analog channel
assignments are changed during a call in the TASI system, described
later in this chapter.

Thus, channels in the switched telephone message network may be
regarded as fixed, changeable, or switchable. In any case, each type
of channel must be designed to have a transmission response that
will satisfy the objectives set for the type of service to be provided.
That is, they must be of sufficient bandwidth, must have gain/
frequency and phase/frequency characteristics that are well con-
trolled, and must not be contaminated by excessive noise or other
interference. These parameters will be discussed more quantitatively
in later chapters.

Channels may also be regarded as one-way or two-way. Carrier
systems are usually operated on a four-wire basis, a separate path
for each direction of transmission. On one such path the dedicated
band of frequencies (i.e., the channel) carries signal energy in one
direction only, and so each path represents a one-way channel. Voice-
frequency circuits (loops and trunks), on the other hand, are fre-
quently operated so that both directions of transmission are carried
on the same wire pair—a two-way channel. In any case, in the
switched message network, loops and trunks must be capable of full
duplex, i.e., two-way simultaneous usage.
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In this discussion, definitions involving channels in the switched
telephone message network have been stressed. It must be recognized
that many other types of channels are provided in the Bell System.
These include very wideband channels for high-speed data or video
signal transmission, channels somewhat wider than speech channels
for radio and television program or sound signals, voiceband channels
that are specially treated to meet data or facsimile transmission
objectives, and very narrowband channels for telegraph and low-speed
data signal transmssion.

2-3 VOICE-FREQUENCY (VF) TRANSMISSION

To a large extent, the line facilities and apparatus that are applied
in practice to the local telephone plant operate at voice frequency. The
loop plant employs a two-wire mode of operation almost exclusively,
and the local network trunk plant is operated in both the two-wire
and the four-wire modes. In either mode, the transmission medium
introduces signal loss which must be controlled within established
limits in order to provide satisfactory service. When the losses exceed
the established limits, compensation must be made by means of voice-
frequency repeaters (amplifiers and associated circuit features)
whose gains are designed to restore signal amplitudes. For economical
circuit design, then, proper choice must be made of the minimum
wire size compatible with circuit length, as well as the appropriate
repeater type relative to mode of operation, wire size, and circuit
length.

Modes of Voice-Frequency Transmission

The telephone station set is basically a four-wire instrument, one
that requires two wires for the transmitter and two wires for the
receiver. If the four-wire nature of the set were extended into the
entire local plant including both loops and trunks, four wires would
have to be provided for every connection including the transmission
paths through the switching machines. Such an arrangement, illus-
trated in Figure 2-1(a), would offer some transmission advantages,
but it would be inordinately expensive since it would nearly double the
amount of copper required for cables and other types of conductors
needed to provide transmission paths and would impose a burden on
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Figure 2-1. Voice-frequency modes of transmission.

local switching machines, nearly all of which provide two-wire
transmission paths only. To avoid this expense, the station set is
provided with circuitry that combines the transmitter and receiver
conductors so that only one pair of wires is needed for transmission
in both directions. This arrangement, called two-wire transmission,
is illustrated in Figure 2-1(b).
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Two-wire transmission is used almost exclusively in loops and
commonly in short trunks between local central offices. However,
when trunks are long or when the bandwidth is significantly greater
than the 4 kHz used for speech transmission, the technical problems
are such that four-wire transmission is necessary. Net losses can be
held at lower values, and there are fewer echo and singing paths.
Therefore, there are applications for four-wire voice-frequency cir-
cuits even before carrier applications become economical.

Voice-Frequency Repeaters

The selection of repeater type in solving voice-frequency applica-
tion problems depends on the required gain and on the mode of
transmission, two-wire or four-wire. The E-type repeater, shown
schematically in Figure 2-2, is used in many two-wire trunks and
some loops to provide the necessary gain and equalization. Its unique
shunt and series negative impedance characteristics provide gain in
both directions of transmission in a two-wire circuit.

-

Series converter

(e, -O
Line LBO LBO Line
O~ | e— )

)l Lo
—

Shunt converter

;W{

Figure 2-2. Negative impedance repeater for a two-wire repeatered line.
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The repeaters used in four-wire lines use separate amplifiers for
each direction of transmission. Figure 2-3 shows how four-wire re-
peaters are used in a four-wire trunk. Notice that repeaters used
along the line connect four-wire to four-wire, while at the ends of the
trunk the arrangement provides interconnection between four-wire
and two-wire facilities.

New designs, designated facility terminals, are now available to
provide either two-wire or four-wire gain. In addition, this equipment
provides flexibility in interconnecting equipment needed for other
circuit functions such as signalling and equalization as required.

2-4 CARRIER SYSTEMS

Since the per-channel copper costs for VF transmission are often
prohibitive, carrier systems have been developed to reduce overall
costs by the substitution of electronics for copper. Carrier systems
(which for the purpose of this discussion include microwave radio
systems) are broadband, multichannel, four-wire facilities. The car-
rier principle proves to be economical because its broadband, multi-
channel features allow one carrier channel to be used for a multiplicity
of narrower band channels (for speech, data, or other signal trans-
mission). These individual channels operate, of course, in the four-

wire mode also, since there is a separate path for each direction of
transmission.

Systems designed for submarine cable operation and some short-
haul carrier systems use a mode of transmission called equivalent
four-wire. In this mode, the two directions of transmission are
separated in frequency on a single pair of wires, rather than in space
on separate wire pairs. Two circuit arrangements that are commonly
used are illustrated in the block diagrams of Figure 2-4(a) and
(b). The advantage of this mode, of course, is that only one pair is
required for both directions of transmission.

A carrier system may be regarded as consisting functionally of
three major parts: (1) high-frequency line or radio relay equipment
which, with the transmission medium, provides a broadband channel
of specified characteristics to permit simultaneous bidirectional trans-
mission of a wide range of communications signals; (2) modulating
equipment to process signals from one form to another more suitable
for transmission in each direction of transmission from the terminal;
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and (3) multiplexing equipment which combines, at the system input,
and separates, at the system output, the various signals sent through
the system. To achieve efficient equipment packaging, the modulating
and multiplexing equipment are usually combined. Together these
three major parts provide transmission channels having fixed gain,
acceptably low noise and distortion, and high velocity of propagation.

High-Frequency Line Equipment

To provide a broadband channel, high-frequency line equipment
must perform a number of functions which differ depending on the
type of system. The basic function found in all systems is that of
amplification to compensate for losses in the medium between repeater
points. Such compensation may require the gain to be a nonflat
function of frequency and, as such, it is often considered as the first
step in equalization.

In analog coaxial cable systems, amplification is the only primary
function of the high-frequency line equipment. Other functions, such
as regulation to maintain constant the overall system gain in the
presence of temperature changes, and equalization to compensate
for small deviations in the transmission response, are also provided,
but for present purposes they may be regarded as secondary. Another
secondary function is that of protection line switching; in the event
of failure or for line maintenance, service may be switched auto-
matically or manually to a spare line.

Another important function of the line equipment of some short-
haul cable systems is frequency frogging, whereby the signal is
modulated alternately between two frequency bands at each repeater.
This process is required to control systematic impairments (equali-
zation) that arise due to the transmission response of the medium
and to limit unwanted crosstalk paths.

The repeaters in the high-frequency line equipment in microwave
radio systems also provide gain as their primary function. Secondary
functions include modulation to translate the signal from high radio
frequencies to intermediate or baseband frequencies (where designs
of amplifiers are more tractable), frequency frogging between radio
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frequency bands, and high-speed switching to provide alternate paths
for the signals in order to overcome the effects of fading in the
medium (the atmosphere) or to overcome the effects of equipment
failure.

In the high-frequency line equipment of digital systems there are
two primary functions. In addition to providing gain, a digital
repeater regenerates the transmitted pulses and reshapes them for
transmission to the next repeater. The regeneration process must
also include a timing function so that the pulses are transmitted
in correct time relationship to one another.

Modulating Equipment

Input signals to a carrier system must be processed to make them
suitable for transmission over the line equipment. The processing is
usually referred to as modulation. There are several forms of modu-
lation, and they may be used singly or in combination according to
the needs of the system.

The process involves modifying the signal in some reversible
manner to prepare it for combining with other signals or for trans-
misgion over the high-frequency line or both. This may be accom-
plished by varying (modulating) a carrier in amplitude or frequency
in accordance with the amplitude and frequency variations of the
input signal (sometimes called the baseband signal) ; or the input
signal, regarded as a continuous wave, may be sampled in time and
then coded into a stream of pulses as is done in digital transmission
systems.

Multiplex Equipment

Multiplexing means the combining of multiple signals for simul-
taneous transmission over a common medium. The simplest form
of multiplexing might be called space division multiplexing. It occurs
when many signals are transmitted over separate pairs of wires all
in the same cable. The term is usually applied, however, to the
two categories called frequency division multiplex and time division
multiplex.
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If in a frequency division multiplex (FDM) system a number of
signals modulate carriers at some high frequencies, they may be
transmitted simultaneously over a common medium provided (1)
the band of each signal covers a part of the broadband spectrum of
the high-frequency line equipment different from all other modu-
lated signals and (2) the total bandwidth does not exceed that of the
high-frequency line equipment. Such signals are combined in electrical
networks in the transmitting terminal of the system and are separated
by frequency-selective networks at the receiving terminal.

In a time division multiplex (TDM) system, the pulses, which are
formed for different signals in the modulating equipment, are inter-
spersed in a regular time relationship at the transmitting terminal.
Timing pulses, transmitted with the signal information, permit the
operation and control of gate circuits at the receiving terminal. These
circuits separate the signals from one another so that they may be
processed, or demodulated, individually at the receiving terminal of
the system.

2-5 ANCILLARY EQUIPMENT AND FUNCTIONS

Included in the transmission plant are a large number of equip-
ment items and operating techniques that have been developed so
that transmission and operating requirements may be met more
economically. Among these are circuits such as compandors and echo
suppressors, operating techniques such as frogging, and complete
switching/transmission systems that employ time assignment speech
interpolation techniques.

The word compandor is made up of syllables taken from the words
COMpressor and exPANDOR. The performance of some carrier sys-
tems is improved, especially for speech signals, by the use of these
devices. At the transmitting terminals of a telephone circuit, speech
signal amplitudes are compressed into a narrower than normal range
and then restored by the expandor at the receiving terminal. The re-
sult is a significant reduction of noise during periods of small signal
transmission and during quiet intervals. These are the periods when
noise is most objectionable to the telephone user.

In addition to compensating for losses incurred in the medium, the
design of telephone trunks involves dealing with and overcoming
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various other impairments suffered in the course of transmission. One
such impairment is echo. If a trunk is so designed that the likelihood
of a disturbing echo is high, it is often equipped with an echo sup-
pressor. This device acts as a pair of voice-operated switches; while
one subscriber is talking, the echo suppressor inserts high loss in the
opposite direction of transmission to attenuate the echo before it is
returned to the speaker.

Two types are used, full and split. In the full echo suppressor, the
voice-operated switches and echo attenuation circuits for both direc-
tions of transmission are located at one end of the trunk. In the split
echo suppressor, the circuitry is split between the two ends of the
four-wire trunk.

The performance of transmission systems is often improved by
some kind of frogging, a term adopted from the railroad industry
where a frog is a special section of rail used to cross one track over
another. In transmission, some impairments may accumulate due to
channels being in close relationship to one another. These relation-
ships and the impairments can be altered significantly by frogging
in space (by changing the medium or by reversing or transposing
wire positions) or by frequency frogging (changing the relative posi-
tions of channels in a common spectrum). Both space and frequency
frogging techniques are used in telephone practice.

A Time Assignment Speech Interpolation (TASI) system is used
to increase the efficiency of bandwidth utilization on some transmis-
sion systems. It operates as a high-speed switching system to allow
a number of talkers to share a smaller number of trunks on the high-
frequency line. The switches are voice-operated and allow a channel
in the transmission system to be taken from a speaker during breaks
in his conversation. These breaks occur during periods that a user is
listening, rather than talking, and during other pauses in normal
conversation.
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Section 2

Elements of Transmission Analysis

In this section of the book a number of technical subjects are
treated in a manner designed to acquaint the reader with fundamental
principles of transmission analysis, which have application to trans-
mission system design, operation, and planning. The subjects are
covered in a series of nine chapters.

While the book has been written for persons with an electrical
engineering background, it must be appreciated that each of the
subjects covered in this section has been worthy of entire textbooks
at both the undergraduate and graduate levels of study. It has been
impossible, therefore, to discuss most of these subjects without using
a higher level of mathematics than can normally be assumed for
second or third year undergraduate students. For the most part,
the mathematics used are presented without apology, without proof,
and without thorough mathematical development that might satisfy
a mathematician. For additional background information, the in-
quisitive reader is referred to the literature listed at the end of
each chapter.

Chapter 3 provides a transition from the “Background” section
of the book to the more theoretical subjects to follow. Some terminol-
ogy is defined, and justification for the use of logarithmic units in
transmission work is presented. The concept of transmission level
points is discussed, and measurements of certain types of signals
and interferences are described.

Chapters 4 and 5 cover the related subjects of ‘“Four-Terminal
Linear Networks” and “Transmission Line Theory.” The material
in these chapters includes discussions of the basic Ohm’s and Kir-
choff’s laws and their application; the analysis of networks and their
interactions, impedance relationships, return loss and reflections; and
transformer and hybrid coil theory and applications. Transmission
lines are treated in terms of equivalent circuits, characteristic im-
pedance, primary electrical constants, velocity of propagation, and
loading.

35
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Chapter 6, on wave analysis, is presented in order to increase the
reader’s understanding of the Fourier series and Fourier transform.
This permits a more general understanding of time-domain and
frequency-domain relationships between signals and transmission
channels.

Chapter 7 covers negative feedback amplifiers from the points-of-
view of how design limitations and compromises are made to
accomplish design objectives and how these objectives are related to
the performance of transmission systems in the field. The principal
benefits of feedback are discussed and means for providing feedback,
as well as the manner in which feedback mechanisms interact with
each other, are described.

In Chapter 8, a number of methods of signal processing are de-
scribed in order to show how signals are modified for more efficient
transmission over existing media and then restored to their original
form for final transmission to the receiver. Various forms of ampli-
tude, angle, and pulse modulation processes are covered.

“Probability and Statistics” is the subject of Chapter 9. The
application of this branch of science to transmission system design
and operation is among the most important aspects of transmssion
work. Without the application of probability and statistics, the Bell
System could not operate economically and perhaps could not operate
at all. The terminology and symbology of this branch of mathematics
are first described. Examples of statistical and probabilistic analyses
are given to illustrate how such techniques may be used to solve
transmission problems.

Chapter 10 covers a brief history and description of information
theory and its application in transmission engineering. Mathematical
expressions are presented to show the theoretically maximum channel
capacity for both ideal (distortion-free) channels and for typical
noisy channels. While the subject is of most concern to development
and research workers, an understanding of the principles should
enhance the work of the transmission engineer in the field.

Chapter 11, the last chapter of this section, consists of a presenta-
tion of the more important aspects of conducting engineering economy
studies. Transmission problems usually have more than one tech-
nically sound solution; the selection of one of several alternative lines
of action can often be best made on the basis of economic comparisons
of the alternatives.
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Chapter 3

Fundamentals of Transmission Theory

- Transmission systems for communications are made up of a large

number of tandem-connected two-port (four-terminal) discrete net-
works and distributed networks such as transmission lines. In the
analysis of transmission systems, the properties of these networks
must be defined mathematically. Logarithmic units are commonly used
because the ratios of currents, voltages, and powers found in these
networks are large and awkard to manipulate. If the input-output
relations, or transfer characteristics, of the individual two-port net-
works are determined, the transfer characteristics of the tandem con-
nection of several such networks can be found by taking a product of
the appropriate network transfer characteristics.

Transmission parameters of communication systems are measured
in a manner consistent with mathematical analysis techniques. Thus,
many types of test equipment are designed to measure signal and
interference amplitudes in logarithmic units (decibels). Other test
equipment types measure more conventional parameters, such as volts,
amperes, or milliwatts. Some test instruments are arranged to display
signals or interferences as functions of either time or frequency.

3-1 POWER AND VOLTAGE RELATIONS IN LINEAR CIRCUITS

Some of the mathematical relations necessary for the evaluation of
system performance can be explained in terms of the simple circuit
diagram of Figure 8-1. The transducer in this circuit is assumed to
be linear; i.e., the relation of the output signal to the input signal can
be described by a set of linear differential equations with constant
coefficients.

37
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Energy is transferred from gen-
erator to load via the linear two-
port transducer. The transducer
- Linar z| may take on a wide variety of

T Jwo-por TV2 § forms, ranging from a simple pair

nedveer ) of wires to a complex assortment
of cables and amplifiers, modula-
tors, filters, and other circuits. The
four terminals are associated in
pairs; the pair connected to the
Figure 3-1. Terminated two-port circuit.  generator is commonly called the

input port and the pair connected
to the load as the output port. If the energy at the output is greater
than at the input, the transducer is said to have gain. If the energy
is less at the output than at the input, the transducer is said to have
loss.

B

Generator Load

As illustrated in Figure 8-1, a generator may be characterized by
its open-circuit voltage, E’, and its internal impedance, Z¢, and a
load by its impedance, Z.. If the signal produced by the generator is
periodic, it may be represented by a Fourier series, V=V, 4 Vs ...
+ Vi + ... Vi, each term of which has the form

Vi = B¢ cos (ot + ér), (3-1)

or, more conveniently,

Vk — Ek ej(wt+¢k). (3_2)

In Equations (3-1) and (3-2), the subscript k& represents the kth
term of the Fourier series, Vi represents its instantaneous voltage,
and E« represents its peak voltage. The input-output relations of the
transducer are not dependent on the presence or absence of other
similar terms in the series nor of their magnitudes. The Fourier series
signal representation is thus convenient for this type of analysis.

For example, if the generator voltage of Figure 3-1 is a single-
frequency signal represented by

j(wt+éy)
’

FE —=FE:e (3-3)
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the ratio of V; to V. is given by
Vi/Vs = [E1 ej(wlter)l)]/ [E: ej(w2t+¢2)]

= (BB, &40, (3-4a)

Where the radian frequency, w, is the same for E; and E; (generally
true except for modulators), this equation may be written

Vi Vo= (Ei/Es) 1%, (3-4b)

As mentioned above, the ratios encountered in telephone transmission
are often very large, and the numerical values involved are awkward.
Moreover, it is frequently necessary to form the products of several
ratios in order to express the gain or loss of a network or a tandem
connection of networks. The expression and manipulation of voltage
or power ratios are simplified by the use of logarithmic units. The
natural logarithm (In) of the ratio of Equation (3-4b) is a complex
number.

In(Vy/Vs) =0 =a+jB =In (E/E:) +j(d1 —¢2). (3-5)

The real and imaginary parts of Equation (8-5) are uniquely
identifiable, which is to say

and

a = In (E/E:), the attenuation constant, }
(3-6)

B = ¢1 — ¢2, the phase constant.

When this measure of voltage (or current) ratio is used, « is said
to be expressed in nepers and B in radians. The term mneper is an
adaptation of Napier, the name of the Scottish mathematician credited
with the invention of natural logarithms.

The Decibel

The logarithmic unit of signal ratio which now finds wide
acceptance is the decibel (dB). The decibel is equal to 0.1 bel, a unit
named for Alexander Graham Bell whose investigations of the
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human ear revealed its logarithmic response. Strictly speaking, the
decibel is defined only for power ratios; however, as a matter of
common usage, voltage or current ratios also are expressed in
decibels. The precautions required to avoid misunderstanding of
such usage are developed in the following.

If two powers, p; and p., are expressed in the same units (watts,
microwatts, etc.), then their ratio is a dimensionless quantity, and
as a matter of definition

D =10 log (pi/p2) dB (8-7)

where log denotes logarithm to the base 10, and D expresses the
relative magnitude of the two powers in decibels. If an arbitrary
power is represented by po, then

D =101log (p1/p0) — 101log (pa/pe)  dB. (3-8)

Each of the terms on the right of Equation (3-8) represents a power
ratio expressed in dB, and their difference is a measure of the relative
magnitudes of p; and p.. Thus, the value of this difference is in-
dependent of the value assigned to po. However, it is often convenient
to use a value of one milliwatt for p,. The terms 10 log (p:/po) and
10 log (p2/po) are then expressions of power (p; or p2) relative to
one milliwatt, abbreviated dBm. Note, however, that their difference
is in dB, not dBm. In short, Equation (38-7) is a measure of the
difference in dB between p; and p.. Note that nepers and decibels
may be related by the expression nepers/dB — 20 log 2.718 — 8.686.
This relationship is derived from the definitions of Naperian and
common logarithms.

As mentioned above, voltage and current ratios are also often
expressed in decibels as a matter of common usage. Such relation-
ships are simple and direct when the impedances are equal at the
points where the voltages or currents are measured. If the impedances
are not equal, errors may be introduced unless care is taken to use
appropriate correction factors as explained below.

If there is an rms drop of ¢ volts across a complex impedance
(Z = R + jX ohms) as a result of an rms current of 7 amperes
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flowing through the impedance, the power dissipated in the impedance
may be written

p = R watts. (3-9)

The rms voltage and rms current are related by Ohm’s law, discussed
in Chapter 4, in such a way that ¢ = e/| Z |. By substituting this
value in Equation (3-9) and expanding | Z |? it can be shown that
the power dissipated may also be written

_ e
P=RaF xRy

watts. (3-10)

Using appropriate subscripts to indicate two different measure-
ments, the value of p from Equation (3-9) may be substituted in
Equation (8-7) to yield

D =10 log (pi/p2) = 10 log (i1/12)* + 10 log (B1/R.)
= 20 log (%1/42) + 10 log (R:/R:) dB. (3-11)
Similarly, the value of p from Equation (3-10) may be substituted
in Equation (3-7). This gives

612/R1 (]. + X12/R12)
e’/Ry (1 + X?/R5?)

D =10 log (p1/p2) = 10log

(1 + X*/Ry?)

=20 log (e1/ez) — 10 log (Ri/R;) — 10 log 1+ X2/R)

dB.

(3-12)

The terms beyond 20 log (i1/%2) and 20 log (ei/es) in Equations
(3-11) and (8-12) give rise to serious error unless they are included
when expressing voltage and current ratios in decibels except when
the impedances Z; and Z, are equal. The extent of these errors may
best be illustrated by some simple examples,
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Example 3-1:

Let
P11 = 2mW = 0.002 watt,
P — 1 mW = 0.001 watt,
Then, from Equation (3-7)
D = 10 log (p1/p2) = 101log 2 =3 dB.
Let
R; = 10 ohms, R; = 10 ohms, X; — 10 ohms, X — 10 ohms.
Then, from Equation (3-9)
4y = (p1/R1)'2 = (0.002/10)/2 = 0.014 Amp
2 = (p2/R:)'/? = (0.001/10) /2 = 0.01 Amp
and from Ohm’s law
er =4 |Z1| = 0.014+/10% + 10> = 0.2 volt
€2 = % | Z2| = 0.01+/10% F 102 = 0.14 volt.
From Equation (3-11)
D = 20log (%1/%2) + 10 log (R1/R2)
= 20 log (0.014/0.01) 4+ 101log1
= 3 dB.
From Equation (3-12)
D = 201log (ei/e2) — 10 log (Ry/Rz) — 10 log%%
= 20 log (0.2/0.14) — 10log1 — 101log1
= 3dB.
Thus, no error results from computing the current or voltage
differences in dB simply by taking 20 log of the current or voltage

ratios. This is because the impedances Z; and Z, are equal and all
terms after the first in Equations (3-11) and (3-12) reduce to zero.
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Example 3-2:
In this example, the assumption is again

P = 2mW = 0.002 watt
pe = 1 mW = 0.001 watt.

Then
D = 10log (p1/p2) = 101log2 =3 dB.
Now, assume B; = 10 ohms, R> = 20 ohms, and X; = X, = 0.

From Equation (8-9)
41 = (p1/R1)'? = (0.002/10) /2 = 0,014 Amp
ia = (Ps/R2)'? = (0.001/20) /2 = 0.007 Amp.
From Ohm’s law

e, = U ‘Z1 l = 0.014 X 10 = 0.14 volt
es — B2 | Z2 | = 0.007 X 20 = 0.14 volt.

From Equation (3-11)

D = 201log (¢ /%) + 10 log (Ri/R2)
= 20 log 2 4+ 10 log (1/2)
= 6 —-3=3dB.
From Equation (3-12)

1+ X2/R®
D = 20log (ei/e2) — 101log (Ri/R:) — 10 log E—fj—jﬁ%

= 20log1—101log (1/2) —101log 1
Once again the three expressions for D give the same answer, 3 dB.

Note, however, that in this example significant errors would occur
if D were computed for current or voltage ratios without concern
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for the impedance of the circuits. In the case of the current ratio,
the answer would have been 6 dB; in the case of the voltage ratio,
the answer would have been 0 dB.

Example 3-3:

Once again, assume
»1 = 2mW = 0.002 watt
P = 1 mW = 0.001 watt.

Then
D = 10log (p1/p2) = 101log 2 =3 dB.

Now, assume R; = 10 ohms, R> = 20 ohms, X; = 20 ohms, and
X, — 10 ohms.

From Equation (3-9)
&1 = (pi/R1)2 = (0.002/10)1/2 = 0.014 Amp
is = (p2/Rz)¥? = (0.001,/20)1/2 = 0.007 Amp.
From Ohm’s law
er = 11| Z1|= 0.0144 v/ 107 F 202 = 0.31 volt
s = @5 | Zz | = 0.007\/ 20% - 10% = 0.16 volt.
Then, from Equation (3-11)

D = 20log (i1/iz) + 10 log (R1/R2)
= 20log 2 4 10 log (1/2)
—=6—-3=38dB.

From Equation (3-12)

14 X:2/R:®
D = 20log (e1/ez) — 10 log (R1/R3) —10 log %7%1@2—;

— 20 log 2 — 10 log (1/2) — 10 log (5/1.25)
=64+3—-6=3dB.
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Again, as in Example 3-2, the value of D is 3 dB no matter how
computed. However, the importance of including the impedance
factors in the computation is demonstrated.

Loss, Delay, and Gain

There are several different methods of describing the transfer
characteristics of a two-port network. Such characteristics require
specification of four complex quantities representing input and output
relationships. However, in many cases where the network environ-
ment (such as source and load impedances) is controlled, the transfer
can often be characterized more readily by one frequency-dependent
complex number describing the loss (or gain) and phase shift through
the network. Several different means of expressing the transfer
characteristic have come into use, each having merit for a particular
set of cirecumstances and each depending in part on the definition of
the network parameters involved.

Insertion Loss and Phase Shift. In the circuit of Figure 3-1, assume
that it has been determined that power, p., is delivered to the load,
Z1, when the open-circuit voltage E’, is applied. Next assume that
the two-port network is removed, the generator is connected directly
to the load, and the power delivered to Z. is po. The difference in dB
between po and p: is called the insertion loss of the two-port network;
ie.,

Insertion loss = 10 log (po/P2) dB. (3-13)

If the impedances are matched throughout, there is no ambiguity
in expressing insertion loss as a voltage or current ratio. The in-
stantaneous voltages, V, and Vs, corresponding respectively to po and
ps, may be expressed in terms of peak values, Fo and E,. By proceed-
ing as in the development of Equation (8-6), the insertion loss and
a definition of the insertion phase shift may be written:

Insertion loss = 20 log (Eo/E2) = 20 log (Io/Iz) dB; (3-14)
Insertion phase shift = 57.3 ($o — ¢2) degrees (3-15)

where ¢, and ¢, are given in radians.
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If the transducer of Figure 8-1 furnishes gain, then E, > E,, and
the insertion loss values are negative. In order to avoid talking about
negative loss, it is customary to write

Insertion gain = 20 log (E./E,) dB. (3-16)

If complex gain is expressed in the form of Equation (3-5), the
phase shift will be the negative of the value found in Equation (3-15).
Unfortunately, there is no standard name which clearly distinguishes
between the phase shift calculated from a loss ratio and that calcu-
lated from a gain ratio. The ambiguity is entirely a matter of
algebraic sign and can always be resolved by observing the effect of
substituting a shunt capacitor for the transducer. This gives a nega-
tive sign to the value of ¢, and a positive change in the phase of
Equation (3-15).

Phase and Envelope Delay. The phase delay and envelope delay of a
circuit are defined as

Phase delay —= 8/
Envelope delay = dB/dw

where B is in radians, w is in radians per second, and delay is there-
fore expressed in seconds. In accordance with the sign convention
adopted previously, both the phase and the envelope delay of an
“all-pass” network are positive at all finite frequencies. The above
expressions show that the envelope delay is the rate of change, or
slope, of the phase delay curve. If the phase delay is linear over the
frequency band of interest, the envelope delay is a constant over
that band.

For cables or similar transmission media, the phase ghift is usually
quoted in radians per mile. In this case, phase delays and envelope
delays are expressed in seconds per mile. Their reciprocals are called
phase wvelocity and group velocity, respectively, and the units are
miles per second.

Available Gain. The maximum power available from a source of
internal impedance, Z¢, is obtained when the load connected to its
terminals is equal to its conjugate, Zcf ie., if

Ze=Rc+ jX¢
and (3-17)

Z¢ = R — jXe.
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It should be noted that maximizing available power is not neces-
sarily the optimum relationship because, when conjugate impedances
are interconnected, large reflections occur. As a result, other imped-
ance relationships are preferable. For an open-circuit generator
voltage having an rms value, ¢, the maximum available power is

Dac = €*/4Rc. (3-18)

The power actually delivered to Z. in Figure 3-1 is also maximized
if the output impedance of the transducer is conjugate to Z..
Designating this power as p.2 leads to a definition of available gain,

Ja, 88
ga == 10 IOg (pa?/pa(;) . (3-19)

Transducer Gain. Ordinarily the impedances do not meet the con-
jugacy requirements, and it is necessary to define the transducer
gain, g:, of the two-port circuit as

9¢ = 10 log (pr/Dac) (3-20)

where p. is the power actually delivered to the load. Transducer
gain is dependent on load impedance and can never exceed available
gain. Transducer gain is equal to available gain only when the load
impedance is equal to the conjugate of the network output impedance.

Power Gain. Finally, power gain, g,, is defined as
9» = 10 log (pr/p1) (3-21)

where p; is the power actually delivered to the input port of the
transducer. The power gain is equal to the transducer gain of a
network when the input impedance of the network is equal to the
conjugate of the source impedance. The power gain is equal to the
insertion gain of the network when the input impedance of the net-
work is equal to the load impedance connected to the output of the
network.
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3-2 TRANSMISSION LEVEL POINT

In designing transmission circuits and laying them out for opera-
tion and maintenance, it is necessary to know the signal amplitude
at various points in the system. These values can be determined
conveniently by use of the transmission level point concept.

The transmission level at any point in a transmission circuil
or system is the ratio, expressed in decibels, of the power of
a signal at that point to the power of the same signal at
a reference point called the zero transmission level point
(0 TLP).

Thus, any point in a transmission circuit or system may be referred
to as a tramsmission level point. Such a point is usually designated
as a —z dB TLP, where x is the designed loss from the 0 TLP to
that point. Since the losses of transmission facilities and circuits tend
to vary with frequency, the TLP is specified for designated fre-
quencies. For voiceband circuits, this frequency is usually 1000 Hz.
For analog carrier systems, the frequency in the carrier band must
be specified.

The TLP concept is convenient because it enables circuit losses
or gains to be quickly and accurately determined by finding the differ-
ence between the transmission level point values at the points of in-
terest. This principle may be extended from relatively simple circuits,
such as message trunks, to very complex broadband transmission
systems where the TLP values often vary with frequency across the
carrier band.

The transmission level point concept is also a convenience in that
signals and various forms of interference can easily be expressed in
values referred to the same transmission level point. This facilitates
the addition of interference amplitudes, the expression of signal-to-
noise ratios, and the relation of performance to objectives in system
evaluation. These important advantages are apparent where various
types of signals and interferences are involved.

Transmission level points are applied within the switched message
network and special services networks. Similar concepts are applied
to wideband services such as PICTUREPHONE, television, and wide-
band data signal transmission. The channels used for these services
are given specially-defined transmission reference points.
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Confusion often arises because the word level is used (properly
and improperly) in so many ways. Frequent references may be found
to such things as power level, voltage level, signal level, or speech
level. To add to the confusion, the word level is often used inter-
changeably with the word power. Here, level is generally used only
as a part of the-phrase transmission level point. Signal power and
voltage are referred to in appropriate units such as watts, milliwatts,
dBm, volts, or dBV.

A troublesome correlation exists between transmission level point
and power. When a test signal of the correct frequency is applied to
a properly adjusted circuit at a power in dBm that corresponds
numerically with the TLP at which it is applied, the test signal power
measured at any other TLP in the circuit corresponds numerically
with the designated TLP value. Careless use of terminology often
leads to referring to a TLP as the  dBm level point. It cannot be
stressed too strongly that this is improper terminology even if it
happens that a test signal of x dBm is measured at the x dB
TLP. This correlation is unfortunate in that it has led to some con-
fusion. On the other hand, when properly used, TLPs 31mphfy loss
computations.

While 0 TLP is used in this book as the abbreviation for the refer-
ence transmission level point, it should be pointed out that several
other forms of terminology are sometimes used elsewhere. These in-

clude zero level, zero-level point, 0-dB point, 0-dB TL, and 0 SL (SL
for system level).

Commonly Used TLPs

Application of the transmission level point concept must begin
with the choice of a common datum or reference point and the
arbitrary assignment of 0-dB transmission level to that point. Other
transmission level points in the trunk or system are then related
to the reference point by the number of dB of gain from the refer-
ence point to the point of interest. If (in a properly adjusted circuit)
a signal of x dBm is applied or measured at the reference point and
if that signal is measured as y dBm at the point of interest, the

point of interest is designated as the (y-z) dB transmission level
point.
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The 0-dB transmission level point (0 TLP) is so defined as a
matter of convenience and uniformity. It would be convenient also
to have the 0 TLP available as an access point for connecting probes
and measuring equipment. However, there is no requirement that
such an access point be available and, in fact, as a result of changes
in circuit arrangements resulting from changing objectives, the
0 TLP is seldom available physically in the toll plant.

Originally, the 0 TLP was conveniently defined at the transmitting
jack of a toll switchboard. Intertoll trunks were equipped at each
end with 4-dB pads which could be switched in or out of the circuit
to suit best the needs of a particular application. As technology im-
proved and the need for better performance increased, these pads
were reduced to 2 dB; later, under the via net loss (VNL) design
plan, they were eliminated entirely from the intertoll trunks. The loss
corresponding to that of the pads is now assigned to the toll con-
necting trunks, two of which must be used in each toll connection.

With these changes in intertoll trunk designs, it would have been
possible to redefine the reference transmission level point. However,
this would have resulted in changing all transmission level point
values. It was instead deemed desirable to maintain the original
0 TLP concept as well as other important transmission level points.
As a result, the outgoing side of the switch to which an infertoll
trunk is connected is designated a —2 dB TLP and the outgoing side
of the switch at which a local area trunk is terminated is defined as
0 TLP.

In the layout of four-wire trunks, a patch bay, called the four-wire
patch bay, is usually provided to facilitate test, maintenance, and cir-
cuit rearrangements between the trunks and the switching machine
terminations. Transmission level points at these four-wire patch bays
have been standardized for all four-wire trunks. On the transmitting
side the TLP is —16 dB, and on the receiving side the TLP is J-7 dB.
Thus, a four-wire trunk, whether derived from voice-frequency or
carrier facilities, must be designed to have 23-dB gain between
four-wire patch bays. These standard transmission level points are
necessary to permit flexible telephone plant administration.

In four-wire circuits, the TLP concept is easily understood and
applied because each transmission path has only one direction of
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transmission. In two-wire circuits, however, confusion or ambiguity
may be introduced by the fact that a single point may be properly
designated as two different TLPs, each depending on the assumed
direction of transmission.

lllustrative Applications of TLP

The transmission level point concept is applied to an individual
trunk as illustrated in Figure 8-2. The circuit elements within each
trunk are interconnected by design to produce predetermined gains
and losses so that each point in the trunk may be assigned a trans-
mission level value. Some of the important transmission level points
discussed earlier and the assignment of transmission level point values
within a toll trunk are illustrated in the figure.

Starting in the upper left corner of the diagram, the outgoing side
of the switch is designated as the —2 dB TLP. As the circuit is
followed from left to right, the office equipment transforms the circuit
from two-wire to four-wire. The diagram shows an office loss of
14 dB so that, at the input to the four-wire trunk (MOD IN), the
TLP value is —16 dB; i.e., the input to the four-wire trunk is a
—16 dB TLP. As the connection is traced toward the right, the trunk
between office A and office B provides 423 dB of gain so that the
output of the trunk (DEMOD OUT) is a +7 dB TLP. The office
equipment has 11 dB of loss to effect a —4 dB TLP at the office side
of the first switch encountered in office B.

If the circuit is followed from right to left, similar losses are
observed and appropriate transmission level points are shown along
the circuit. Note that at closely related points (four-wire trunk input
and output), the transmission level points are quite different for
the two directions of transmission. In the two-wire circuits, the same
point (electrically), e.g., the switch at the end of the trunk, has two
values of TLP, —2 dB for one direction and —4 dB for the other.

Figure 3-3 shows a built-up connection of three toll trunks and
illustrates the fact that the transmission level point concept is applied
to an individual trunk and not to the built-up connection. If the
circuit is traced from left to right, the TLP is shown as —2 dB at
office A and —4 dB at office B. Each of the interconnected trunks
from A to D is shown with specific TLPs, —2 dB at the left and
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—(2 + L) dB at the right, where L is the trunk loss in dB. That is,
transmission level points are redefined for each trunk in the built-up
connection. Thus, there is no one unique 0 TLP for the Bell System.
Each trunk has a defined 0 TLP which often is a reference that does
not exist in fact.

By common consent and usage, transmission level point values are
found by determining the gain or loss between TLPs at 1000 Hz in
the circuit of interest. The use of modulators in the terminal equip-
ment of frequency division multiplex carrier systems produces a shift
of frequency from 1000 Hz in the original circuit to some higher
frequency in the carrier system. The TLP value can be determined
at the higher frequency and related to the 1000-Hz value in the
original circuit to obtain the TLP in the carrier system.

If the value of a transmission level point is not known, it can be
determined by measurement. The process depends on the direction
of transmission and on having proper values of pad losses and ampli-
fier gains in the circuit between a known TLP, 4, and the TLP to
be determined, X. If the unknown is to be established by transmitting
from A to X, a 1000-Hz signal (or equivalent in a carrier channel)
may be applied at A and measured at 4 and X. The TLP at X is
determined by subtracting from the TLP value at A the loss (in dB)
from A to X. If the TLP at X is to be determined by transmitting
from X to A4, the value at X is the value of the TLP at A plus the
loss (in dB) from X to A.

In order to avoid overloading transmission systems, the applied
test signal power (in dBm) should be at least 10 dB below the TLP
value at any point. Since signal power is often expressed in terms
of its value at 0 TLP, the unit dBm0 is used as an abbreviation for
“dBm at 0 TLP.”

3-3 SIGNAL AND NOISE MEASUREMENT

The TLP concept is valuable in system design, operation, and
maintenance in that it provides a means of calculating signal and
interference amplitudes at given points in a system as well as
the gains or losses between TLPs; nevertheless, operating systems
must be checked at times by actual measurement to see that signal
or interference amplitudes are being maintained at the expected, or
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calculated, values. When there is excessive gain or loss in a system,
measurement is also a means of locating trouble.

In the telephone system there are complex signals and noises to be
measured. Simple instruments are inadequate, particularly since they
do not take into account any of the subjective factors which determine
the final evaluation of a telephone circuit. Both the instruments and
units of measure used in telephony for signal and noise measurements
must be adapted to the special needs involved.

Since telephone circuits operate with signal and interference powers
which rarely are as large as 0.1 watt and which may be lower than
1012 watt, the use of the watt as a unit of measurement is awkward.
A more convenient unit is the milliwatt, or 10~2 watt. An exception
is in radio transmitter work, where output power is frequently meas-
ured in watts.

Many other types of equipment are used for evaluating transmis-
sion quality and facilitating maintenance procedures. These include
oscillators, ammeters, voltmeters, and transmission measuring sets.
The parameters measured, the units of measurement, and the tech-
niques involved are all important aspects of transmission engineering.
The cathode ray oscilloscope is one of the most powerful of these
specialized instruments in that the parameters of interest can be
displayed for study and analysis.

Volume

The amplitude of a periodic signal can be characterized by any of
four related values: the rms, the peak, the peak-to-peak, or the aver-
age. The choice depends upon the particular purpose for which the
information is required. It is more difficult to deal with nonperiodic
signals such as the speech signals transmitted over telephone circuits
where the rms, peak, peak-to-peak, and average values and the ratio
of one to another are all irregular functions of time, so that one
number cannot easily specify any of them.

Regardless of the difficulty of the problem, the amplitude of the
telephone signal must be measured and characterized in some fashion
that will be useful in designing and operating systems involving
electronic equipment and transmission media of various kinds. Signal
amplitudes must be adjusted to avoid overload and distortion, and
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gain and loss must be measured. If none of the simple characteriza-
tions is adequate, a new one must be invented. The unit used for ex-
pressing speech signal amplitude is called the volume unit (vu). It
is an empirical kind of measure evolved initially to meet the needs
of AM radio broadcasting and is not definable by any precise mathe-
matical formula. The volume is determined by reading a volume
indicator, called the vu meter, in a carefully specified fashion.*

The development of the vu meter was a joint project of the Bell
System and two large broadcasting networks. Its principal functions
are measuring signal amplitude to enable the user to avoid overload
and distortion, checking transmission gain and loss for the complex
signal, and indicating the relative loudness of the signal when
converted to sound.

The vu meter can be used equally well for all speech, whether male
or female. There is some difference between music and speech in this
respect, and so a different reading technique is used for each.

The meter scale is logarithmic, and the readings bear the same re-
lationship to each other as do decibels; however, the scale units are
in vu, not in dB. The transient response (damping characteristic) of
the meter movement prevents the meter needle from registering very
short high-amplitude impulses such as those created by percussive
sounds in speech. A correlation between talker volume and long-term
average power and peak power can be established. Also, a vu meter
reading for a sinusodial signal delivered to a 600-ohm resistive
termination is numerically equal to the power in dBm delivered to
the termination. Such correlations are valuable, but the fact that they
exist should not be allowed to confuse the real definition of volume
and vu. Putting it as simply as possible, a —10 vu talker is one whose
signal is read on a calibrated volume indicator (by someone who
knows how) as —10 vu. It should be noted that the vu meter has a
flat frequency response over the audible range, and it is not frequency
weighted in any fashion. Some, but not all, meters calibrated in dB
can be used to read vu; however, the transient response of the meter
movement must meet certain carefully defined specifications as in
the vu meter.

*Objective measurements of speech signals are now possible [3, 4].
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Noise

The measurement of telephone channel noise, like the measurement
of volume, is an effort to characterize a complex signal. The measure-
ment is further complicated by an interest in how much it annoys the
telephone user rather than in the absolute power. Consider the re-
quirements of a meter which can measure the subjective effects of
noise:

(1) The readings should take into consideration the fact that the
interfering effect of noise is a function of frequency as well
as of amplitude.

(2) When dissimilar noise components are present simultaneously,
the meter should combine them in the same manner as do the
ear and brain to measure the overall interfering effect.

(3) When different types of noise cause equal interference as
determined in subjective tests, use of the meter should give
equal readings.

The 3-type noise measuring set is essentially an electronic voltmeter
which meets these requirements, respectively, by incorporating (1)
frequency weighting, (2) a detector approximating an rms detector,
and (8) a transient response similar to that of the human ear.

The first of the requirements for noise measurement involves annoy-
ance and the effect of noise on intelligibility. Since both are functions
of frequency, frequency weighting is included in the set. To determine
the weighting characteristic, annoyance was measured in the absence
of speech by adjusting the amplitude of a tone until it was as annoy-
ing as a reference 1000-Hz tone. This was done for many tones and
many observers, and the results are averaged and plotted. A similar
experiment was performed in the presence of speech at average re-
ceived volume to determine the effect of noise on articulation. The
results of the two experiments were combined and smoothed, resulting
in the C-message weighting curve shown in Figure 3-4. The experi-
ments were made with a 500-type telephone; therefore, the weighting
curve includes the frequency characteristic of this telephone as well
as the hearing of the average subscriber. The remainder of the tele-
phone plant is assumed to provide transmission which is essentially
flat across the band of a voice channel. Therefore, the C-message
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Figure 3-4. C-message frequency weighting.

weighting is applicable to measurements made almost anywhere
except across the telephone receiver.

To illustrate the significance of the weighting curve of Figure 3-4,
a 200-Hz tone of given power is found to be 25 dB less disturbing to
a listener using a 500-type telephone than a 1000-Hz tone of the same
power. Hence, the weighting network incorporated in the noise meter
has 25 dB more loss at 200 Hz than at 1000 Hz.

Other weighting networks can be substituted in 3-type noise
measuring sets. For example, the 3 KC FLAT network may be used
to measure the power density of Gaussian noise. This network has
a nominal low-pass response down 3 dB at 3 kHz and rolls off at
12 dB per octave. The response to Gaussian noise is almost identical
to that of an ideal (sharp cutoff) 3-kHz low-pass filter.

The second factor affecting the measurement of the interfering
effect of noise involves the evaluation of simultaneous occurrences of
noise components at different frequencies and of different charac-
teristics. Experimentally, narrow bands of noise were used in various
combinations. It was found that the closest agreement between the
judgment of the listener and the reading of the noise measuring set
was obtained when the noises were added on an rms, or power, basis.
Thus, for example, if two tones having equal interfering effect when
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applied individually are applied simultaneously, the effect when both
are present is 3 dB worse than for each separately.

The third factor which affects the manner in which noise must be
measured is the transient response of the human ear. It has been
found that, for sounds shorter than 200 milliseconds, the human ear
does not fully appreciate the true power in the sound. For this reason
the meter on the noise measuring set (as well as the vu meter) is
designed to give a full indication on bursts of noise longer than
200 milliseconds. For shorter bursts, the meter indication decreases.

These three characteristics of the 3-type noise measuring set—
frequency weighting, power addition, and transient response—essen-
tially prescribe the way message circuit noise is measured for speech
signal transmission. This is not yet enough; a noise reference datum
and a scale of measurement must also be provided.

The chosen reference is 1072 watt, or —90 dBm. The scale mark-
ing is in decibels, and measurements are expressed in decibels above
reference noise (dBrn). A 1000-Hz tone at a power of —90 dBm gives
a 0-dBrn reading regardless of which weighting network is used. For
all other measurements, the weighting must be specified. The unit
dBrne is commonly used when readings are made using the C-message
weighting network.

As with dBm power readings, vu and dBrn readings may be taken
at any transmission level point and referred to 0-dB TLP by sub-
tracting the TLP value from the meter reading. Thus a typical noise
reading might be 25 dBrn at 0-dB TLP, abbreviated 25 dBrno.
Similarly, values of dBrnc referred to 0 TLP are identified as dBrnc0.

Other noise measuring instruments have been designed to evaluate
the effects of noise on other types of signals or in other types of
channels. :

Display Techniques

Among the many specialized measurements that are needed in the
evaluation of transmission circuits and signals are those taken from
displays of signal or interference amplitudes on the tube face of a
cathode ray oscilloscope. Two types of displays are commonly used.
One type shows amplitude as a function of time and the other shows
amplitude as a function of frequency. These are referred to as time-
domain and frequency-domain displays.
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3-4 ADDITION OF POWER IN DB

The merits of expressing power and power ratios in dBm and dB,
respectively, have been demonstrated by the preceding discussions.
A difficulty arises, principally in noise and interference studies, when
it is necessary to find the sum of two or more powers that are given
in dBm. Although the necessary steps are straightforward (the values
must be converted to milliwatts, added, and then reconverted to dBm),
they are time consuming. Specifically, suppose powers P; dBm and
P; dBm are being dissipated in a circuit and it is desired to determine
the sum, also in dBm.

The expression for the sum of the two powers is
P = p1 4 p: milliwatts,

This may also be written

p =11 (1 4 p2/p1). (8-22)
The sum and each of the individual powers may be expressed as P,
P,, and P; dBm and the summing expression may be represented by
the shorthand notation

P=P,"+" P

where P = 10 log p, P; = log p;, and P; — 10 log pa.

Equation (3-22) may be written in logarithmic form as

10 log p = 10 log p1 -+ 10 log (1 <4 p2/p1)
or

10 log p = 10 log p1 + 10 log s,
where s, = 1 4 p2/p1. Then,
P=P + S, dBm (3-23)
where S, = 10 log s, dB.

It is convenient to assign the symbol p; to the larger of the two
powers to be added (to either, if they are equal) so that s, lies in
the range of 1 = s, = 2 and S, is in the range of 0 = S; = 3 dB. The
value of S, is shown in Figure 3-5 as a function of the difference
between P, and P: in dB. Thus, the sum of two powers can be de-
termined by first finding the value of P1 — P:, next estimating the
value of S, from the figure, and then adding S, to P; as in
Equation (8-23). It should be noted that this method may be applied
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Figure 3-5. Power sum of two signals both expressed in dBm.

to any two powers, such as dBW or dBrnc, expressed in dB relative
to an absolute value.

In the foregoing, it is assumed that the two powers to be added
act independently and that the resultant is the linear sum of the two
components. Such an assumption is valid, for example, when two
sine waves of different frequencies or a sine wave and a band of
random noise are to be added. It is not true when two sine waves of
the same frequency are to be added. In this case, the two are said
to be coherent, the resultant power depends on the phase relation-
ship between them, and the summing process must be treated
somewhat differently.

For two sine waves of the same frequency, the power sum may be
written as

p = (\/P1 + /D2 cos 0)2 + (\/pz sin 0) 2 milliwatts
where 0 is the phase angle between the two sine waves. The above
equation may also be written

P = D1 + P2 + 2 \/DPi1p2 cos O
or

P =p1 (1 + po/P1 + 2 \/DP2/D1 cos 0). (8-24)
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This expression may be converted to a logarithmic form similar to
Equation (3-23) and is then written

P=P -+ Sy dBm (3—25)
where S, = 10 log s,

= 10 log (1 + p2/P1 + 2 \/D2/P1 co8 6) dB.

Of primary interest in noise and interference studies is the case
in which 6 = 0, i.e., the case representing in-phase addition of inter-
ferences. As in the earlier analysis, it is convenient to assign the
symbol p; to the larger of the two interference signals to be added
so that s, lies in the range 1 < s, < 4 and S, is in the range
0 = S, = 6 dB. With this choice (8 = 0), the value of S, is shown in
Figure 3-6 as a function of the difference between P; and P, in dB.
The sum for such in-phase addition may thus be found by deter-
mining Py — P», estimating the value of S, from the figure, and then
adding S, to P; as in Equation (3-25).

The subscripts p and v applied to S, and S, are used to denote
“power” and ‘“voltage” addition as these processes are commonly
called. The shorthand notation used to represent in-phase addition is
usually written

P — P] " +m P2 ,
a form analogous to that used earlier to represent “power” addition.

6

Sy (dB)
w

: ~.

0 2 4 6 8 10 12 4 16 18 20
Py — P (dB)

Figure 3-6. Power sum of two in-phase signals both expressed in dBm.
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Elements of Transmission Analysis

Chapter 4

Four-Terminal Linear Networks

The transmission of an electrical signal from transmitting to re-
ceiving terminal is accomplished by transferring energy from one
electrical network to the next until the receiving terminal is reached.
An understanding of the complete transmission process requires an
understanding of the general principles of linear alternating-current
networks and of how they interact when they are tandem-connected
to form a complete signal path from transmitter to receiver. Linear
networks are those whose output voltages or currents are directly
proportional to the input voltages or currents. The networks may
or may not be bilateral.

An understanding of the mathematical properties of network im-
pedances and their interactions is made easier by several basic
theorems. The analysis of transformers, series and parallel resonant
circuits, and electric wave filters are of special interest.

Network computations are approached differently depending on
whether the problem is one of analysis or synthesis. In analysis the
stimulus and the network are given, and the problem is to determine
the response of the network to the stimulus; i.e., the problem is to
determine the output given the input and the network configuration.
In synthesis the stimulus and response (input and output) are given,
and the problem is to determine the network configuration and com-
ponent values that satisfy the given input-output relationships. Since
the synthesis process is of interest only to the network designer and
developer, the primary concern here is only with analysis; however,
there are references at the end of the chapter which describe some
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of the increasingly sophisticated methods of both analysis and
synthesis that are now available.

In considering the layout and application of transmission circuits,
it is essential that basic limitations be recognized. It is also important
to recognize circumstances in which these limitations do or do not
apply and the corrective measures that may be appropriate to over-
come the limitations in specific situations. These situations may be
as simple as connecting a telephone station set to its loop or as com-
plex as changing the mode of operation of the message network so
that a trunk is added to a built-up connection covering thousands of
miles. In either case, judgements must be exercised as to the effects.
Lengthy and clumsy calculations, previously avoided by the use of
charts and nomographs, are now made simple and tractable by the use
of high-speed digital computers.

For many purposes in telephone transmission analysis, the perfor-
mance of a circuit, a piece of equipment, or even a complete system
may be approximated over the voice range of frequencies by its
performance at one frequency. Such approximations are often made
by measuring performance at 1000 Hz. The procedure has the merit
of simplicity, especially in measuring transmission line loss, but it
neglects certain elements of the transmission process which must be
measured over the whole band of frequencies. No single frequency
can be fully representative of a complex electrical wave, nor can
transmission through a complex network be fully represented by
transmission at a single frequency.

4-1 THE BASIC LAWS

In the analysis of the usual electrical networks making up communi-
cations circuits. Ohm’s and Kirchoff’s laws are of fundamental im-
portance. Certain other theorems which are of considerable assistance
in analyzing and characterizing networks and their performance have
been derived from these laws.

Ohm’s Law

The current, I, which flows through an impedance, Z ohms, is

equal to the voltage developed across the impedance divided by the
value of the impedance, or

I1=E/Z amperes. (4-1)
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This law is illustrated in Figure 4-1
where E and I may be direct or
alternating voltages and currents
and where Z may be a simple re-
sistor or a complex impedance in-
volving resistance, inductance, and
capacitance.

Kirchoff's Laws

Law 1: At any point in a circuit,
there is as much current
flowing to the point as

@ g4

Figure 4-1. Simple series circuit con-

taining an impedance, Z.

there is flowing away from it. For example, at point x in

Figure 4-2,

ILi=1I+1s (4-2)

Law 2: In any closed electrical circuit, the algebraic (or wvector)
sum of the electromotive forces (emf’s) and the potential
drops is equal to zero. In Figure 4-2,

E 117y —IsZc =0,

and

E 1,7, — 1,75 =0, (4-3)

12ZB - IsZc p—— O.

The arrows in Figure 4-2 indicate
the assumed direction of current
flow. A battery is assumed to pro-
duce a voltage rise from the nega-
tive to the positive terminal. A
voltage due to current flowing
through an impedance is assumed
to be in the direction of positive to
negative corresponding to the as-
sumed direction of current flow.
This accounts for the signs of the
terms in Equations (4-3).

L, =,
AR G
‘©
*

Figure 4-2. Simple series—parallel
circuit.
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(a) T network

(b) m network

Figure 4-3. Equivalent networks.

ZL

Yol.
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4-2 APPLICATION AND THEOREMS

The application of Ohm’s and Kirchoff’s laws to more complicated
circuits involves setting up simultaneous linear equations for solution.
This can be very laborious, and several network theorems have been
developed to expedite the process.

Equivalent Networks

From their configurations, two important types of networks are
called the T and 7 electrical networks. A three-element T structure
and a three-element # structure can be interchanged provided certain
relations exist between the elements of the two structures and
provided the impedances can be realized.

Figure 4-3 represents two forms of a circuit connecting a generator
of voltage E and impedance Z; to a receiver having impedance Z..
If the impedances enclosed in the boxes are related by the relation-
ships shown in Figure 4-4, one box may be substituted for the other
without affecting the voltages or currents in the circuit outside the
boxes.

This property of networks permits any three-terminal structure,
no matter how complex, to be reduced to a simple T. For example,
a m to T transformation permits converting the circuit in
Figure 4-5(a) to that shown in Figure 4-5(b). By combining Z¢

TTOT TTO T
7. — ZpZyg 7 — ZpZg+ZpZc+ZcZy
A D=
Zp+Zg+Zp Zp
o Zg Zp _ ZpZp+Zpic+tZcZy
Zp = Zy —
Zp+Zg+ Zp Zc
7. = ZpZp 7. — ZpnZpg+ZgZc+ ZcZy
C= F=
Zp+Zg+ Zy Za

Figure 4-4. Equivalent network relationships.
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with Z5 and Zz with Zs and making a second 7 to T transformation,
Figure 4-5(b) can be reduced to the simple T shown in Figure 4-5(c).

These relationships apply only to networks having three terminals.
Similar relations can be developed for four-terminal networks.
Figure 4-6 is a typical four-terminal network. If only the voltages
measured across terminals 2-2 are significant, the five impedances
in Figure 4-6 (a) can be replaced by the T structure in Figure 4-6 (b).

(@) é (b)
3
ﬁ
ZA Z’A Z’B
o—ANV ANN— NVW—0 ©
Z'c
Z,

()

Figure 4-5. Successive simplification of networks by 7 to T transformations.
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O AA— AN— o——AM— AM—0
Zc Zc

1 Za Zg 1 2

O VVi Wv* -0 O -0

(a) (b)

Figure 4-6. Equivalent four-terminal networks.

Thevenin’s, or Pollard’s, Theorem

For the purpose of simplifying calculations, an arrangement such
as that in Figure 4-7(a) may be considered as two networks with
one supplying energy to the other. The first of these networks is
then replaced by an equivalent simplified circuit consisting of an
emf and an impedance in series, as shown in Figure 4-7(b).

Thevenin’s theorem gives the rules required for this simplification
as follows: The current in any impedance, Z., connected to two
terminals of a network is the same as that resulting from connecting
ZL to a simple generator whose generated voltage is the open-circuit
voltage at the original terminals to which Zi. was connected and
whose internal impedance is the impedance of the network looking

Oy

Zy

WV

(a) (b

Figure 4-7. Application of Thevenin’s theorem.
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back from those terminals with all generators in the original network
replaced by their internal impedances.

For example, if the equivalent emf, E” in Figure 4-7 (b), is the open-
circuit voltage at the terminals of Figure 4-7 (a) and if the equivalent
impedance, Z’ of Figure 4-7(b), is the impedance presented at the
terminals of Figure 4-7 (a) when E is made zero, the two circuits are
equivalent. Another way to compute Z’ is to set it equal to the open-
circuit voltage at the network terminals divided by the short-circuit
current at the terminals. Under these conditions the load draws the
same current as in the original connection.

Superposition Theorem

If a network has two or more generators, the current through any
component impedance is the sum of the currents obtained by con-
sidering the generators one at o time, each of the gemerators other
than the one under consideration being replaced by its internal
impedance.

Multigenerator networks can be solved by Kirchoff’s laws, but their
solution by superposition requires less complicated mathematics. Per-
haps of even greater importance is the fact that this theorem is a
useful tool for visualizing the currents in a circuit.

Before an example of the superposition theorem is given, it may
be beneficial to review the concepts of the internal impedance of a
generator. The open-circuit voltage of a battery is greater than the
voltage across its terminals when supplying current to a load. The
open-circuit voltage is a fixed value determined by the electrochemical
properties of the materials from which the battery is made. Under
load, the decrease in terminal voltage is due to the voltage drop
across the internal resistance of the battery. If it were possible to
construct a battery from materials that had no resistance, the battery
would have no internal resistance and no internal voltage drop. Since
there are no materials with infinite conductivity, every practical volt-
age source can be resolved into a voltage in series with an internal
resistance or impedance.

Perhaps the superposition theorem can be most easily explained
by working out a simple problem. In Figure 4-8(a), which way
does the current flow in the 10-ohm resistor?
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According to the theorem the currents caused by each battery
should be determined, in turn, with all other batteries replaced by
their internal resistances. The currents indicated in Figures 4-8(b)
and 4-8(c) are computed by Ohm’s law. The currents flowing in
the circuit with two batteries are the sum of these component
currents; of course, sum means algebraic sum (or vector sum if the
problem is ac). Currents flowing in opposite directions subtract.
The resultant currents are shown in Figure 4-8(d), which shows
that the 10-ohm resistor carries one ampere in the upward direction.
The direction of the current in the 10-ohm resistor could have been
estimated by inspection, since the resistances are symmetrical and
the 60-volt battery produces the larger component of current. How-
ever, going through the arithmetic illustrates the application of the
theorem.

Compensation Theorem

Any lnear impedance in a network may be replaced by an ideal
generator, one having zero internal impedance, whose generated
voltage at every instant is equal in amplitude and phase to the
instantaneous voltage drop caused by the current flowing through
the replaced impedance.

In Figure 4-9 (a), the impedance has been separated from the rest
of the network for consideration. The equations of Kirchoff’s laws
determine the currents and voltages in all parts of the network.
According to the compensation theorem, these equations would not
be altered if the network is changed to that of Figure 4-9 (b) where
the generator voltage is the product of current I and impedance Z
from Figure 4-9(a).

. Network _
Network z Same as in (a) E=1Z

(@) (b)

Figure 4-9. lllustration of compensation theorem.
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4-3 NETWORK IMPEDANCE RELATIONSHIPS

The analysis of a four-terminal network and its interactions in
tandem connections is primarily related to the impedances of the
network itself and of its terminations. Relationships among these
impedances permit calculation of transmission effects (attenuation
and phase shift), return loss, echo (magnitude and delay), power
transfer, and stability. The networks may be relatively simple discrete
components, such as transformers or attenuators, or they may be
transmission lines, radio circuits, or carrier circuits, any of which
may have gain or loss.

Image Impedance

In a four-terminal network, such as that in Figure 4-10, impedances
Z1 and Z, may be found such that if a generator of impedance Z, is
connected between terminals 1-1 and impedance Z, is connected as
a load between terminals 2-2, the impedances looking in both direc-
tions at 1-1 are equal and the impedances looking in both directions
at 2-2 are also equal. Impedances Z; and Z, are called the image
impedances of the network.

The values of Z; and Z, may be determined from Ohm’s law and
the solution of two simultaneous equations. From inspection of
Figure 4-10, the two equations may be written as

B (Zs + Z2) Zc
Ih=lat g 7 7
and
B (Za+ Z1) Ze
ZZ——ZB—I" ZA—I—-ZC—'—ZI,

where Z4, Zp, and Z¢ are the impedances of the T-network equivalent
to the four-terminal network.

Solving for Z; and Z, yields

ney( zovz ) (21 25

and

n=y( 2z ) (s 51405)
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As shown previously, the conversion of any complex network to an
equivalent T network can be accomplished for any given frequency.
Thus, the processes described above permit the determination of the
image impedances of a network at any frequency.

Note that if the network is symmetrical, i.e., Zs = Zz, the image
impedances are equal, Z; — Z,.

T-Network Equivalent

In the above determination of network image impedances as fune-
tions of open-circuit and short-circuit impedances measured (or
computed) from the input and output terminals of the network, the
assumed impedances of the T network were mathematically elimi-
nated. Sometimes, however, it is also necessary to determine values
of Za, Zg, and Z¢ of Figure 4-10 in terms of the open-circuit and
short-circuit measurements. For a four-terminal network containing
only passive components or one in which the gains in the two
directions of transmission are equal, this may again be accomplished
by solving simultaneous equations.

In the discussion of image impedance, the following relationships
among the impedances of Figure 4-10 are shown:

Zoe =2Zipn+Zc, O Zp=Zo — Zc (4-6a)
2 oe = Zp -+ Zc, o Zp=12"0 — Zc (4'6b)
Z
T — Za - z—,ngTCz—c (4-Ta)
and
Z’sc — ZB —I" ?;?—A_,FZEZ?. (4-7b)

Into Equations (4-7a and b), substitute the value of Z4, and Zs
from Equations (4-6a and b) and solve for Z¢:

ZC = \/ (Z,oc -— Z,sc) Zoc (4'8)
and also

ZC = \/ (Zoc — Zsc) Z’oc . (4'9)
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The values of Zc from Equations (4-8) and (4-9) may now be
substituted directly in Equations (4-6a and b) to give expressions
for Z4 and Zz in terms of input and output open-circuit and short-
circuit impedances. Thus, all legs of the equivalent T network
may be determined from these measurements provided the network
is bilateral, i.e., contains only passive components or has equal gain
in the two directions of transmission.

If the network contains sources of amplification such that the
gains in the two direetions of transmission are not equal, the circuit
cannot be reduced to a simple equivalent T network. Transfer effects,
which account for the difference in gain in the two directions, must
be taken into account.

Transfer Effects

The determination of image impedances of a four-terminal network
and the conversion of such a network to an equivalent T configuration
permit input and output current and voltage relationships to be
established directly from the application of Ohm’s and Kirchoff’s laws.
However, these relationships may be applied direetly only when the
four-terminal network is bilateral. When it is not bilateral, these

B —— 1 2 ——
R 3
r Zy Z2
—_— e

P |

————— - —

.- - N
n® e
1

Figure 4-11. Imageé-terminated network.
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relatively simple relationships do not apply directly because of
transfer effects that occur as current flows through the network.

Consider the circuit of Figure 4-11. This circuit is similar to
Figure 4-10 except that impedance Z; is replaced by a voltage
generator having an internal impedance equal to Z;. The circuit
arrangements result in voltage V; across terminals 1-1 and voltage
V2 across terminals 2-2 when the network is terminated in its image
impedances, Z; and Z,. The input current is I;, and the output
current is Is.

If the voltage source is connected at the 2-2 terminals, analogous
voltage and current expressions may be written with the symbols
V and I changed to V” and I".

The following relationships may then be written as definitions:

Gro = _ﬁ% (4-10)
Gor = g:"; , (4-11)

and
Gi=/ G Gor (4-12)

where Gy is sometimes called the image transfer efficiency.

In these equations, the currents and voltages are complex quan-
tities. The current-voltage products in Equations (4-10) and (4-11)
are quantities usually called volt-amperes, or apparent power. Thus,
Equations (4-10) and (4-11) may be regarded as the gain, in the 1-2
or 2-1 direction, in apparent power resulting from transmission
through the network. Equation (4-12) expresses the geometric mean
of the apparent power gain in the two directions. In all cases, these’
definitions apply only when the network is image-terminated.
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It is convenient to express the quantity G; in terms’of open-circuit
and short-circuit impedances. It can be shown that G; may take any
of the following forms:

ZSC Z,sc
1 - J Zﬂc —_ 1 - J Z,OC )

Z.. - ——Z'sc ; (4-13
1+\/Zoc 1+\/z'oc

\/ZOC \/Zsc — \/Z,oc_\/z,sc .

g . V2w VS, (4-14
\/Zoc+\/Zsc \/Z,oc“l—\/Z’sc )
and
Zl*Zsc Z2—'Z'
G = — se -
1 7 F 2 = T e (4-15)

These equations for G; will be found useful in subsequent dis-
cussions of sending-end impedance, echo, and stability.

Sending-End Impedance

The sending-end impedance of a four-terminal network is the
impedance seen at the input of the network when the output is termi-
nated in any impedance, bZ,; b is a factor used as a mathematical
convenience to modify the terminating image impedance, Z;. When
bZ, is equal to the image impedance, Z, (i.e., b = 1), the sending-end
impedance, Zs, is equal to the image impedance, Z;. It is important
to consider the effects on the value of Zs of different impedance values
for bZ,, because these effects are related to phenomena such as
return loss, singing, and talker echo, any or all of which may be
important when a network is terminated in other than its image
impedance, as in Figure 4-12.

The development of useful expressions for the analysis of the
performance of a four-terminal network terminated in other than
its image impedance can be demonstrated conveniently by starting
with the image-terminated case as illustrated in Figure 4-13. The
voltage V, is equal to E/2, as shown, because of the assumption of
image terminations at both ends of the network. At the receiving
terminals 2-2, the network is again assumed to be terminated in its
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Figure 4-12. Sending-end impedance.
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Figure 4-13. Image-terminated network.

image impedance, Z.. The voltage appearing across terminals 2-2,
Vs, may be defined in terms of Thevenin’s theorem. The four-terminal
network, which now is the driving point for the load, Z,, is replaced
by a simple impedance (by definition, equal to Z:) and a generator
whose open-circuit voltage is such as to produce Vs; i.e., By = 2V..
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By means of Equation (4-10), the input and output portions of the
four-terminal network of Figure 4-13 may be related.

Thus,

(4-16)

The input and output currents may be related to their corresponding
voltage drops and impedances by

I = V1/Z1
and

Iy — Vz/Zz.

Substituting these values of currept in Equation (4-16),

from which

Ve=ViN G2\ Z2/Z1 . (4-17)
It can also be shown that

Iy =11/ GiaN/Z1/Z> . (4-18)

Thus, Equations (4-17) and (4-18) may be used to relate input
and output voltages and currents in an image-terminated four-
terminal network. If the network were driven from the right
(generator impedance of Z.), similar expressions could be derived.
Then,

Vi= Vo Goa~/ Z1/Zs (4-19)
and

Iy = I/ Goa~/ Z2/Z: . (4-20)

Now consider a termination having a value other than Z, at
terminals 2-2 of the network. Its value can be expressed in terms
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of Z, and an incremental impedance, Z,, in series with Z.. Note that
Z: is a complex impedance whose components may be positive, nega-
tive, or zero.

By use of the compensation theorem, Z, may be replaced by an
ideal generator whose internal impedance is zero and whose gen-
erated voltage, E,, is equal to the voltage drop across Z, caused by
the current Ir flowing through it.

The circuit may now be analyzed using the superposition theorem.
The currents and voltages in the input and output circuits are shown
in Figure 4-14. Symbology is the same as in Figure 4-13 for voltages

Ir

>0 »

2,

bZ,

Zr

IrZ, = E.

Voltages Currents
Vs:V1+%: E—;E’, Is=1,+4+1,
Ve = €'+V2: E';Eﬁ In=lL+1
ENGi2\Z:)Z: = B, =2V, NG 2NZ 2 =1
E NGy N2:\/Z; = E’, IN/Goi \/Z2/Z: = I,

Figure 4-14, Four-terminal network; image matched at input, mismatched at output.
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and currents analogous to the image-terminated case; other current
and voltage components are shown to reflect the presence of the
compensating voltage, K., substituted for Z,.

Note that E’./2 (a component of Vs) and I. (a component of Iz)
may be considered as reflected values of voltage and current at
terminals 1-1 that would exist if the compensating voltage, E./2, at
terminals 2-2 acted alone. Similarly, E,/2 and I, may be considered
as the reflected voltage and current at terminals 2-2 due to the com-
pensating voltage.

Now, the sending-end impedance may be written

_Vs _ (EA+EY)/2
Zs LT, (4-21)

where values of Vs and Is are taken from Figure 4-14.

Equation (4-21) may be further developed. Note that in
Figure 4-14 voltage Vr may be written

Ve— E+E2 — IxbZs
where b is defined as
p_ Lot Zr (4-22)
Zy
Then
E, -+ FEy — 2IrbZ,.
Since
Ir — _E_z__
R="Z,d+0b)’
_ 2E0Z, __  2bE,
BrtB=Za+ve ~ 140
and

E. _ (1~b)
‘E;, —  \1+b /)
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From Figure 4-14,

E'w=E/Gea\/Z1/Zs = — E; (—%—i—;}) V Ge1\/ Z1/Z>

—_E (}T“’;>\/ GoiNZ/%a~ Cia~/ Za/%

By substituting Equation (4-12),

, 1—9b
Er_—G1E<1+b>. (4-23)

Then,

Ve— E‘;E — g" [1_G,<1_b>]. (4-24)

The current Is may be written

E,
A

Is:I1+I'-r211—

Substituting Equation (4-23) in the above gives

IS:11+G,2LZ1(+I—Z_>:11[1+G1(i;g)] (4-25)

Equations (4-24) and (4-25) may now be substituted in Equation

(4-21) to give
E 1—b ]
Vs _?[I_G’<1 > ,

== I =
S II[HG’(;M)]

The image impedance at the input is

Zs

|+
SRS

E/2

Zy= A
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Thus,

[r-e5)]
ZS:A[H-Gz(—};—Zﬂ. (4-26)

Equation (4-26) may be used to illustrate the effect on sending-end
impedance of providing an image termination (Z.) at terminals 2-2
of the network. When this is done, the value of Z, in Equation (4-22)
becomes zero. Thus, the value of b becomes unity, the quantity
(1 — b)/(1 4+ b) becomes zero, and Equation (4-26) reduces to
Zs = Zi; i.e., the sending-end impedance equals the image impedance.

An expression similar to Equation (4-26) may be derived for the
impedance at terminals 2-2 of Figure 4-14. In this case,

{1_(;’( i;zﬂ (4-27)

where ¢ is a measure of the departure of the input terminating
impedance from the image impedance. It is written

_ Z1+Zs
a = Z1 y

where Z; is the incremental impedance when the terminating im-
pedance is not the image impedance.

All of the quantities in Equations (4-26) and (4-27) are complex,
and the labor involved in their evaluation is sometimes considerable.
Detailed calculations may be performed on a digital computer and,
in some cases, tables are available for the evaluation of expressions
like those in the two equations above. For ordinary engineering
application, however, it is frequently desirable to make quick calcu-
lations that need not be extremely accurate. For these purposes,
alignment charts have been prepared.
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Alignment Charts

The laboriousness of computation arises from the repetitive use
of terms in the form of (1 — b) /(1 4+ b) where b is complex; there-
fore, it is desirable to reduce this to a single complex quantity in the
polar form, @ / ¢. If b is written in polar form as X / 6, the values
of X and 6 may be written as X = | o + jB | or X = /o2 + % and
0 = tan~! B/a.

Four alignment charts, Figures 4-15, 4-16, 4-17, and 4-18 may be
1—X/6 .
Trx/0- / ¢. Figures 4-15
and 4-16 give values for @ for various combinations of X and 9,
while Figures 4-17 and 4-18 give values for ¢ for various combina-
tions of X and 6. The following examples illustrates the use of the
charts.

used to solve expressions in the form

Example 4-1: Use of Alignment Charts

Given: b=4 /70°=X / 0

1—b
110

To evaluate:

First, refer to Figure 4-15. Mark X — 4 on the left-hand
vertical scale and 8 = 70° on the right-hand vertical scale.
Use a straight edge to connect these pofnts and read @ — 0.848
on the left side of the Q scale. Next refer to Figure 4-17. Again
mark the points X = 4 and 8 = 70°, With the straight edge,
read ¢ — — 153.5° on the right-hand side of the ¢ scale. Thus,
(1—0b)/(1+b) =0.848 1 —153.5°.

Note that the charts in Figures 4-15 through 4-18 can be used for a
quick evaluation of changes in either the magnitude or phase angle, or
both, of a termination on a network. These evaluations, useful in deter-
mining the performance of circuits and in judging what may be done
to improve performance, may be made by using alignment charts or
may be even more conveniently made by use of a digital computer.
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Figure 4-15. Alignment chart Q1.
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Insertion Loss and Phase Shift

The insertion loss and insertion phase shift of a four-terminal
network placed between two impedances may be determined by
Equations (3-13), (8-14), and (8-15) and by using relationships
similar to those of Equations (4-26) and (4-27) for impedance values.
However, the general case, when the terminating impedances and the
input and output image impedances are all different, contains many
interaction terms which may be difficult to evaluate. Furthermore,
this most general situation is usually of only academic interest; since
all terminals are accessible, it is sometimes easier to measure the
insertion loss than to compute it. Often, the subject network is either
symmetrical and has only one value of image impedance, or it is a
transmission line of characteristic impedance, Z,.

Return Loss

The return loss is a measure of the loss in the return path due to
an impedance mismatch. In the analysis of speech transmission, it is
a convenient measure of the echo caused by a mismatch. The return
loss is related to the reciprocal of the absolute value of the reflection
coefficient, a term which relates impedances at a point of connection
in such a way as to give a measure of the voltage or current reflected
from the mismatch point towards the transmitting end of a circuit.

From Figure 4-19, the reflection coefficient, p, at the terminals of
Z;, may be written for voltage,

P =g T e (4-28)
or for current,
_Ze— 17y
Pi="Z +Z (4-29)

The return loss at these terminals is given by 20 log (1/]|p | ) dB; ie,

Zc + Z1

Return loss =20 log —— = 20 log 7 7
c —

1
4-30
lpl (4-30)
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The expression for return loss, Equation (4-30), may also be
written in the form

1

(1=2) /(1 25)]

The bracketed expression in this equation may be written in polar
form as (1 — X 2£6)/(1 4+ X £6). Thus, the alignment charts of

Figures 4-15 to 4-18 may be used
> to determine the return loss at a
junction between two impedances
such as that shown in Figure 4-19.

20 log A 20 log

lp|

3 o The actual voltage across the
£ load, Z:, is equal to the voltage
which would be present across an
impedance matched to Z¢ plus the
reflected voltage. As Z; approaches
Figure 4-19. Junction between two zero, the reflection coefficient ap-
impedances. proaches —1, the measured voltage
across Z. approaches zero, the re-
turn loss approaches 0 dB, and all the energy is reflected back to Z;.
As Z, approaches infinity, the reflection coefficient approaches -1,
the voltage across Z. approaches its open-circuit value (twice the
value across Z. under matched conditions), and the return loss again
approaches 0 dB. When Z., equals Zg, the reflection coefficient is zero
in magnitude and angle, the voltage across Z. is one-half the open-
circuit value, and the return loss is infinite.

Q

The effects of impedance mismatch on return loss are illustrated
in Figure 4-20 which shows that the return loss increases as the angle,
0, decreases and as the ratio of |Z./Z¢| or | Zs/Z.| approaches
unity. The angle 6 is that between the load and generator impedances.
The values of the parameters of Figure 4-20 may be written
Zy=|Z.|L6,Zc=|Zc|/Oc,and 0 = | OL — Oc |.
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Figure 4-20. Return loss variations.

Echo — Magnitude and Delay

Return now to Figure 4-14. The condition at terminals 2-2 is one
of mismatch; the effect of the mismatch could be evaluated in terms
of return loss, as above, simply by using values in Equation (4-30)
such that Z¢ = Z,, and Z. = bZ,. However, it is often desirable to
evaluate the magnitude of the reflected voltage or current wave and
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to determine the delay encountered by the reflected wave in trans-
mission through the network.

Consider first the magnitude of the reflected wave. From Equation
(4-22), b = (Zy + Z,)/Zs, or Z, = Z53(b — 1). The total current at
the output is

E, E,

57+ 7, LG +1) (4-31)

Ir =

The voltage across Z, may be regarded as the reflected voltage due
to the mismatch. It is written

E, =17, =1rZs(b—1).

Substitution of Equation (4-31) yields

b—1 1—0
Er:Eg (m) :—E2 <1——|——b—>'

The output current, from Figure (4-14), may be written also as
I =1, + 1.

From Ohm’s law,

and

[__ B _ B (1—b>
T T 2Z, 22, \1+0b)

A useful expression for the ratio of reflected to incident current is
obtained by dividing I, by I»:

I 1-0b

L, ~ 1+0b°

(4-82)
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It can be shown that a similar relationship exists for a mismatch
at the input; i.e.,
I, 1—a
I 1 - 1 —I— a

Equations similar to (4-32) and (4-33) can also be developed to
show the ratio of reflected to incident voltages.

(4-33)

Echo evaluations must, of course, take into account the loss en-
countered in transmission through the network an appropriate num-
ber of times. Successive reflections become increasingly attenuated
and at some point may be ignored.

The time delay or transit time for a wave to propagate through
a four-terminal network may be shown to be

0
2% 860° X f
where 6 is the angle of G; in degrees and f is the frequency in
hertz. Then, the round-trip delay for an echo to be transmitted
through a network and back again is
0

T2 =3g0o 7 (4-35)

T=

(4-34)

Power Transfer

In Figure 4-19, E and Z¢ represent a source of power. This source
may be a telephone instrument, a repeater amplifier, or the sending
side of any point in a telephone connection. The impedance Z. is the
load which receives the power transmitted. It may be another tele-
phone instrument or a radio antenna—the receiving side of any
point in a connection. The amount of power transferred from the
source to the load may be determined by the relative values of Z¢
and Z.. The power transferred can be shown to be a maximum under
three different assumptions as follows: »

(1) If Z¢ is a fixed impedance and there is no restriction on the
selection of Z;, the power transferred is a maximum value
when Z; is the conjugate of Z¢, that is, when Z:. and Z¢ have
equal components of resistance and their reactive¢ components
are equal and opposite. This may be written Z¢ = R 4 jX,
and Z. = Z¢ = R — jX.
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(2) If Z¢ is a fixed impedance and the magnitude of Z. can be
selected but not its angle, the power transferred is a
maximum when the absolute values of Z. and Z; are equal
(|Z.| = | Z¢| ). That is, the impedances are equal disre-
garding phase.

(8) If both Z¢ and Z. are pure resistances, the power transferred
is a maximum when the source and load resistances are equal
(Re¢ =R.).

Figure 4-21 shows power and efficiency relationships for case (3)
over a range of load resistance values from 0 to 2R¢c. Curve (A)
shows that the power delivered to the load, Ry, is zero when B, = 0,
increases to 25 percent of the maximum possible when R; = Rg, and
then gradually decreases as R. is further increased. The total power
that can be developed, designated as 100 percent, is that delivered to
the internal resistance of the generator when R, — 0, i.e., a short

100

"IN
Y’; + P2 = fotal power
80 \
\v
70

\ % efficiency —
60 N //

IR

40 (C)/ \

Percent

30
P, = power in external circuit
(A)
20
4

10 /

0

0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

R./R.
Figure 4-21. Maximum power transfer.
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circuit. As the value of R. is increased the total power developed
decreases as shown by curve (B). When R. = Rg, the total power is
50 percent of the maximum, half delivered to the generator resistance
and half to the load resistance. The total power decreases to zero
when R, = o, an open circuit. Curve (C) shows the efficiency of
the circuit, i.e., the percentage of the total generated power that is
delivered to the load as a function of the ratio of the load resistance
to the generator resistance. The condition of maximum power de-
livered to the load, R. = Rg¢, approximates the most desirable con-
dition in telephony since, in most applications, the primary interest
is in delivering maximum power to the load regardless of the
efficiency.

However, in telephony another transmission parameter must be
considered, the generation of reflections or echoes. The necessity
for compromise between delivering maximum power to a load and
maintaining reasonable performance in respect to reflections can
best be illustrated by an example.

Example 4-2: Power Transfer and Return Loss

In Figure 4-19, let Z¢ = 900 —j200 ohms and let E = 1 volt
rms at 1000 Hz.

(a) What is the return loss at 1000 Hz at the junction between
Zc and Z; and what is the power delivered to Z. when
Zr = 900 4+ 72007

(b) What is the return loss at 1000 Hz at the junction between
Zg and Z; and what is the power delivered to Z. when
Zy =922 1+ j0?

Case a.:
1

(1-2)/ (%)

Ze =900 — 7200 = 922 / —12.5°

Return loss — 20 log LI —

[P

Zy, =900 + 7200 = 922 £ +12.5°

Z, _ 922 ;y—-12,5°

7o~ 922, 125 — L4728




Chap. 4 Four-Terminal Linear Networks 97

1
Return loss = 20 log A—-17—-25°/(1+17—25°

1
= 20 log ‘ 0.22 / 190°
f = 13.2 dB,

J“ where the valueof (1 — 1 £ —25°)/(1 +1 £ —25°) is found
from Figures 4-15 and 4-17. Alternatively, the return loss may
be determined by interpolation in Figure 4-20.

To determine the power delivered to the load, the current may
first be determined:

E _ 170

I= Ze+Zi 1800 — 0.000554 ampere, rms,

Then,

P, = PR — 0.0005542 X 900 = 0.000276 watt.
Caseb:

Ze = 900 — 5200

Zy =922 4 30

Zo _ 922 /—125° .
Z. T 92270 =1/-125

1
Return loss = 20 log A—17-125% /011 Z—125%

=19.2 dB.



98 Elements of Transmission Analysis Vol. 1

The power delivered to the load is computed as follows:

B 1240 170
= Zo+Z. T 900 — ;200 + 922 — 1822 — 7200

_ 1822 4 5200 .
= T 3.360,000 — 0.000542 - 70.000060
= 0.000545 ampere.

P = IR, = 0.000545% % 922

= 0.000274 watt.

Thus, an increase of 19.2 — 18.2 — 6 dB in return loss (result-
ing in a 6-dB reduction in echo amplitude) is achieved by pro-
viding a resistive termination of a value equal to the absolute
value of the source, 922 ohms. For this improvement, the de-
livered power of 0.000276 watt is reduced to 0.000274 watt, a
negligible penalty of 10 log 0.000276,/0.000274 = 0.03 dB.

Stability

When a circuit is unstable, it is said to be singing, that is, un-
wanted signal currents and voltages flow in the circuit without an
external source of applied signal energy. In Figure 4-22, such con-

O T—O0—
ZS ZR
aZ, —_—> - bZ,

Figure 4-22. Four-terminal network; mismatched at input and output.
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ditions of instability would result in signal current flow in aZi, bZs,
and in the network.

The complete development of mathematical criteria for absolute
stability or absolute instability is not undertaken here. However,
stability criteria are presented with some background to indicate how
they are derived.

If currents are circulating in the input circuit of Figure 4-22 with-
out an external source of energy, there must be zero impedance at
the frequenecy at which current is observed. That is, if such a current
is circulating through the input, then, at that frequency

aZy 4 Zs = 0.

It can be shown that when such a condition exists a similar condition
exists at the output; that is,

bZs + Zr = 0.

For such a condition to exist, the sending-end impedance, Zs, must
have a negative resistance component equal to the positive resistance
component of aZ;, and the reactive component of impedance Zs
must be equal in magnitude but opposite in sign to the reactive
component of aZ;. Thus, stability is guaranteed if neither aZ; nor
Zs has a negative resistance component and at least one has a positive
resistance component.

A stability index can be derived in terms used earlier in this
chapter. It may be written

. 1—a 1—20b
i i -1 - . 4-36
Stability index = 1 G1< 1+a) <1+b) (4-36)

The two parenthetical expressions are of a form which can be
evaluated by the alignment charts of Figures 4-15 through 4-18.

Note that if the network is terminated at either end in its image
impedance, it cannot be made to sing. Under these conditions
a = 1 or b = 1, and the stability index = 1, a criterion for absolute
stability.
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The condition for singing is that the stability index = 0, i.e., that

CEIED

The circuit will not sing provided the magnitude of G; is slightly less
than that given by Equation (4-37). A sample calculation of this
type circuit-is given in Figure 4-283.

Usually, a network is terminated in impedances such that the
stability index falls between the extremes of 0 and 1. The margin
against singing may be found by

I . 1—a) (1—5b
Singing margin — 20 log ‘ G'(1+a> (1—|—b>‘ . (4-38)

4-4 NETWORK ANALYSIS

The preceding material on the basic network laws and their appli-
cations provides the tools for network analysis. Some extensions
of these tools and some added sophistication in mathematical manipu-
lations make the analysis job applicable to very complex network
configurations.

Mesh Analysis

A circuit of any complexity may be analyzed by considering each
mesh of the circuit independently and writing an equation for the
voltage relations in each. To do this, of course, it is first necessary
to define a mesh.

In Figure 4-2, for example, nodes are defined as those points at
which individual series combinations of components are intercon-
nected. The series combinations are called branches (each Z in
Figure 4-2 may be made up of series-connected elements in any com-
bination). A mesh may then be regarded as openings in the network
schematic such as those that might be observed in a fish net. The
boundary of a mesh, called the mesh contour, is made up of network
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i 1—a 1—b | ——X — TOTAL
“ 04 ﬂaz1 ba Ta 0y 91;22 N [y (I—a) <l—b>:‘G1| LOSS
1 »or 1+a 1+b (OB)
o Q ”Qu
+50° [ —90° | —140°| 2.70 |+30°| —90°| —120° 1.73 [(0.370) (0.578) = 0.214 | 6.7
) 0°]—90°| —90°| 1.00 0°} —90°| —90° 1.00| (1.0) (1.0) = 1.0 0.0
+10°|—90°| —100°| 1.19 |+10°| —90°| —100° 1.19 | (0.841) (0.841) = 0.708 | 1.5
+20°|—90°|—110°| 1.43 |4+20°| —90°| —110°| 1.43 |(0.700) (0.700) = 0.490 | 3.1
+30°|—90°| —120°( 1.73 |[4+30°| —90°| —120°| 1.73 [(0.578) (0.578) = 0.334 | 4.8
+40°|—90°{ —130°| 2.15 |+-40°| —90°| —130°| 2.15 | (0.465) (0.465) = 0.216 | 6.7
+50°|—90°| —140°| 2.70 |[4-50°| —90°| —140°| 2.70 {(0.370) (0.370) = 0.137 | 8.7
+60°|—90°| —150°| 8.70 |[+60°[ —90°[ —150° 3.70(0.270) (0.270) = 0.073 |11.4
+70°|(—90°| —160°| 5.50|+70°| —90°| —160°| 5.50|(0.182) (0.182) = 0.033 | 14.8
+80°|—90°| —170°| 12.0 |+80°] —90°| —170° 12.0|(0.083) (0.083) = 0.0069| 21.5
+90°| —90°| —180°| oo |+90° —90°] —1807 oo 0) o = 0 0
Notes:

9; = angle of Z;, the input image impedance.

0,,21 = angle of aZ,, assumed to be —90°.

8, = worst angle of a in <

le| = 1.

1—
1+a

a

).

8, = angle of Z,, the output image impedance.

0b22 = angle of bZ,, assumed to be —90°.

8, = worst angle of b in (

5] =1

1—b
145

).

Figure 4-23. Computations for guaranteed stability.
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branches. The least number of independent loops, or closed meshes,
is one greater than the difference between the number of branches
and the number of nodes. The number of independent loops deter-
mines the number of independent mesh equations needed to solve
the network problem. Examination of Figure 4-2 shows that there
are three branches and two nodes. Application of the rule indicates
there are two independent meshes.

In mesh analysis, the parameters of the branches are expressed
as impedances, the independent variables are the voltages and the
voltage drops in each of the branches of a mesh, and the dependent
variables are the currents in each branch of a mesh. A simple
example of mesh analysis of the circuit of Figure 4-2 may be per-
formed by using the rule above regarding the number of independent
meshes in the circuit and by applying Kirchoff’s laws.

Thus, the equations

E ——I1ZA —_ (Il —IQ,)ZC =0

and
E—11Zys—IZp =0

provide the two independent equations for the two independent
meshes. If the values of E, Z4, Zs, and Z¢ are known, the two mesh
currents can be determined from these equations.

Nodal Analysis

In nodal analysis, the branch parameters are most conveniently
expressed as admittances (recall that admittance is the reciprocal
of impedance; i.e., Y = 1/Z), the dependent variables are the volt-
ages at the individual nodes, and the independent variables are the
currents entering and leaving each node. Simultaneous equations are
written for node currents, and their solution is the nodal analysis
of the network. The number of independent nodal equations that
may be written is one less than the number of nodes.

There is, of course, a direct correspondence between mesh and
nodal equations. One approach is often found superior to the other,
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and the choice, while theoretically a matter of indifference, is often
important from the points of view of convenience and flexibility in
treating such things as parasitic circuit elements or active device
parameters. The more complex circuits are usually more easily
analyzed by the nodal approach.

Finding solutions to mesh or nodal circuit equations can become
quite complex when all circuit elements are considered. Such equa-
tions, except in the simplest cases, are now usually solved by the use
of an electronic computer.

Determinants

In simple networks, brute-force solution of simultaneous equations
by successive substitution of one equation in another is generally
simple and straightforward. Only modest amounts of network com-
plexity, however, make this approach to finding solutions prohibitive
in the amount of time consumed. Further, the processes become so
involved that the accuracy of the work must always be carefully
checked to guard against error.

The coefficients of the dependent variables of the simultaneous
equations may be arranged in rows and columns corresponding to the
terms of the equations. If the resulting array is square (i.e., if it has
the same number of rows and columns), solutions to the simultaneous
equations can be found by the methods of determinants [2].

Matrix and Linear Vector Space Analyses

While it is often possible to determine significant but not complete
characteristics of a network by means of voltage, current, and
impedance measurements made at the terminals, such expressions
may not completely define the network. These expressions, however,
are often useful in relating the network performance to its interaction
with other interconnected networks and in defining certain properties
of the subject network. The coefficients of terms in the mathematical
expressions derived from such measurements and observations may
be arranged in matrix form; the matrix may or may not be square.
Mathematical manipulation of the matrix expressions provides a
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convenient method of network analysis. This may be regarded as a
“black box” approach to analysis, which ignores the internal structure
of the network but permits specification of its external behavior. The
application of the concepts of linear vector spaces to matrix analysis
adds a significantly greater amount of power to network analysis [3].

4-5 TRANSFORMERS

Many types of transformers, sometimes called repeat coils, are used
in telecommunications circuits. In most cases, the applications differ
significantly from those applying to alternating current power dis-
tribution systems where the principal use is to step alternating volt-
ages up or down. In communications circuits, in addition to voltage
transformation, transformers are used to match impedances, to split
and combine transmission paths, to separate alternating and direct
currents, and to provide dc isolation between circuits. Impedance
matching and the splitting and combining of transmission paths are
discussed in some detail because of their importance in transmission.

Impedance Matching

Unequal ratio transformers are used to match unequal impedances
to permit maximum energy transfer. The currents through any two
windings of such a transformer are inversely proportional to the
number of turns in the two windings. The voltages across the two
windings are directly proportional to the number of turns in the
two windings. Thus,

v N
V. = N or V= (%f) Vs (4-39)

where N; and N, are the number of turns on the primary and secon-
dary windings, respectively.

No power is dissipated in an ideal transformer, illustrated in
Figure 4-24, and in addition the phase relation between the voltage
and current on the two sides of the transformer is exactly the same.
Therefore, the product of voltage Vs across the primary winding and
current Is through the primary winding is equal to the corresponding
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Zc I
Z
, B Z s Ve N, 2“% N, ' Z,

Yy

Figure 4-24. Transformer circuit.
product for the secondary winding ; that is,
Vsls = Vil or Vs/Vi = I/Is.

Then, substituting this value of Vs/V. in Equation (4-39),

N,
I = ( - ) Is. (4-40)

From Ohm’s law, V. = I, Z,. Substituting the values of V. and
I;, from Equations (4-39) and (4-40),

N.\ (LN,
Then,
Vs, (Ni\
—I—S' pumans ZS - <N2 )ZL (4-42)
and

. Z - N 2
+ B e
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The relationship shown in Equation (4-43) is used when a trans-
former is being designed for the purpose of providing an impedance
match, i.e., to provide a design in which Zs = Zo.

Commercial transformers approach the efficiency of ideal trans-
formers very closely. Small losses are occasioned by currents induced
in the core (eddy current losses), by flux in the core (hysteresis
losses), and by current flowing in the copper windings.

Separating and Combining

A common means of separating and combining transmission
paths is by the use of a transformer called a hybrid coil, a complex
circuit component. Although the operation of a hybrid coil is some-
what difficult to analyze, a simplified and idealized coil structure
may suffice to illustrate how it is used in some common -circuit
applications.

In the circuit configuration of Figure 4-25(a), the hybrid coil
characteristics are such that, if Zs and/or Z. are signal sources, the
energy is divided equally between the two loads Z, and Z, provided
certain impedance relationships are satisfied. If Z, and/or Z, are
signal sources, the energy is similarly divided equally between Zg
and Z.. These hybrid coil characteristics are exploited in combining
and separating analog signals (including pilots and test signals), in
providing parallel transmission paths in protection switching systems,
and in providing the interface between two-wire and four-wire voice-
grade facilities (four-wire terminating sets).

In the circuit of Figure 4-25(b), assume that Z, = Zy, Z. = Zg,
and the number of turns on each of the three windings of the hybrid
transformer are the same. With these assumptions, assume a signal
source in the branch containing Zs as shown in Figure 4-25(c). The
currents in the right-hand branches of the circuit divide equally be-
tween Z, and Z, and are cancelled in Z.. Thus, there is no trans-
mission from Z; to Z.. If the signal source were in series with Z,,
the currents would again divide equally between Z, and Z,. Their
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effects would cancel, however, due to the polarity of the magnetic
fields in the center-tapped winding of the transformer. Hence, there
would be no transmission from Z. to Za.

Now assume the signal source to be in series with Z, as shown in
Figure 4-25(d). It is convenient to imagine the circuit to be opened
between points b and e. Under these conditions and with Z. = Z,,
the voltage induced between points a and d is exactly equal to the
voltage drop in Z. so that the voltage at b equals that at e. Then,
since points b and e are at the same potential, they may be connected
without causing current to flow in Z,. Thus, there is no transmission
from Z, to Z».
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In each of the above examples, transmission from one impedance
to another involves an equal division of energy to two other im-
pedances; each load impedance dissipates half the power from the
source, a loss of 3 dB. In addition, core and copper losses are typically
about 0.5 dB. Thus, in designing or analyzing transmission circuits
in which equal ratio hybrids* are used, 3.5-dB loss is usually assumed
for the hybrid.

A common application of hybrid circuits is at the interface be-
tween two-wire and four-wire facilities. Such a circuit, illustrated in

Figure 4-26, is known as a four-wire terminating set. Transmission

<4 — — Two-wire facility —ﬂ‘— Terminating set Four-wire facility — — -3

T
2

L Zaq
? { l HYB Ze

23 N
17

<+ - — Trunk A L Trunk B —————

Figure 4-26. Hybrid application—four-wire terminating set.

is from the amplifier with output impedance Z, to the two-wire trunk
with impedance Z4, and from the two-wire trunk Z4 to the amplifier
with impedance Z,. When transmitting from Z; to Z», half the energy
is dissipated in Z,, but the signal is not transmitted through the
amplifier because of its one-way transmission characteristics. When
transmitting from Z, to Z4, half the power is lost in Z.. The important
thing, however, is that no energy reaches Z,. If this were not so,
the signal would circulate through the two sides of the four-wire

*In some applications, unequal ratio hybrids are used. The design of such
hybrids involves careful selection of impedances and turns ratios, a process
too complex to be covered here.
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trunk and the hybrid circuits at each end, being amplified by the
amplifier circuits each time. This could result in circuit instability, or
singing, as previously discussed.

The loss between Z, and Z, or between Z. and Z; is known as
hybrid balance. In carefully controlled laboratory circuits, a balance
of 50 dB is easily achievable. However, in the application described,
impedance Z. represents any of a large number of two-wire trunks
which may be switched into the connection. The impedances of these
trunks vary widely, and so only a compromise value may be used
for Z. to provide control of echoes that are returned to the speaker
at four-wire terminating sets.

When supposedly matched impedances are in reality unequal in
either their resistive or reactive components, or both, the hybrid
balance deteriorates so that the achievable balance may be much less
than 50 dB. When this occurs, echo is produced in the transmission
circuit. The echo may be evaluated in terms of the return loss at
the junction between the two-wire facility and the hybrid which may
be calculated as described previously.

4-6 RESONANT CIRCUITS

By an appropriate combination of resistors, inductors, and capaci-
tors, circuits may be designed to resonate, i.e.,, to have extremely
high or low loss at a selected frequency. Such circuits, which may
be either series or parallel, are often designed as two-terminal net-
works which then are used as components of a larger, more compli-
cated four-terminal network. Resonance occurs when the inductive
and capacitive components of reactance are equal. That is, when

| Xo | = | Xo | = 2af,L = ﬁ (4-44)

The resonant frequency may be found by solving Equation (4-44)
for f.:

1
r = 4-45
f 27 \/ LC ( )
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Selectivity, i.e., the difference in transmission between the resonant
frequency and other frequencies, is determined by the amount of
resistance in the circuit. Since the resistance is usually concentrated
in the inductor, the objective is to have the ratio of the reactance of
the inductor to its resistance as high as possible. This ratio is known
as the quality factor, or @, of the inductor and is expressed by

_ Xv. _ 2afL
Q= B =R (4-46)

Series Resonance. In a resonant circuit having the inductance and
capacitance in series, the circuit reactance is zero at the resonant
frequency, where the inductive and capacitive reactances are equal
as in Equation (4-44) ; the impedance has a minimum value at this
frequency and is equal to the resistance of the circuit. If this resistance
is small, the resonant frequency current is large compared to that
at other frequencies, as shown in Figure 4-27. One application of
series resonance is in the use of a capacitor of proper value in series
with a telephone receiver winding, repeating coil winding, or other
inductance, where it is desired to increase the current at specific
frequencies.

Parallel Resonance. In a parallel (often called anti-resonant) circuit,
one having the inductance and capacitance in parallel, the impedance
of the combination is a maximum at the resonant frequency, where
the inductance and capacitive reactances are equal. Since the im-
pedance is a maximum, the current is a minimum at the resonant fre-
quency. The selectivity of the circuit is decreased as the resistance
is increased, reaching a point where the circuit essentially loses its
resonant characteristics. This is shown in Figure 4-28. A parallel
resonant circuit is often called a tank circuit since it acts as a storage
reservoir for electric energy.

4-7 FILTERS

An electrical network of inductors and capacitors designed to
permit the flow of current at certain frequencies with little or no
attenuation and to present high attenuation at other frequencies
is called an electric wave filter. Simple filter configurations and char-
acteristics are illustrated in Figures 4-29 and 4-30. Low-pass and
high-pass filters can be combined to give the characteristics of band-
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Figure 4-27. Curves of current values in series resonant circuit.

pass or band-elimination filters. These are used to pass or to stop
an intermediate band of frequencies.

Inductances and capacitances are opposite in their responses to
varying frequencies. An inductance passes low frequencies readily
and offers an increasing series impedance with increase in frequency,
while the reverse is true of capacitance. Advantage of these charac-
teristics is taken in the design of filters.

The presence of resistance in the inductors used in filter sections
introduces additional losses in the transmitting bands and reduces
the sharpness of cutoff. One of the most practicable ways to obtain
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Figure 4-28. Curves of current values in parallel resonant circuit.

a high ratio of reactance to resistance is to use mechanical vibrating
systems, such as the piezo-electric crystal. In an electric circuit
such as a filter, a crystal acts as an impedance exhibiting both
resonant and anti-resonant properties. Crystal filters find wide
application in broadband carrier systems.

Older and well known filter structures such as the m-derived and
constant-k image parameter designs are still used. They can provide
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Figure 4-29. Low-pass filter.
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Figure 4-30. High-pass filter.

characteristics that satisfy many needs, and they have the further
attributes of being relatively easy to design, synthesize, and realize;
however, more sophisticated approaches have become necessary as
requirements have become more stringent, bandwidths have become
wider, and useful frequencies have been pushed higher in the spec-
trum. Some of the distinguished scientists who have made significant
contributions in this field are Bode, Butterworth, Campbell, Darling-
ton, Foster, Guillemin, Johnson, Shea, and Zobel.
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Elements of Transmission Analysis

Chapter 5

Transmission Line Theory

Electromagnetic wave theory provides the basis for transmission
line analysis. Involved are such factors as impedance, impedance
matching, loss, velocity of propagation, reflection, and transmission.
Knowledge of all these parameters is necessary to an understanding
of electrical signal transmission over metallic wire media.

Transmission networks are made up of resistors, capacitors, and
inductors. The characteristics of such components are called lumped
constants., A transmission line is an electrical circuit whose constants
are not lumped but are uniformly distributed over its length. With
care, the theory of lumped constant networks can be applied to trans-
mission lines, but lines exhibit additional characteristics which
deserve consideration.

The detailed characterization of a given type of cable is dependent
on the physical design of the cable. Wire gauge, type of insulation,
twisting of the wire pairs, etc., have important effects on attenuation,
phase shift, impedance, and other parameters. For the most part, the
treatment here pertains to two-wire parallel conductors. However,
the analysis is also extended and applied to a coaxial conductor
configuration.

5-1 DISCRETE COMPONENT LINE SIMULATION

It is convenient to analyze transmission line characteristics in
terms of equivalent discrete-component, four-terminal networks. The
conductors of an ideal simple transmission line, evenly spaced and
extending over a considerable distance, have self-inductance, L, and
resistance, R, which are series-connected elements that must be in-
cluded in the discrete component equivalent network. Since the line

115
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appears electrically the same when viewed from either end, the
equivalent circuit must be symmetrical, Thus, the components of
the equivalent network are split and connected as shown in Figure 5-1.
The insulation between the wires is never perfect; there is some
leakage between them. The leakage resistance may be very large, as
in a dry cable, or it may be fairly small, as in the case of a wet open-
wire pair. Hence, the equivalent circuit must contain a conductance,
G, in shunt between the line conductors. Also, any two conductors in
close proximity to one another have the properties of a capacitor;
therefore, the circuit must have shunt capacitance, C.

These line parameters (resistance, inductance, conductance, and
capacitance) are the primary constants and are usually expressed in
per-mile values of ohms, millihenries, micromhos, and microfarads.
Derived from these are the characteristic impedance and propagation
constant; they are the secondary constants, both of which are func-
tions of frequency. Although all primary and secondary constants
vary with changes in temperature, they are usually expressed as
constants at 68°F with correction factors for small changes in
temperature. Both primary and secondary constants are often used
to characterize transmission lines or equivalent circuits.

In the discussion of networks in Chapter 4, it was suggested that
any circuit could be simulated by a T structure. It is not surprising
then to find that a useful equivalent circuit for a transmission line is
the T network shown in Figure 5-1. For convenience, series constants
R and L can be combined as impedance Z,, and shunt constants C
and G as impedance Z¢ as shown in Figure 5-2. For the present, the
relationship to line length is ignored.

Rp L2 L2 Ry

C‘L G
T

Figure 5-1. Primary constants of a section of uniform line.
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ZA/Z‘ Za/2
N WV

Zc

Figure 5-2. Equivalent network of a section of uniform line.

‘The equivalent circuits in Figure 5-1 or 5-2 are poor approxima-
tions of a real transmission line because all of the distributed con-
stants have been concentrated at one point. The approximation is
improved by having two T sections in tandem and, in the ultimate,
the best representation is an infinite number of tandem-connected
T sections, each having the constants of an infinitely short section
of the real line.

Characteristic Impedance

An example of the simulation of a very long uniform transmission
line by an infinite number of identical, recurrent, and symmetrical
T networks is shown in Figure 5-8. The input impedance at point

a
l
[

——— et e e | ——_—— o

Figure 5-3. Uniform line simulated by an infinite number of identical networks.
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a is Zo. Now open the line at b and again measure the impedance of
the line towards the right. Removing one section from an infinite
number of sections produces no effect, so the impedance still
measures Z.

The impedance at point a was Z, when the first section was con-
nected to an infinite line presenting impedance Z, at b. If the first
section is terminated at b by a discrete-component network of im-
pedance Z,, the impedance would still measure Z, at point a. In a
transmission line, Z, is called the characteristic impedance. It is re-
lated to the equivalent T structure in Figure 5-2 by the expression

R
Zo— \/ Z; 4+ ZuZc  ohms. (5-1)

Impedances Za and Z¢ contain inductance and capacitance. Since
the reactances of inductors and capacitors are functions of frequency,
the characteristic impedance of a real or simulated transmission line
is also a function of frequency. This property must be recognized
when selecting a network which is to terminate a line in its charac-
teristic impedance over a band of frequencies.

It is often more convenient to determine Z, by test than by compu-
tation. This can be done by measuring the impedance presented by
the line when the far end is open-circuited (Z,.) and when it is
short-circuited (Z;.). Then, it can be shown that

Zo=~/ZoZsc ohms, (5-2)

an equation similar to those given for network image impedances,
Equations (4-4) and (4-5).

To summarize, every transmission line has a characteristic im-
pedance, Z,. It is determined by the materials and physical arrange-
ment used in constructing the line. For any given type of line, Z, is
by definition independent of the line length but is a function of fre-
quency. The input impedance to a line is dependent on line length
and on the termination at the far end. As the length increases, the
value of the input impedance approaches the characteristic impedance
irrespective of the far-end termination.

The term characteristic impedance is properly applied only to uni-
form transmission lines. The corresponding property of a discrete
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component network is called image impedance as previously discussed.
However, if the network is symmetrical, it has a single image imped-
ance which is analogous to the characteristic impedance of a uniform
line and, as the number of network sections is increased, the imped-
ance approaches the characteristic impedance of the line being
simulated.

Attenuation Factor

If a symmetrical T section is terminated in its image impedance
(Z,) and voltage E, is applied to the input terminals, current I, flows
at the input. In general, the output voltage and current, E, and I, is
less than E, and I. Let I,/I, be designated by a; this is the atfenua-
tion factor for the T section. Also, let In| I1/Is | = «; this is known
as the attenuation constant for the T network. Then,

_ |
= |5

If a number of symmetrical T sections of image impedance Z, are
connected in tandem and terminated in Z, as shown in Figure 5-4,
each T section is terminated in Z,, and the ratio of its input current
to its output current is @. Thus, from the figure

=a=e (5-3)

I
I,

£l
L

I,

L _|L
= | %

A

I,

Iy

= = = aq. (5-4)

To find the ratio of the input current to the output current for the
series, the terms of Equation (5-4) may be multiplied to give

I
I;

|1
= |4

L
Iy

I

I,

I,

Is

:a4

or, for » sections of identical series-connected T networks terminated
in Z, at both ends,

I

In+l

= a" = e"%, (5-5)

where a* — e is the attenuation factor for the m series-connected
T networks.
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I, —» I, —» I; —» 1, —p I =t

. “— . .

Figure 5-4. Line composed of identical T sections.

Propagation Constant

The ratio of input to output current, I,/I,, in a symmetrical
T section terminated in its image impedance, Z,, is generally a
complex number which may be expressed in a number of forms to
indicate a change of both magnitude and phase. For the network of
Figure 5-2 when it is terminated in Z, at both input and output, the
current ratio is

I Z

or, in more general terms,

I

— g¥ — g(@+iP) (5_6b)
I,

where vy is a complex number called the propagation constant, or
complex attenuation constant. Its real and imaginary parts are
defined by

Y = a+iB, (6-7)

where o is the attenuation constant, which represents a change in
magnitude, and B8 is the wavelength constant, or phase constant,
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which represents a change in phase. When applied to actual trans-
mission lines with distributed parameters, both constants are usually
expressed in terms of units of distance; o« is usually expressed as
nepers per mile or dB per mile, and B is usually expressed as radians
per mile or degrees per mile,

For the network of Figure 5-2, the value of y may be computed
from Equations (5-6a) and (5-6b) as

_ Za Z4 Za\’ ]
y=1In I:l—l— 2—ZC+ Tc+<—270> . (5-8)
If the bracketed expression in Equation (5-8) is written in polar
form as A /B, where A is the absolute value and 8 the angle, then
y=InAef=IA + jB. (5-9)

Since the real and imaginary parts of this equation must equal the
corresponding parts of Equation (5-7),

a=InA=In % —In %Z*‘/ 2 +ZZC + Z"} nepers,T section (5-102)
2 (o]
and
B =arg Za/2 +ZZC + 2o radians/T section (5-10b)
C

where arg stands for argument or angle of.

Since the attenuation constant can also be expressed in decibels
per T section, Equation (5-10a) may be written

a = In A nepers/section — 8.686 In A dB/section = 20 log A dB/section.

This relationship must not be used indiseriminately; it applies only to
an infinite line and a line or discrete-component simulation terminated
in Zo.

5-2 LINE WITH DISTRIBUTED PARAMETERS

Characterization of transmission lines involves the same electrical
parameters (primary and secondary constants) as those used in
characterizing discrete component networks. In lines, however, these



122 Elements of Transmission Analysis Vol. 1

parameters are not discrete and concentrated. They are distributed
uniformly along the line. Relationships between primary and secon-
dary constants and between these parameters and other transmission
line characteristics (including velocity of propagation, reflections and
reflection loss, standing wave ratios, impedance matching, insertion
loss, and return loss) must therefore be established in terms of
distributed parameters.

Characteristic Impedance

A single T section may represent a line having distributed elements
but at one frequency only. In order to construct an artificial line in
simple T-section configurations of discrete elements to simulate a real
line, it is necessary to construct many tandem-connected T-sections
to simulate even very short sections of line. As the number of sections
is increased and the elemental length of line is reduced, the artificial
line approaches the actual line in its characteristics over a wide band
of frequencies.

Consider an elemental length of line, Al. Let Z be the impedance
per unit length along the line and Y be the admittance per unit
length across the line. The T section of Figure 5-5 represents the

2 ____2__ 2__2 T2
\[ 1 - 1Y
| R/,2 L2 | I R/2 L/2 |
—i AN ra'e 2" i { ANN- 'a'2"2"'a i
I | | I
e — 1 L - —
I W i

Figure 5-5. T-section equivalent of a short length of line.
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equivalent network of a line having length Al. The value of Z4 and
Zc of Figure 5-5 may be written

Za—=ZAl
and
1
ZC — YA—Z .

Substituting these values in Equation (5-1) gives the characteristic
impedance for a lumped constant network as

e
Zy = ‘/ (Zil) —+ —g— ohms.

For a line with distributed parameters, let Al approach zero; then,
the characteristic impedance is

lim Zo= ‘/%, ohms (5-11a)
Al— 0

or, in terms of primary constants,

R 4 joL

m ohms. (5-11b)

Zo=

Propagation Constant

From the previous derivation of the expression for the propagation
constant of an equivalent network, Equation (5-8) may be rewritten

_ ZA ZA ZA 2
e =1+57 + 7+<§z—> :

By expanding the terms under the radical sign by the binominal
theorem and rearranging terms, this expression may be written

1
ey:1+<§_:>T+§g+... (5-12)
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Also, expanding e’ as a power series yields

2
eV:1+y+%+... (5-13)
As shown in Figure 5-5, the terms Z,, Zc¢, and y all place Al in the
numerators of Equations (5-12) and (5-13). As Al approaches zero,

the higher terms of these expansions become insignificant. Combining
the two equations and truncating the series yields

Y é)é* 1 (é)
It+y+op=1+ <Zc +2\z)
This equation may be solved algebraically to give
y =424 = \/ZY Al
Zc

for the conditions of Figure 5-5 and for length Al. For any length, I,
made up of I/Al sections,

Y = \/Wl,

and for a unit length, I = 1, the propagation constant is

y=a+iB=\ZY =/ (R+jel) (G+iaC),  (5-14)

where « is in nepers or dB per unit length and B8 is in radians or
degrees per unit length. The values of Z and Y are found from the
primary constants of the line.

Attenuation Factor

Previously, the attenuation factor for a number of identical,
symmetrical T sections having lumped constants was defined for
tandem connections of such sections. Here, where the transmission
line is made up of distributed parameters, as the length of an ele-
mental section Al approaches zero, the attenuation constant becomes
a nepers per unit length. Then the expression for the attenuation
factor analogous to that of Equation (5-5) is given as

Attenuation factor — e*. (5-15)
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Velocity of Propagation

The phase shifts represented by the 8 term in Equation (5-6b)
express the angular difference in radians between the input and
output signals; they imply a time delay between the input signal
current (or voltage) and the output signal current (or voltage).
This can be used to compute the velocity of propagation through the
network or transmission line. The velocity is given by

v = %, (5-16)

typically expressed as miles per second.

Equation (5-16) shows that the velocity of propagation is a
function of frequency, since w = 27#f. However, 8 is also frequency-
dependent since it is made up of reactances derived from Z, and Z¢
of Equation (5-8). Thus, while a transmission line having either
discrete or distributed elements tends to introduce delay distortion
(a non-linear phase/frequency characteristic) because the velocity of
propagation is different at different frequencies, it is theoretically
possible to design a line having no delay distortion by designing g
to be directly proportional to w.

Reflections

Only lines which are uniform and which are terminated in their
characteristic impedance have so far been considered. As long as
the signal is presented with the same impedance at all points in a
connection, the only loss is attenuation.

However, if one line with characteristic impedance Z¢ is joined
to a second line with characteristic impedance Z., an additional
transmission loss is observed. While the signal is traveling in the first
line, it has a voltage-to-current ratio E¢/I¢c = Z;. Before the signal
can enter the second line, it must adjust to a new voltage-to-current
ratio E./I. = Z.. In making this adjustment, a portion of the signal
is reflected back towards the sending end of the connection.

It is not surprising that there should be a reflection at an abrupt
change in the electrical characteristics of a line. There is a dis-
turbance in any form of wave energy at a discontinuity in the
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transmission medium. For example, sound is reflected from a cliff;
light is reflected by a mirror. These conditions are equivalent to a
line terminated in either an open circuit or a short circuit; all of the
energy in the incident wave is reflected. A less abrupt change in
impedance would cause a partial reflection. For example, a landscape
is mirrored in the surface of a pool of water because part of the light
falling on the water is reflected. The bottom of the pool is also visible
if the pool is not too deep, since part of the light falling on the water
passes through the discontinuity of the air-water junction and illumi-
nates the bottom. Such a partial reflection occurs when two circuits
with different impedances are joined, as in Figure 5-6. The power,

X

| ——»

Ze=\|2Z¢| Lbc

P » P

)

Z; —— ——p 7,

L
%ZL=|ZL|40L

——t e e — e e [} e e e |

Figure 5-6. Reflection at an impedance discontinuity.

P, in the signal arriving at junction x is divided. A portion of the
signal, P;, is transmitted through the junction to the load Z.. The
remainder of the signal, P,, is reflected and travels back towards the
source. If Z¢ and Z,, were equal, the power, P, would all be delivered
to Z.; there would be no reflection.

Reflection Loss. A concept frequently used to describe the effect of
reflections is that of reflection loss, which is defined as the difference
in dB between the power that is actually transferred from one circuit
to the next and the power that would be transferred if the impedance
of the second circuit were identical to that of the first.
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Consider the circuit of Figure 5-6 where the impedances do not
match. The current in the circuit is I = E/(Z¢ 4 Z.). The power
delivered to Zp, the load, is

. _ ER
PL—IZRL—W’

where Rp is the resistive component of the load impedance. If
impedance Z1. matched Zg, that is, Z;, = Zg, the current in the circuit
would be I, = E/2Z¢, and the power delivered to the load would be

E? R¢

P 2 —_
Pm_—-Im RG— 4ZG2.

The ratio of the two values of power is

Pn_ (Zo+71)* |, Re

P.—  4Z R.*

Thus, the reﬁection loss may be written

Reflection loss = 10 log P = 20 log &
Py, Py
Z¢+Z. |Re
= 20log | ¢Sy TR
Ze+7Z. | IRe| |Z.
=20log |5 77 \\N\Z6| " |Re
Ze+ 27, cos fc
= 20 log N A N2 + 20 log \/ oS by dB.

(5-17)

Thus, the reflection loss has two components. The first is related
to the inverse of the reflection factor, defined as K, where

2\/ZcZx,

K=|2VEL

. (5-18)

The second is dependent on the angular relationships between the
two mismatched circuits.
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It is possible to have negative reflection loss, or reflection gain.
This does not mean that power can be generated at an impedance
discontinuity. It results from the choice of identical impedances as
the reference condition for zero reflection loss which is not the con-
dition for maximum power transfer, as pointed out in Chapter 4.

Standing Wave Ratio. A second concept that is useful in describing
the effect of reflections is that of a standing wave ratio. This concept
may be approached from the point of view of a theoretically lossless
transmission line.

Equation (5-11) gives the expression for the characteristic im-
pedance of a line as

_ | R+ joL

Z=NG 1 jaC

ohms.
In this equation, the components that produce loss are the resistance
and conductance, R and G. When these are negligible relative to joL
and jwC, they may be ignored. This is often true at very high fre-
quencies because of the w terms in the expression for Z,. Under these
conditions, the characteristic impedance reduces to

Zy=~/L/C ohms. (5-19)

When the R and G terms are negligible, the propagation constant
for the lossless line is determined from Equation (5-14) to be

y = jo\/LC. (5-20)

Thus, Equations (5-19) and (5-20) show that for a lossless line
the characteristic impedance is a pure real number and the propaga-
tion constant is a pure imaginary number. When the propagation
constant is expressed as y = a + jB, the value of attenuation then
becomes o = 0, and the value of the phase shift constant becomes
B8 = o \/LC.

The voltage at any point, x, on a lossless transmission line may be
shown to be

V= V1€ LV, e~ yolts, (5-21)
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where Vi and V. represent the incident and reflected voltages,
respectively, when the line is nmot terminated in its characteristic
impedance, Z,, and where « is the distance from the load to the point
of measurement [5].

The velocity of propagation may be found for the lossless line by
substituting the value 8 =  \/LC in Equation (5-16). Thus,

v © L
=B =VIC

For some structures (such as a coaxial transmission line), the velocity

of propagation approaches 186,300 miles per second, the velocity of

light propagation.

It can be seen from Equation (5-21) that voltage V. is represented
as the sum of two traveling waves, the incident and reflected voltage
waves. The voltage may also be expressed in terms of trigonometric
functions [5]:

V="V (cos Bx 4 jg—" sin ﬁx)
L
— V5. cos ﬁx + j]IL Zy sin ﬁx, (5-22)

where Ip, Vi, and Z; are, respectively, the current and voltage at
the load and the impedance of the load.

For a given frequency and value of z (distance from the load),
Equation (5-22) can show V, = 0, e.g., when V. = 0 or when
cos Bx + § (Zo/Zr) sin Bx = 0. This can occur when Bz = nw (m,
an odd integer) and when Z. is simultaneously infinite, an open-
circuit termination. It can also occur when Z. = 0 (short circuit)
and Br = nw (n, an even integer) simultaneously. These are two
cases of special interest which produce standing waves, i.e., waves
which do not propagate along the line but which pulsate between
minimum and maximum values at all points except those at which
V.=0.

In the more general case of a line having loss and not terminating
in Z,, standing waves are also produced but not necessarily with null
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points at which V,; = 0. The ratio of maximum to minimum voltages
in the envelope along the line is known as the voltage standing wave
ratio (VSWR). The VSWR may vary from one to infinity. When a
line is terminated in its characteristic impedance, there is no reflected
wave and, as a result, the maximum and minimum are the same value
to give the ratio of unity. For the boundary conditions of Z; =
0 or « or for a = 0, the minima of the envelope are nulls, the value
of V; = 0, and the VSWR is infinite.

For cases not involving the boundary conditions of Z. = 0, Z. = o,
and a« = 0, the transmission phenomenon can often be analyzed to
advantage in terms of a combination of traveling and standing waves;
then, the VSWR is used as a measure of the required degree of im-
pedance match. If it is sometimes convenient to perform analyses
in terms of currents instead of voltages, analogous expressions are
used.

Impedance Matching. An‘impedance discontinuity can sometimes be
eliminated by introducing a transformer as an impedance matching
device at the junction. In Figure 5-7, the impedance to the left of
x, Z1, does not match the impedance to the right of y, Z,. By con-
necting a transformer of turns ratio, N./Ny = \/Z:1/Z,, into the
circuit between x and y, the line to the left of x is made to look into
an impedance Z;, while the line to the right of y looks back into Z,. In

x y
Z4/2 Zaf2 i i 22 Z'af2
1 | WV——VW»
| |
Zc =2, } !
S I > >
Zc g P | g Z'c ; Zr=12,
I |
I |
| G |
1 1
i
-— —> - —>
Z Z, Zy Z,

Figure 5-7. Unequal impedances matched by a transformer.
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practice, such a transformer would have a loss of a fraction of a
dB, but the reflection loss is reduced to near zero. Typical examples
of this technique are the transformer in a telephone station set and
the input and output transformers in a repeater amplifier.

A network (or pad) with image impedances of Z; and Z, would
give the same result as the transformer in Figure 5-7. Impedance
matching pads find limited application because they have a minimum
loss determined by their image impedance ratio. For example, a pad
with image impedances of 600 and 500 ohms (a ratio of 1.2) would
have a loss of at least 8.75 dB; one with a ratio of 2 would have a
minimum loss of about 8 dB.

Advantage is often taken of the standing wave phenomenon in high-
frequency transmission lines. A proper connection of a short-circuited
stub of line onto a transmission line at the proper point, one-quarter
or one-half wavelength from the load, often provides a means for
good impedance matching.*

At very high frequencies, in addition to the short-circuited stub
technique it is sometimes practical to match impedances by intro-
ducing a section of transmission line with gradually changing dimen-
sions. The most common application of this technique is the tapered
open-wire line between a TV antenna and the twin lead running to
the receiver.

Insertion Loss. Insertion loss, discussed in Chapters 3 and 4, may be
defined as the loss resulting from the insertion of a network between
a source and a load. Further consideration of this factor is desirable
because important contributions to insertion loss occur as a result
of reflections due to impedance mismatches.

Consider the circuits of Figure 5-8. If the four-terminal network
or transmission line is not present, as in Figure 5-8(a), the current
supplied to Z. is

IL=E/(Zc+ Z1).

*Standing wave ratios, reflection coefficients, wavelengths, complex impedances,
and other transmission relationships are conveniently computed by Smith charts,
nomographic diagrams that display these relationships in a convenient form
[4, 5, and 7]. Accurate and extensive calculations of these values and relation-
ships are today carried out on an electronic computer.



132 Elements of Transmission Analysis Vol. 1

—_— —_—
—o—ﬂ‘
Symmetrical
Zc Ze four-terminal
network or
transmission >
E ZL E line with Z. %
characteristic
@ ,\J impedance
Zo
——d
(@) (k)

Figure 5-8. Circuits for insertion loss analysis.

When the network is inserted in the circuit, Figure 5-8 (b), the current
in Zr, may be shown to be

_ 2K Zye™"
T (ZoF+26) (Zo+2ZL) — (Zo— Zg) (Zo— ZL) e

I,

Then,

L _ (Zo-+2Zc) (Zo+21) — (Zo— Zc) (Zo— ZL) e
L, — 2(Ze +2Z1L) Zoe™

which, when factored, gives

1_1:[(20+ZG) (zo+zL>] [1_ (Zo—Z3) (Zo— 71) e"”]. (5-23)
I, 2(Zc + Z1) Zoe " (Zo + Zc) (Zo+ Z1)

The second bracketed term is usually neglected. It results from
interactions due to network termination impedances not being the
proper image impedances for the network. If the network is a
transmission line of any significant length, the term e~2* makes the
interaction effect negligible. If either Z¢ or Z. is equal to Z, or, in
the case of a network, is the true image impedance, the interaction
effect vanishes completely.
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Thus, the insertion loss is usually written,

. s (Zo + Zg) (Zo+ Z1)
Insertion loss ~ 20 log 3 (Ze L Z2) Zo o~ dB.
The right side of this equation may be rearranged to give
Insertion loss = 20 log N - 20 log > \/—ZOTL
20 1og | 2SE21 | | g 6g6 dB
—_— og 2 \/m + 8. o .
(5-24)

where « is the real component of the propagation constant v.

The approximation to the insertion loss given in Equation (5-24)
contains three reflection terms and the attenuation constant, . The
three reflection terms are seen to be related to the reflection factor
defined in Equation (5-18). The first two of these increase the
insertion loss as a result of the mismatch between either Z, and Z¢
or Z, and Z;. The third is a negative term representing the refiection
loss due to the mismatch between Z; and Z; when the intermediate
network is not present.

Terms corresponding to the term 20 log \/cos 8¢/cos 6. of Equation
(5-17) do not appear in the equation for insertion loss because, in
the insertion loss definition, the ratio of currents (or, more precisely,
powers) is taken with respect to the same impedance, Z.. Thus, the
power factor term reduces to unity.

If the transmission line is short or for any other reason has very
low loss, the insertion loss expression of Equation (5-24) must be
modified by the interaction (second bracketed) term in Equation
(5-23). The evaluation of this equation is usually quite laborious but
computer programs, tables, and nomographs are available to simplify
computations.

Return Loss. In the design of two-wire circuits, the amount of signal
reflected at a junction is of interest because the reflected energy
represents an echo of which the amplitude must be controlled. As
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discussed in Chapter 4, the difference in dB between the incident
current or voltage and the reflected current or voltage at an impedance
discontinuity is called return loss. If the two impedances at a junc-
tion are matched, the return loss is infinite, since there is no energy
reflected. The greater the difference between impedances on each
side of a junction, the lower the return loss. At the junction of two
lines of impedance Z; and Z,

Zy+ Zs

77| 4B (5-25)

Return loss = 20 log % = 20 log

where p is the reflection coefficient.

In the telephone plant, a serious source of low return loss is the
interface between two-wire and four-wire facilities; four-wire termi-
nating sets contain a compromise balancing network that may not
match the impedance of the office wiring or other connected two-wire
circuits. The most serious problem occurs at class 5 switching offices
where toll connecting trunks are switched to a variety of loops with
a wide range of impedances.

In the Bell System, the term structural return loss is commonly used
as a measure of the departure of the characteristic impedance of a
transmission medium from its design or nominal value. The term is
descriptive of the fact that such impedance departures are primarily
due to systematic and repetitive deformations of the physical struc-
ture of the medium. The values of Z used in Equation (5-25) may
be regarded as the nominal and measured values of the characteristic
impedance of the medium to determine the structural return loss.

5-3 LOADED LINES

In the previous discussion of velocity of propagation, it was pointed
out that transmission lines normally introduce delay distortion. It
was further suggested that delay distortion ean be theoretically
eliminated by design. An understanding of the theoretical basis for
such a design is of some interest. Of far great practical importance
is the application of the relationships involved to the reduction of
attenuation over most of the voice-frequency band.

Analysis

To achieve the theoretical design of a distortionless line, it is
necessary that the series impedance, Z, and the shunt admittance, Y,
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have the same angle. This requirement may be expressed

oL _ oC
R~ G’
or
LG = RC. (5-26)

The impedance and admittance may be written Z —= R 4 jwL and
Y = G + jwC, respectively. Thus,

RC | joLG _ G

When this expression is substituted in Equation (5-14),

y=V2ZY =Z~\/G/R=Z/C/L . (5-28)
Then,
y=a+jB=\/G/R (R + joL)
and
a=+/RG=R\/C/L (5-29)
B=wL\/G/R=wVLC , (5-30)
v=w/8=1//LC . (5-31)

With Equations (5-26) and (5-27) substituted in Equation (5-11a),

Thus, when wL/R = oC/G, the attenuation («), the velocity (v), and
the characteristic impedance (Z,) are independent of frequency, and
Zy is a pure resistance. Such a line, terminated in its characteristic
impedance, has no loss distortion or delay distortion. Note, however,
that the attenuation and velocity both decrease, and the characteristic
impedance increases.
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Unfortunately, a transmission line having such optimum charac-
teristics is not readily attainable in practice. In transmission lines
made up of pairs in well maintained cables, the value of the con-
ductance, G, is very small. It is not desirable to increase it artificially
because that would increase the attenuation correspondingly as indi-
cated in Equation (5-29). The value of capacitance cannot be changed
appreciably because of practical considerations of spacing between
conductors. To approach the optimum condition where LG = RC as
indicated by Equation (5-26), it would be necessary either to increase
the inductance, L, or to reduce the resistance R. The latter is not
economical (it may be accomplished by increasing the size of the
wire), and so the only remaining alternative is to increase the induc-
tance. This practice, known as inductive loading, is used to approach
the conditions sought, especially to reduce the line attenuation.

Inductive Loading

In considering the effect of inductive loading, note that the con-
figuration of the T section of Figure 5-5 is basically that of a low-
pass filter as illustrated in Figure 4-29. The critical frequency of
such a structure is the frequency below which there is very little
attenuation (ideally none) and above which the attenuation increases
very rapidly. For the structure of Figure 5-5 in which G = 0, this
frequency is

1
fo= m\/LC

Hz. (5-33)

When applied to lines loaded with discrete elements, the value of L
is the load coil inductance. Although the inductive component of the
line impedance of the load section should be added, it is usually
negligible. Similarly, the value of C to be used is the primary constant
value of capacitance for the medium multiplied by the length of
the load section. In theory, this value should be increased by the
capacitance of the load coil, but this also is usually negligible.

As previously mentioned, series inductance may be added to reduce
the attenuation in a cable pair. Below the critical frequency, f., the
attenuation is reduced as indicated by Equation (5-29). Unfor-
tunately, line inductance cannot be increased by loading without
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increasing resistance by virtue of the wire used in the load coils.
Because of the resistance increase and other frequency-dependent
limitations in the application of inductive loading, the attenuation
is, in practice, more nearly @ = (R\/C/L)/2 than the value of
Equation (5-29). Above the critical frequency, the attenuation in-
creases rapidly. The effect of increasing L by installing load coils in
a line is illustrated by Figure 5-9.

Loading Methods. Loading may be accomplished by either of two
practical methods. The first, called continuous loading, involves
placing magnetic material (e.g., permalloy tape) around the copper
conductors. This method is expensive and has been employed in only
a few cases on submarine cable installations. The second method
uses discrete inductances introduced along the line at regular intervals.

12 Al
/|

/ /‘

H88 loading
4 __—_f

500 1000 2000 3000 5000
Frequency (Hz)
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L

Insertion loss (dB)
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Figure 5-9. Insertion loss of 12,000 feet of 26-gauge cable measured
between terminations of 900 ohms in series with 2 uf.
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Below the critical frequency, the transmission line analysis for such
an arrangement is reasonably accurate on the assumption that such
components are uniformly distributed along the line but this
assumption does not hold above the critical frequency.

Load Coil Spacing. Load coils introduce impedance discontinuities
into an otherwise smooth or uniform line. This effect is minimized
by making the spacing between load coils short compared to the
wavelength of the transmitted signal and by spacing the coils pre-
cisely along the line. Imprecise coil spacing and coil resistance both
introduce transmission irregularities in the passband primarily as a
result of the deterioration of the structural return loss of the medium.
General rules for the precision of spacing of load coils have been
worked out, and manufacturing limits on the allowable variation in
coil parameters are imposed. Corrective measures to overcome
situations that, due to geographical or other considerations, cannot
be adjusted to meet requirements on the uniformity of coil spacing
are given in the form of building-out network specifications. General
rules on allowable spacing deviations as applied to interlocal trunks
are as follows:

(1) The deviation of the average spacing from the nominal or
standard value should not exceed =2 percent.

(2) The deviations of the length of individual sections from the
average section length should not exceed =3 percent.

(3) The percentage of deviation of each section length from the
average section length should be determined and the
numerical average of these percentages, disregarding signs,
should be 1.2 percent or less, where practicable,

End sections, nominally designed as one-half the standard length, are
frequently built out by the use of additional discrete components to
correct the electrical length of the section (overcoming natural length
discrepancies) or to correct the impedance of the structure to con-
form with impedance matching requirements at the central office.

A number of loading arrangements have been standardized in the
Bell System. The spacing between coils, or loading-section length, is
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designated by a series of code letters. The codes for the more common
spacings are as follows:

B 3000 feet M 9000 feet
C 929 feet X 680 feet
D 4500 feet Y 2130 feet
E 5575 feet Z 5280 feet
H 6000 feet

This spacing code is combined with numerals to designate wire gauge
and load inductance values. For example, the cable of Figure 5-9
is designated as 26H88 loading, indicating 26-gauge wire, 6000-foot
spacing, and load coils of 88 millihenries inductance. This inductance
is equally divided between two coils wound on a toroidal core. Each
coil is connected in one side of the line in such a manner that the
two inductances add (series aiding) to give the required value. These
loading arrangements have been designed to achieve the greatest
practicable reduction in attenuation and not to achieve a minimum of
delay distortion. Thus, the criterion for minimum delay distortion
given in Equation (5-26) is not met.

5-4 COAXIAL CABLE

Consideration of transmission lines thus far has been confined to
lines made up of two parallel wire conductors. However, a coaxial
configuration of conductors may be used to advantage where high
and very high frequencies are involved. The conducting pair consists
of a cylindrical tube in which is centered a wire as shown in

Figure 5-10. Coaxial cable.
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Figure 5-10. In practice, the central wire is held in place quite
accurately by insulating material which may take the form of a solid
or plastic foam core, discs or beads strung along the center conductor, -
or a spirally wrapped plastic string. In such a conducting pair, equal
and opposite currents flow in the central wire and the outer tube, just
as equal and opposite currents flow in the more ordinary parallel wires.

At high frequencies, a unit length of coaxial in which the dielectric
loss in the insulation is negligible (effectively gaseous) would have an
inductance which is about one-half the inductance of two parallel
wires separated by a distance equal to the radius of the coaxial tube.
The capacitance of the same coaxial is approximately twice that of
two parallel wires separated by the same distance and having the
same diameter as that of the central coaxial conductor. If the outside
radius of the central conductor is designated ¢ and the internal
radius of the tube is b, the characteristic impedance at high fre-
quencies neglecting leakage is approximately

L b
Zoy = ‘/? — 138 log ra ohms. (5-34)

The attenuation constant per mile, where both conductors are of
the same material, varies as the square root of frequency and is
approximately

—( 1 1
R 6\/f(7+7>
o7, =244 < 10 _

o =

nepers/mile (5-35)
log =~

where ¢ and b are in centimeters. From Equation (5-35) it may be
determined that minimum attenuation is obtained when the coaxial
is so designed that b/a — 3.6. With this configuration, Z, is about
77 ohms. The attenuation varies with temperature by approximately
0.11 percent per degree Fahrenheit.

The present standard coaxial used for transmission in the Bell
System employs a copper tube 0.369 inches in inside diameter and
a copper center wire 0.1003 inches in diameter. This, it will be noted,
approximates the optimum ratio specified above for minimum attenu-
ation. The nominal impedance is 75 ohms, somewhat lower than
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would be computed by use of Equation (5-834). This is because the
insulation, which is a composite of air and polyethylene discs, has
a dielectric constant of about 1.1. Velocity of propagation in the
coaxial approaches closely the speed of light. A study of the basic
characteristics of the coaxial shows that at the high frequencies
assumed, the attenuation is substantially less than that of a parallel
wire line of comparable dimensions. The attenuation is approximately
3.95 dB/mile at 1 MHz and at 20°C. More important is the fact that
at frequencies of interest the shielding effect of the outer cylindrical
conductor prevents interference from external sources of electric
energy. The shielding effect also prevents radiation losses of the
energy being transmitted over the coaxial. Thus, crosstalk between
coaxials is minimum.,
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Chapter 6

Wave Analysis

A signal may often be represented by a function whose value is
specified at every instant of time. In transmission work, however,
this type of characterization is not always the most convenient to
use because information about transmission lines and networks is
usually presented as functions of frequency rather than of time.
Therefore, a method is needed for translating between time-domain
and frequency-domain expressions of signal and network character-
istics. It is possible to pass from one domain to the other by using
mathematical transformations. This ability is useful in providing
answers to questions which arise when a pulse signal expressed as
a time-domain function is applied to a transmission line whose
characteristics are known in terms of frequency-domain functions.
These questions might be: How does the pulse look at the output of
the line? What are the frequency spectra of pulse signals as functions
of pulse repetition rates and duty cycles? What is the resultant
energy distribution? What are the bandwidth considerations?

The duality between frequency and time domains in describing
signals and linear networks is a concept that can become so familiar
that a person may often unconsciously transfer from one domain
to the other without effort. For instance, a sine wave of frequency
fo might be pictured in the time domain as a curve which crosses the
time axis 2f, times per second or in the frequency domain as a narrow
spike located at a point f = fo, on the frequency axis and characterized
by two numbers giving its amplitude and phase. In this simple case,
a method of passing from one of these representations to the other
is simple to visualize and to formulate. The frequency, amplitude,
and phase can be obtained from a time-domain representation of a
sinusoidal wave by merely counting and measuring appropriate di-
mensions; on the other hand, if the frequency, amplitude, and phase
are given, the time-domain waveform can be constructed. However,
for more complicated waveforms, this transformation is not so simple,
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and a well defined mathematical procedure must be employed to pass
from one domain to the other.

The Fourter transform pair is the mathematical formulation of
this useful concept; as such, it is indispensable for dealing with
signals and linear networks. A review of some of the important prop-
erties of the Fourier transform and illustrations of its uses can give
a qualitative understanding of its meaning and application. The
reader is referred to standard mathematics texts for more rigorous
treatments of the subject.

6-1 INSTRUMENTATION

To complement the mathematical procedures of defining signals,
interferences, or networks by means of the Fourier transform pair,
field or laboratory observations are often needed to study engineering
problems of maintenance, design, or performance evaluations. Two
types of instrumentation are commonly used to display signals and
interferences in the time or frequency domain for visual study.
These are the cathode ray oscilloscope, which displays a signal or an
interference in the time domain, and the spectrum analyzer, which
displays signal or interference components in a frequency band.

Figure 6-1 illustrates, in a simple block diagram, the operation
of a cathode ray oscilloscope. The position of the cathode ray spot
on the tube face is a function of the voltages impressed on the hori-
zontal and vertical deflection plates. The output signal of the saw-
tooth generator is impressed on the horizontal deflection plates and
causes the spot to move repetitively from left to right. The signal
under study, usually a periodic time function, is applied to the vertical
deflection plates. This causes the spot to move vertically in accordance
with the voltage applied and, when the two signals are properly
synchronized, a time-domain representation of the test signal wave-
form is traced on the tube face.

The operation of a spectrum analyzer is somewhat more compli-
cated. A sawtooth signal is used to deflect the spot from left to right
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Figure 6-1. Cathode ray oscilloscope operation (time domain).

on the tube face as in the cathode ray oscilloscope. However, the
signal applied to the vertical plates must be subjected to a number
of transformations before it can be so used. The signal consists of a
broad band of frequencies illustrated by the band from fz to fr in
Figure 6-2. This signal is impressed at the input to the analyzer and
mixed with the output of the tunable oscillator. This oscillator is
driven by the sawtooth generator. Its output signal varies in fre-
quency to sweep across the band from fz to fr in a repetitive fashion
as the output voltage of the sawtooth generator increases from its
minimum to its maximum value. This process converts the signal,
in effect, from a voltage-frequency function to a voltage-time function.
The output of the mixer, however, has many unwanted components.
A Dbandpass filter is used to select the desired component, which is
then impressed on the vertical deflection plates of the cathode ray
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Figure 6-2. Spectrum analyzer operation (frequency domain).

(tube face)

tube. The filtering is usually accomplished through several stages of
intermediate frequencies where the bandlimiting is more easily

effected.
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6-2 PERIODIC SIGNALS

The alternative descriptions of periodic signals in the time and
frequency domains are based upon the fact that when sine waves
of appropriate frequencies, phases, and amplitudes are combined,
their sum can be made to approximate any periodic signal. Similarly,
any one of these signals can be decomposed into its component sine
waves.

Fourier Series Representation

A good starting point for discussing wave analysis is the familiar
Fourier series representation of periodic functions given by

‘;0 + z (An cos nwot + By sin nwot), (6-1)

n=1

@) =

where Ao, An, and B, are constants that may be computed by the
following equations [1] :

Aozl/ F(b) dt, (6-2)
- 0
2
An:%f £(£) cos nt dt, (6-3)
and
m:% / £(t) sinnt dt. (6-4)
0

The interval over which the integration is performed, 0 to 2w, is
the fundamental period of the function f(¢).

The validity of the Fourier series may be demonstrated by dis-
playing a square wave simultaneously on an oscilloscope and on a
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spectrum analyzer. The spectral components of such a signal may be
filtered and displayed on the two instruments in various combinations.
To illustrate such a demonstration, Equation (6-1) may be rewritten

f(t) :%- + ) Cucos (nat + ¢, (6-5)

n=1
where
Co = Ay,
Cn = (As* + Bs2) 172,
€OS ¢pn = An/Ch,
Sin ¢n = —Bn/C;.

Figure 6-3 illustrates various displays that might be observed;
sketches of oscilloscope patterns are at the left and spectrum analyzer
displays at the right. In Figure 6-3(a), the output of a square-wave
generator is shown at the left. The period of the wave is 1/wo = T
seconds. The wave is shown as having an amplitude of unity (4 = 1)
and a pulse width of T/2. The corresponding spectrum analyzer dis-
play shows a component at as many odd harmonics of the fundamental
as are impressed at the input to the analyzer. In the illustration,
harmonics are shown up to the eleventh.

Figures 6-3(b), 6-3(c), and 6-3(d) illustrate the displays when
the inputs to the measuring sets are limited to the fundamental, third,
and fifth harmonics, respectively. It is interesting to note how quickly
the oscilloscope display approaches the original square wave.

Consideration of Figure 6-3 and Equation (6-5) shows how the
Fourier expansion for the square wave, f(t), may be used to deter-
mine certain requirements on a channel that is to be used to transmit
the square wave. The extent to which pulse distortion can be
tolerated determines the number of signal components that must
be transmitted and, therefore, the bandwidth that must be provided.
Further detailed study would also show how much distortion (gain
and/or phase) can be tolerated. The idealized sketches of Figure 6-3
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Figure 6-3. Fourier components of a square wave.
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indicate no distortion. Gain distortion would change desired relation-
ships among the amplitudes of the signal components, and phase
distortion would cause relative shifts of the components along the
time axis. Such shifts would also cause distortion of the pulse.

Symmetry. The Fourier analysis of certain periodic waveforms can
frequently be simplified by observing properties of symmetry in the
waveform and by selecting the coordinates about which the waveform
varies to take maximum advantage of the observed symmetry
properties. It can be shown that, by proper choice of axes, one or
more of the coefficients can always be made zero; however, if more
than one is to be made zero, the waveform must exhibit odd or even
symmetry. It is desirable to define these properties of symmetry
and to illustrate them mathematically and graphically because by
taking advantage of such properties it is possible to reduce greatly
the cumbersome mathematics sometimes necessary to evaluate the
coefficients A, and B, of Equation (6-1).

Periodic functions exhibiting odd symmetry have the mathematical
property that

f(=t) = —f(t). (6-6)

That is, the shape of the function, when plotted, is identical for
positive and negative values of time, but there is a reversal of sign
for corresponding values of positive or negative time. A familiar
function exhibiting this property is the sine function. Figure 6-4(a)
also illustrates a function having odd symmetry.

A function having odd symmetry contains no cosine terms and, in
addition, contains no dc component. Thus, in Equation (6-1), since
A, = 0 and Ay = 0, the Fourier series is written

f(t)oaa = 2 B, sin n wt. (6-7)

n=1

Graphically, the function can be seen to have odd symmetry by
folding the right side of the time axis over upon the left side and then
rotating the folded half 180 degrees about the abscissa, which must
be selected as the dc component of the waveform. When the function



150 Elements of Transmission Analysis Vol. 1

(a) Odd symmetry

@

(b) Even symmetry
Figure 6-4. Symmetrical functions.

is folded and rotated as indicated, the folded portion is superimposed
directly on the unfolded function for negative time.

A function having even symmetry contains no sine terms. That is

B,=0

in Equation (6-1). In this case, the Fourier series is written

f () even = éo + 2 A, cos 1 wot. (6-8)

n=1
The mathematical property that such a function exhibits is that

F(®) =f(=1). (6-9)



Chap. 6 Wave Analysis 151

Graphically, this function may be
seen to be even if the portion to the
right of the vertical axis (positive
time) is folded about the axis to
fall upon the left portion (negative
time). If the function is even, the
folded portion would fall directly
upon the unfolded left portion.
Such a function is illustrated in
Figure 6-4(b).

Some functions can be adapted to
have either odd or even symmetry
by the appropriate selection of
axes. One such example is given in
Figure 6-5. In Figure 6-5(a), the
function exhibits odd symmetry.
By shifting the vertical axis to the
right by one-half a unit time in-

[ T |
—4 —3 -2 1 1 2 3 4 5

0o t —»
(a) Odd symmetry

f@®
o B M
B Ny I Ny
SLA LA b s
0 t —

(b) Even symmetry

Figure 6-5. Symmetry by axis choice.

terval, the function is translated into one having even symmetry.
This is shown in Figure 6-5(b) and is also illustrated in Figure 6-3.

Example 6-1: A Fourier Series Application

It has been shown how the Fourier analysis of a square wave

can be used to illustrate the manner in which such a wave can
be decomposed into its constituent harmonically related com-
ponents (Figure 6-3). Similarly, a square wave was used to
illustrate how a proper choice of coordinates can simplify a
problem by taking advantage of symmetry properties in the
wave to be analyzed (Figure 6-5).

This example of Fourier analysis demonstrates the effect on
frequency content, harmonic amplitudes, and required relative
bandwidth of changing the period of a periodic rectangular wave,
The waveforms are illustrated in Figure 6-6. In each of the
waveforms illustrated, the pulse amplitude is unity and the pulse
duration is 7 seconds. In Figure 6-6(a) the repetition period
is T. = 27 seconds; in Figure 6-6(b) the period is T» = 2T,
seconds; in Figure 6-6(c) the period is T. — 2T, seconds. In
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Figure 6-6. Periodic rectangular pulses with different periods.

each, the vertical axis is chosen so that the function exhibits
even symmetry. Thus, there are no sine terms in the Fourier
series. For each, then, the Fourier series may be written as in
Equation (6-8).

f(t)even = %0— + Z A, cos 1 wol.
n=1

For the three cases in Figure 6-6, the periodic functions may be
written, respectively, as follows:
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Figure 6-6(a)

f@) =1 1 1 -”21 = 0 or integer
f() =0 % — fraction

. T, 27
Inthlscase,q-:‘2 = 5 =7

Therefore,

f(t) =1 L N ' % — 0 or integer
<m—?> T=t= <m+—2—>7r m
(@) =0 5 = fraction

Figure 6-6(b)

f) =1 1 1 % — 0 or integer
(m———>7§tS(m+——>'r m
4

f(®) =0 2 - 2 — fraction
_ Tb _ 27T T

Now,fz-~T = =5

and

fit) =1 1 —Zﬁ = 0 or integer
(- D) g s ()3

ft) =0 1)4?'— = fraction

Figure 6-6(c)

() =1 1 : 1 % = 0 or integer
(m—5)r=t=(m+3)

f(t) =0 % = fraction

.. T. 27 _ =
In this instance, r = B3 =8 —1°

Thus,

M — 0or integer

() =1 (n—3) T=t=(m+3) Tdm

F() =0 5= fraction
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In the above equations m is an integer from — to 4. The
value of the dc component, Ao/s, may be determined for each
case by means of Equation (6-2). Thus,

(a) Ao/2 = zi; (b) Ao/2 = —[]i; (e Ao/z= —;—
Note that the value of A¢/2, for a periodic function may be deter-
mined as the value of f(¢) averaged over one period. Where the
function represents rectangular pulses, the value of A¢/2 is

A7/T where A is the amplitude of the pulse.

Now, to further illustrate, consider the frequencies of the
fundamentals and third and fifth harmonics of the three wave-
forms of Figure 6-6. The frequency of the fundamental, fi, is
the reciprocal of the fundamental period, Ty, T, or T.. For the
three cases of interest, the frequencies are

_ L 1. e _er 3. s 5
(G) fl—_qv_a——z;y f3—-3f1——27_; f5—5f1—'27_'

1 _ 1, ¢ _g¢e 3, ¢ 5g¢ 6
(b) fl—Tb_4_T’ f3—3f1—4T, f5—5f1—_41_.
5

_ 1 _ 1 . o 83 L _ g 5
(] fl—Tc = g f3_3f1_87-’ f5—5f1_8'r°

Thus, the frequencies of the fundamentals and their harmonics
are seen to decrease as the period, T, of the fundamental
increases.

Finally, the amplitudes of these signal components may be
determined from Equation (6-3):

o
(@) Ay = i/ f(£) cos t dt
w 0

1 T/2 1 3mT/2
:—/ F(®) costdt-]——/ f(t) costdt
T (1] w T/2

-}-i /hf(t) costdt
L 3m/2

27

1 :|1'r/2 1 :]
——sint —sint
o ! 0 + 0 + mw S1 3mw/2
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_ 1 = 2 _
= 1+4+1) s +0.637,
1 2T
Ay = — f(t) cos 3t di
T,
1 . :|1r/2 1 . 2T
:E—sm?,t , + 04 gﬂ_—smSt :Lﬂ/z
1 2
and
As = 4 0.127.
1 2w
(b) A: = / f(t) costdt
0
1 /4 1 T /4
:-'I_T_/ f(t) COStdt—l——ﬂ_—/ f(t) cos t dt
0 T/4
1 2w
+7/ f(t) costdt
Tm/4
1 . /4 1 . :|21r
= — t 04+ — t
p sin ]0 + 0+ - sin -
_ % (0.707 + 0.707) = 0.450,
A =

1 2
—/ f(t) cos 3t dt
T
0

1 e 1
7sm3t]0 —{-0—|——3;_—s1n3t:|

2

Tm/4

- ~317 (4 0.707 + 0.707) = + 0.151,
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and

As = —0.0899.
() Ai= 40.244,

Az = 1-0.196,

and

As = 40.118.

While the amplitudes of A, can be seen to decrease with increas-
ing n for each of the three cases, observe that there is no obvious,
simple relationship among the values of A, from case to case in
the example. The value of A; appears to behave logically, de-
creasing as T/7 increases, but A; and As appear to behave
erratically in regard to amplitude and sign.

The (sin x)/ x Function

The lengthy and laborious calculations of Example 6-1 are given
to illustrate in detail how the coefficients of a periodic function
expressed as a Fourier series can be determined; however, for a
number of commonly found waveforms, these coefficients have already
been calculated [2]. Many of the expressions for such coefficients
contain a term in the form of (sin z) /x. This function is so commonly
found that a plot of the function on a normalized scale is given in
Figure 6-7.

f(x) = (sin )/

1.0
08

0.6 / \

0.4

02 / \

X

Figure 6-7. The (sin x)/x function.
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In Example 6-1, the coefficient amplitude may be computed for each
harmonic component by

sin L
T

An=A) | ———— . (6-10)

nmwr

T

Values for nar/T — = may be found from Figure 6-7 for values of
n, 7, and T defined as in Example 6-1. Recall, also, that for rectangular
pulses, 4o — A7/T.

6-3 NONPERIODIC SIGNALS

Although the Fourier series is a satisfactory and accurate method
of representing a periodic function as a sum of sine and cosine waves
as illustrated by Equation (6-1), somewhat broader mathematical
expressions, known as the Fourier transform pair, must be used to
represent nonperiodic signals as functions of time or as functions of
frequency. Although these are most useful in characterizing non-
periodic signals, they may also be applied to the analysis or synthesis
of periodic signals. Similar mathematical representations may be used
to describe the transmission response of a network or transmission
line by combining expressions representing signals with those repre-
senting network characteristics.

The Fourier Transform Pair

The determination of the components of a signal can be accom-
plished by the methods of Fourier analysis. If the signal is periodie,
the analysis is relatively simple and can be carried ouf, as previously
described, by a Fourier series representation. If the signal is non-
periodic, the Fourier transform may sometimes be used.* It is
written

9 (w) =/_w f (t)e—iotdt, (6-11)

*Many signals cannot be expressed in terms of Fourier components because the
function f(¢) is not deterministic. Methods of analyzing these functions depend
on expressing them in probabilistic forms, usually in terms of the spectral density
function [3].
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This equation may be used to determine the function of frequency,
9 (w), given a function of time, f(t), that is single valued, has only a
finite number of discontinuities, a finite number of maxima and
minima in any finite interval, and whose integral converges.

The inverse function, written

f(t) :% / T g(w) eetde, (6-12)

is known as the Fourier integral, or the inverse Fourier transform;
this expression is used for Fourier synthesis. Given the function of
frequency, g (w), of a signal, the signal may be synthesized as a
function of time by Equation (6-12). Together, Equations (6-11)
and (6-12) are the Fourier transform pair.

Most signals transmitted over the telephone network are random
in many parameters such as probability of occurrence, amplitude, or
phase. Such signals usually cannot be expressed in terms of Fourier
components because the function f(¢) is not deterministic.* Much can
be learned, however, by examining some random signals, such as the
random data signals depicted in Figure 6-8, in terms of the charac-
teristics of one pulse [for which f(¢) is deterministic], provided the
interaction among pulses is not neglected.

The Single Rectangular Pulse. Consider the single rectangular pulse
of Figure 6-9. From Equation (6-11) and from examination of the
pulse [f(t) = A from — 7/2 to 4 7/2 and zero elsewhere], the
Fourier transform may be written

@ T/2
g(w) =4 / f(t)e iotdt = A / e—iotdt.
e —T/2

Observation of the nature of the function f(¢) and subsequent sub-
stitution of the limits of integration make this equation tractable.
Integrated, the equation becomes

24 sin (—021 A7 sin —0)2—7
_ = , (6-13)
9(w) = ) T

2

*Much work has been done to analyze such signals with digital computers. This
procedure has been made more efficient by use of the fast Fourier transform [4].
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the familiar (sin z) /x form. Note
that the expression has a contin-
uous distribution of energy at all
frequencies, rather than at discrete
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frequencies as indicated for the
components of the Fourier series
for the periodic function repre-
sented by Equation (6-10). The
function of Equation (6-13) is a
pure real and, therefore, the com-
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Figure 6-9. A single pulse.

ponents of the signal in the time domain are all cosine functions, in
phase at ¢ = 0. Values for g (w) in Equation (6-13) may be found by
using appropriate values for A and r and, substituting * = w7/2, by
use of the plotted values of (sin «) /z in Figure 6-7.

The Impulse. An impulse is approximated when a rectangular pulse
is narrowed without limit while keeping its area (At in Figure 6-9)
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unchanged. To simplify the treatment, the area may be assumed
to be equal to unity. Thus, in the time domain an impulse is a signal
having energy but infinitesimal duration.

The corresponding frequency spectrum may be found from Equa-
tion (6-13) by noting the assumption that A7 = 1 and that
(sin w7/2) /(w7/2) = 1 when wr/2 = 0 (see Figure 6-7). Thus,
the resulting spectrum contains all frequencies from —w to 4
of equal phase at ¢ = 0 and each having an amplitude of unity. This
description of an impuse is useful in discussing the impulse response
of a network.

Transmission Response

Transmission of nonperiodic signals through a network or trans-
mission line may be studied by Fourier transform methods in either
the frequency or time domain.

Frequency Response. The complex frequency spectrum can often be
utilized to simplify rather complicated problems. The advantages
to be had by operating in the frequency domain arise from the
relatively simple relationship between input and output signals
transmitted through linear networks or transmission lines when
the relationship is specified in that dimension. In a typical problem,
the input signal has a spectrum g;(w) and the output g.(w). The
transmission path can be described by a frequency function which is
its transfer impedance (transfer voltage or current ratio), or what is
commonly called its frequency response. This function, H (w), can
be established by computation from the known circuit constants of
the system or network. It can also be found experimentally by apply-
ing a sine-wave test signal of known characteristics at the input and
measuring amplitude and relative phase at the output.

The relationship between the input and output spectra of a signal
applied to a network is particularly simple;

go(w) = H(w) gi(w), (6-14)

where g,, g;, and H are, in general, complex functions of the radian
frequency, w. In polar form, the amplitude and phase relationships
are, respectively,

| 90(@) | = | H(w) || gi(w) | (6-15)
0o (@) = Oh(w) + 6i(w) . (6-16)
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The validity of these relations rests upon the superposition prin-
ciple since go(w) is computed by assuming that it is a linear com-
bination of the responses of the network to each frequency component
(taken individually) in the input wave. This observation implies
that if the response of a linear system to the gamut of sine-wave
excitations is known, then its response to any other waveform can be
found uniquely by decomposing that wave into its Fourier components
and computing the response to each individual component. The output
waveform, f,(t), can be found by evaluating the Fourier integral of
go(®w). The principle outlined here is the basis for all sine-wave
testing techniques used in practice. It should be noted, however,
that it is useful only for linear systems since it is only in such systems
that superposition is generally valid. In the case of a nonlinear
device, such as a rectifier, the response to each input waveform must
be computed separately; the complex frequency response of the net-
work does not allow generalization to include other functions.

Impulse Response. Transmission through a network can also be com-
pletely described in terms of its impulse response, which is defined
as the function 2 (¢) that would be found at the output as a result of
applying an impulse (previously defined) to the input terminals.
Since the time function applied to the input has a flat frequency
spectrum, it would be expected that h(¢) will have a spectrum which
differs from flatness by the frequency characteristic of the network.
In other words, H (w) gives the frequency and phase spectra of % (t).
Expressed analytically, a unit impulse input to a network H (w)
produces an output i (f) given by

F[h(t)] =H(w) (6-17)

from which it follows that

H(w) = /” k() e~iotdt (6-18)

©

and also

h(t) =_21w_ f ° H(w) ¢ do. (6-19)
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The impulse response is, of course, a real function of time. Certain
relationships between H (w), H(—w), and the conjugate of H(w),
written H* (o), can be shown [4]. These lead to the following:

H(—w) = H*(w)

Hp(w) = Hr(—w)
(6-20)
—-ﬂHz((z)) = H[(——'w)

| H(w) | = | H(—w) |

where Hr and H; are the real and imaginary parts, respectively,
of H(w).

These are extremely important mathematical properties of any
physical transmission path — network or transmission line. The first
expression in the series of equations numbered (6-20) shows that
the transfer impedance of the network, H (w), expressed for negative
frequencies, H (—w), is equal to its conjugate expressed for positive
frequencies, H* (v). From this fact, the second expression is derived
directly to show that the real part of the impedance funection, Hr (w),
has even symmetry about zero frequency. The third expression shows
that the imaginary (phase) component of H (w), Hi, has odd symmetry
about zero frequency. The last expression, showing the relation be-
tween absolute values of H, follows from the first.

Bandwidth. It was previously shown, in the discussion of the single
rectangular pulse, that the ability to establish limits of integration led
to a useful expression for a frequency domain description of the pulse.
In a similar manner, the recognition of the finite bandwidth of a
channel makes practical the impulse response analysis of transmission
through a network.

An examination of the Fourier integral of Equation (6-19) indi-
cates that in order to determine the function of time corresponding to
a particular frequency spectrum, it is necessary to know that spectrum
from —w to 4 «. However, in the application of Fourier synthesis
to any real situation, the signal under study is always generated by
a source capable of producing only a finite range of frequencies.
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Similarly, the signal is carried on a channel capable of transmitting
only a finite bandwidth. Hence, it is necessary to examine the spec-
trum only in this region, and the signal can be assumed to be zero
outside this region. Such a finite bandwidth would restrict the number
of time functions which can be synthesized to those whose fastest
time rate of change is of the same order as the rate of the highest
frequency component that may be present.

In practice, limits are used which depend upon the characteristics
of the physical system or circuit being dealt with, rather than using
the infinite limits given in Equation (6-19). This equation may be
modified to account for the finite bandwidth of any real system, and
the Fourier integral can be written

1 { )
h(t) = 57;/ H (o) et do + 2—177 / H (w) e do. (6-21)
T 9

Example 6-2: Impulse Response of an Ideal Low-Pass Filter

As an example of the usefulness of the Fourier transform pair,
consider a problem in pulse transmission, where information is
being transmitted in digital form. At the transmitting terminal,
a pulse is either sent or not sent at times ¢i, ¢, etc. The problem
is to tell, after the signal has been transmitted through the trans-
mission medium (represented here by a low-pass filter), whether
or not a pulse is present for each signal element or time slot at
the receiver.

For this example, assume that the difference between two
successive coded signals, illustrated by S; and S in Figure 6-10,

Figure 6-10. Successive code signals.
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lies in the fact that S; has a
pulse in position 5, whereas S,
does not. Further assume
that these signals are passed
through a low-pass filter which

1
— has an idealized transmis-
% sion characteristic shown in
- Figure 6-11. This idealized
0 transmission characteristic
0 fi has a constant finite value of

f—> attenuation (assumed to be

0 dB for this problem) from

Figure 6-11. Idedlized low-pass trans- zero frequency to fi and has

mission characterisfic. infinite attenuation above fi.

It has no delay distortion for

frequencies from zero to f1; delay distortion above f; is of no con-

sequence since there is no signal transmission above f;. (This is

an easy case to analyze; such characteristics are impossible to

achieve but can be approximated. More achievable characteristics

are more complicated to analyze.) The example, then, illustrates

how bandwidth limitation alone can cause energy in the fourth
position of S, to spill over into pulse position 5.

If the transmission characteristic of the network is known, it
is next necessary to assume a spectrum for the input pulse at
position 4 and, in turn, determine its effect on the pulse or lack
of pulse in position 5. Although the first inclination would
probably be to assume a rectangular pulse like that of Figure 6-9
(even though real pulses are never exactly rectangular), the
problem can be simplified by assuming an impulse. Compare
the spectrum of an impulse (flat versus frequency, with no
phase reversals) with the spectrum of a rectangular pulse in
the region of @ — 0 (almost flat for very low frequencies). It
is seen that, if the transmitted bandwidth is small enough com-
pared to the first frequency at which (sin z) /x becomes zero, the
output will be the same whether the input is taken to be a narrow
rectangular pulse or an impulse. Since the spectrum of an impulse
is easier to handle analytically, the input is assumed to be an
impulse. If it is desired to refine the results later, the input
spectrum may be modified to have the (sin z)/x shape, or the
frequency response, H (w), may be modified.
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Moreover, if the input
signal is assumed to be an im-
pulse, the task is to determine
the signal (as a function of
time) at the output of a path
having the transmission char-
acteristic shown in Figure
6-11. First notice that
| H(w) | can be plotted for - 0 tor
negative as well as positive ©—>
frequencies. By the relations
of Equatlons. (6-29)’ the plot Figure 6-12. Idedlized low-pass char-
would look like Figure 6-12, acteristic (positive and
Wl;)e?t (21 d? 2f'n'f 1 has been negative frequencies).
substituted for fi.

| H) | T

If Equation (6-19) is applied to Figure 6-12 and constant
delay is ignored, the output pulse may be represented as

1 [
(t) =5 f_ ot do,
The term H (w) in Equation (6-19) is shown in Figure 6-12 to
be equal to unity in the interval from —m; to +w; and so does not
appear in the above expression for 2 (t).

This equation may be in-
tegrated to yield

sin wit
(01t

— @
h(t) =2t x

This is a (sin )/ function
of time plotted in Figure 6-13.
On this plot, ¢ = 0 is arbi-
trary; for a physical network
which approximates the char- )
acteristic of Figures 6-11 and  —3/@f —1/@f) 1/f) 3/
6-12, the zero time point rep-
resents the absolute delay of
the transmission path. The Figure 6-13. h(f) at output of low-
optimum time for the next pass transmission path.

t—>
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pulse is at ¢ — 1/(2f1) because h(t) goes through zero at that
point, and interpulse (or intersymbol) interference is minimized.

If the cutfoff of the transmission path is at 500 kHz, then the
interval between impulses should be 1 microsecond (repetition
rate, 1 MHz). A shorter interval would tend to make the receiver
think a pulse is present when in fact it is not; a longer interval
would result in some cancellation when the following pulse is
present. The spacing of pulses to avoid intersymbol interference
is one of the fundamental requirements in pulse transmission.

The necessity for distinguishing between the presence or
absence of a pulse in position 5 of S; and S. in Figure 6-10 is
importantly dependent on a design that minimizes the effect of
the presence of an unwanted signal in position 5 due to the pulse
in position 4. This is accomplished by relating, in the design,
the system transmission characteristic and pulse repetition rate
so that the next pulse position (position 5) corresponds to the
crossover of pulse number 4 at time 1/(2f1) as illustrated in
Figure 6-13.

This example illustrates the way in which the Fourier transform
pair can be used. If an input signal which is a given function of
time is assumed, the signal (as a function of time) at the output
of a network can be found if the transmission characteristic of the
network is known. The results may be expressed in very general
functional terms in order to display the nature of a problem, or
specific formulas may be used to obtain specific numerical results.
In any particular case, finding the solution may be easy (as in
Example 6-2) or may involve laborious or sophisticated mathematical
manipulation of the specific functions involved in the problem. The
basic idea remains the same.

Another class of transmission problems involves circuits having
bandpass characteristics. Such problems are often difficult to solve
directly but are amenable to solution by the methods of Fourier
analysis using an equivalent low-pass circuit arrangement such as
that in Example 6-2 [5, 6].

REFERENCES

1. Scott, R. E. Linear Circuits (Reading, Mass.: Addison-Wesley Publishing
Company, Inec., 1960).

2. Reference Data for Radio Engineers (Indianapolis: Howard W. Sams and
Company, Inc., Sixth Edition, 1975), p. 44-12.



Chap. 6 Wave Analysis 167

3.

10.

Franks, L. E. Signal Theory (Englewood Cliffs, N. J.: Prentice-Hall, Inc.,
1969).

Bogert, B. P. et al. (Special issue on the fast Fourier transform) IEEE
Transactions on Audio and Electroacoustics, Vol. AU-15 (June 1967).

Technical Staff of Bell Telephone Laboratories. Transmission Systems for
Communications, Revised Third Edition (Winston-Salem, N. C.: Western
Electric Company, Inc., 1964), Appendix A.

Sunde, E. D. “Theoretical Fundamentals of Pulse Transmission,” I and II,
Bell System Tech. J., Vol. 33 (May 1954) pp. 721-788 and (July 1954) pp.
987-1010.

Watson, G. N. and E. T. Whittaker. A Course of Modern Amnalysis (Cam-
bridge: University Press, 1940).

Wylie, C. R., Jr. Advanced Engineering Mathematics (New York: McGraw-
Hill Book Company, Inec., 1951).

Van Valkenburg, M. E. Network Analysis (Englewood Cliffs, N. J.: Prentice-
Hall, Inc., 1964).

Everitt, W. L. and G. E. Anner. Communication Engineering (New York:
McGraw-Hill Book Company, Inc., 1956).



Elements of Transmission Analysis

Chapter 7

Negative Feedback Amplifiers

Detailed knowledge of feedback principles is needed only by those
involved in the design and development of active transmission circuits.
However, the high performance of modern transmission equipment
is so dependent on the use of negative feedback that it appears desir-
able to provide some appreciation of why feedback is used, what it
accomplishes, how it operates in electronic circuits, what some of the
design limitations are, and what limitations exist in its application.
With the design of feedback amplifiers used as the basis for discus-
sion, feedback mechanisms and the interactions among them may be
covered as background for an understanding of the interdependence
of system and amplifier, or repeater, performance.

Negative feedback is commonly used in transmission systems for
communications because it acts to suppress unwanted changes in
amplifier gain and substantially reduces harmonic distortion and inter-
channel modulation noise. It also facilitates the design of amplifiers
having much better broadband return loss characteristics than can
be achieved without feedback.

7-1 THE PRINCIPLE OF NEGATIVE FEEDBACK

In its simplest form, a negative feedback amplifier can be regarded
as a combination of an ordinary amplifier (the p circuit) and a
passive network (the 8 circuit) ; by means of the latter, a portion of
the output signal of the amplifier is combined out of phase with its
input signal as illustrated in Figure 7-1. Ideally, this phase difference
is 180 degrees and hence the term negative feedback.

The gain of a feedback