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ABSTRACT

A model for a channel is given. For this model, the
recursive method is presented in order to calculate the
probability of K symbol errors in a block of n m-bit symbols.
The blocks can be interleaved or not.
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SECTION 1

THE MODEL

In estimating the performance of an error-correcting device on
a specific communication channel, it is necessary to find a meaning-
ful, yet tractable, mathematical model for that channel. An examination
of data from real channels suggests that most channels pass through
three distinct phases. The first phase, which nearly any error-
correcting scheme can handle successfully, is that of long periods of
practically error-free transmission. The second phase, which is the
antithesis of the first phase in that no scheme can expect to correct
it, is that of complete loss of signal for substantial periods of time.
The third phase might be described as a generalized sputter or bursts
of error bursts, and it is this phase, if it occurs frequently, for
which error correctors should be designed. This third phase may
sometimes be described by means of a two-state model. The three
phases suggest a Markov process with four states, but such a process
is mathematically unwiedly. However, when the three phase picture is
reasonably correct and the sputter phase is accurately modeled for
purposes of estimating coder performance, it is a simple matter to
make corrections in such estimates for those periods when transmission
is nearly error free or when the signal is lost.

The use of such a two-state model was suggested to us by some work

by Gilbert [1]. Gilbert describes a model for binary error distributions



in channels subject to noise bursts. Let {xi} be the error process with

X, = 1 for an error in the ith demodulated bit, X, = 0O for no error.

Two states, designated G and B, of the channel are postulated such that

at the ith bit the state Si is G or B, and the state Si+1 at biz 1 + 1
depends only on Si' Thus, the state sequence {Si} is a simple Markov

chain described by the two transition probabilities, P: G = B and

p: B =~ G. We also use Gilbert's notation Q = 1 - Pand q =1 - p for

the G - G and B = B transitions respectively. let h,k denote respectively
the probabilities of a correct bit in B and in G. Then P{xi=1} =1-h=h'
if S, =B and P{xi=1} =1l-k=k'if 5, =G.

Using this model with k = 1, Gilbert obtained a good fit to certain
phone line error data. The statistic fitted was the probability of
occurrence of zero (= error free) runs of length at least K. (The use
of k < 1 has also been considered by Elliott [5].)

At MITRE, we have found sets of values for the model parameters
P, p, h, k, which yield good fits to error data for several different
types of communication media. One important statistic involved is the
probability of specific error densities in various length blocks.

Given that we have p, P, h,k, [2,3,4], we present the recursive
method used to calculate the probability of K symbol errors in a block

of n symbols where each symbol consists of m bits.



SECTION II

RECURSIONS - PART 1

In Appendix ITof [2] (or Appendix B of [3] or [4]) we presented a
brief outline of the recursive method used to calculate the probability
of K symbol errors in a block of n symbols where each symbol consists

of m bits. Now we present the outline in full. Since the last
documentation, the technique has been extended to permit the n-symbol
blocks to be interleaved or time spread. (To interleave s blocks means
to transmit sequentially the first symbol of each of s blocks followed by
the second symbol of each of those blocks, etc. Thus, a given m-bit
symbél is transmitted s symbol times after the symbol preceding it in

its block.)

Letting T and U represent either of the states G and B, we define

TOB(E) = By = iz ™ 0 and § = U\s0 =T)
TLU(t) = P(for some i £t, x, =1 and §_=1U|S; = T)
Then
GOG(1) = Qk GOB(1) = Ph
G1G(l) = Qk' GLB(l) = Ph'
BOB(l) = qh BOG(1) = pk
B1B(1l) = gh' B1G(l) = pk'
and
GOG(t) = [GOB(t-1) p + GOG(t-1) Q] k
GlG(t) = [GOB(t-1) p + GOG(t-1) Q] k' + G1B(t-1) p + G1G(t-1) Q

3



GOB(t) = [GOB(t-1) q + GOG(t-1) P] h
G1B(t) = [GOB(t-1) q + GOG(t-1) P] h' + GLB(t-1) q + GLG(t-1) P
BOB(t) = [BOB(t-1) q + BOG(t-1) P] h
B1B(t) = [BOB(t-1) q + BOG(t-1) P] h' + B1B(t-1) q + BIG(t-1) P
BOG(t) = [BOG(t-1) Q + BOB(t-1) p] k
B1G(t) = [BOG(t-1) Q + BOB(t-1) p] k' + B1B(t-1) p + B1G(t-1) Q

Shortly after the program was written, we discovered that GOG(m),
GCOB(m), G1G(m), G1B(m), BOG(m), BOB(m), B1G(m), B1B(m) could be obtained
from a difference equation in powers of J and L (see below). Since on
our computer (IBM 7030), it took under a second to compute all eight
quantities, we decided not to use the difference equation. However, we

work out two, and give all eight results.

GOG(t) = {G0G(t-1) Q + GOB(t-1) p} k

GOB(t) = {GOB(t-1) q + GOG(t-1) P} h

The eigenvalues come from the 2nd order linear difference equation:

ft+1 - (Qk + qh) ft - (p-Q) ft?l = 0.

that is, 2) = Qk + qh-+\&Qk + qh)2 + 4hk(p-Q)

and 2L = Qk + qh-\l(Qk + gh)e % Bhk(p=0)

Thus we have

GOG(t)

t t
al J aé L™,

i

GOB(c) = B, I + B, L



and we get o, 0, Bl and BZ

from the initial conditions

GOG(0) = 1, GOG(1) = Qk
and GOB(0) = 0, GOB(1) = Ph .
So oy + o, = 1, alJ + aéL = Qk, which yields

G0G(t) ={(Qk - L)/ (J - L)} 3" + {(J - Qk)/(J - L)} L®

Also, Bl + BZ =0, BlJ + BZL = Ph, which yields

GOB(t) = {Ph/(J - L)} @ - 1H

All eight solutions are as follows:

G0G(m) = {(Qk - L)/(J - L)} J" + {(J - Qk)/ (I - L)} 1"

GOB(m) = {Ph/(J - L)} (3" - L™

BOG(m) = {pk/(J - L)} @™ - ™)

BOB(m) = {(gh - L)/(J - L)} 3" + {(J - qh)/(J - L)} L"

Gle(m) = p/(p + B) + (2/(p + B)} (@p)" - {(J - qn)/ (@ - L)} I"

{(¢h - L)/ (I - L)} L"

m

c1Bm) = =55 [1 - @»)" - T " -1

Bl1B(m) = E%F + EEF Q-p)" - 3%3 [{J-Qk} J" + {Qk-L}L™

N CO pk m_ .m
B1G(m) = SEE [0 - dep) ] - = W=



SECTION II1I

RECURSIONS - PART 2

Again letting T and U represent either of the states G and B,

we define

TOUI(s) = P(x(s_l)m+1 =X ym2 = T Xem ” 0,8 = U|SO = T)
= P(m-bit symbol after s symbol times is correct and
ends in state U‘state T)
TlUI(s) = P(for some 1 € i € m, x(s-l)m+i =1, SSm = U|SO =T)
= P(m-bit symbol after s symbol times has at least one bit
error and ends in state U|state T)
Let GXG = GOG(m) + G1G(m), GXB = GOB(m) + GlB(m), BXG = BOG(m) + B1G(m),

and BXB = BOB(m) + BlB(m).

Then GOGI(s) = GXG ° GOGI(s-1) + GXB * BOGI(s-1) and BOGI(s) =
BXG °© GOGI(s-1) + BXB - BOGI(s-1).
(There will be similar equations in G1BI, B1BI and GOBI, BOBI, and

G1BI, BLIBL, but they have the same eigenvalues and will be omitted.)
TOGI(s) - [GXG + BXB] TOGI(s-1) + [GXG-BXB-GXB'BXG] TOGI(s-2) = 0

This yields the eigenvalues:

= GXG + BXB + J[ch o= BXB]2-4 [GXG - BXB - GXB * BXG]

N
Q
|

N
=
I

= GXG + BXB - \/[ch; + BXB]2-4 [(GXG * BXB - GXB ° BXG]



Since GXG + GXB = BXB + BXG = 1,

Q
=
]

GXG - BXB - GXB ° BXG = (1-GXB) (1-BXG) - GXB - BXG = 1-GXB-BXG

g+ T GXG + BXB 2 -GXB-BXG=1+o0rT.

Hence g =1, and T =1 - GXB - BXG = GXG + BXB - 1.

Thus we have

_ s s

GOGI(s) = Xl 1° + XZT

s s

and BOGI(s) = “1 17+ “ZT
and we get Kl, Xz, H, and H, from the initial conditions.

GOGI(1)

GOG(m), GOGI(2) = GXG - GOG(m) + GXB + BOG(m)

BOGI(1) = BOG(m), BOGI(2) = BXG °* GOG(m) + BXB ° BOG(m).

Hence

Xl 1+ Xz * T = GOG(m), kl : 12 + Xz.' T2 = GXG * GOG(m) + GXB - BOG(m).

Solving, A [(GOG(m) (1 - BXB) + BOG(m) - GXB] / (1 - T)

1

A, = [GOG(m) BXB - BOG(m) GXG] / (1 - 7) = [GOG(m) - A1/ 7 .

Also,

2
oo 14 o T =BOG(m), gy 10+, - T = BXG © GOG(m) + BXB - BOG(m).

Solving, u, = [BOG(m) (1 - GXG) + BXG * GOG(m)] / (1 - T)

™ [BOG(m) - #1] )



S

Therefore, GOGI(s) = A, * 1° + A, ° TS, and BOGI(s) = y]’ls + 0 'TS

1 2 2 ’

where Kl’ Kz, o “2 are given above. Since s is fixed for any given

application, we will refer to GOGI(s) as GOGI, and to BOGI(s) as BOGI.

Consider the first i m-bit symbols of a random interleaved block.

Let GB(i,j) = P(j symbol errors in i symbols and $

™ BlSg = €

Similarly, we define GG(i,j), BB(i,j) and BG(i,j).

Then
GG(1,0) = GOGI GB(1,0) = GOBI
GG(1,1y = GIGI GB(1,1) = G1BI
BG(1,0) = BOGI BB(1,0) = BOBI
"BG(1,1) = B1GI BB(1,1) = BIBI
Finally, for i =2, - , nand j =0, ' -, i

GG(i,])

GB(i,])

BG(1,j)

BB(i,j)

= GG(i-1,j) GG(1,0) + GB(i-1,j) BG(1,0)

+ GG(i-1,j-1) GG(1l,1) + GB(i-1,j-1) BG(L,1)

= GG(i-1,j) GB(1,0) + GB(i-1,j) BB(1,0)

+ GG(i-1,j-1) GB(1,1l) + GB(i-1,j-1) BB(1l,l)

= BG(i-1,j) GG(1,0) + BB(i-1,j) BG(1,0)

+ BG(i-1,j-1) GG(1,1) + BB(i-1,j-1) BG(L,1)

= BG(i-1,j) GB(1,0) + BB(i-1,j) BB(1,0)

+ BG(i-1,j-1) GB(1,1) + BB(i-1,j) BB(1,l).



Finally,

P(random bit is in G) = o = EEF and hence

P(K symbol errors in n symbols with s blocks interleaved)

= a[Ge(n,K) + GB(n,K)] + (1 - @) [BG(n,K) + BB(n,K)]



SECTION 1V

INPUT FOR THE PROGRAM

XM = No. of bits/symbol
XN = No. of symbols/block

XNEST = Largest number of symbol errors to be considered
(if this field is blank, XNEST = XN)

XIPER = Number of interleaved symbols (0 or 1 means 1)

IK = 0 or not equal to O (0O means continue with CP, SP,
not equal to 0 means read new parameters)
CP =P

SP =p
H=h
SK = k

10



SECTION V
OUTPUT OF THE P ROGRAM

TIMEX = A8 representation of the time read from IBM 7030 Time Clock
by a STRAP coded routine (one can call his routine or omit

it altogether)
CP, SP, H, SK as above
ALPHA = P (random bit is in G)
M (or XM) as above

N (or XN) as above

NS = No. of recursion terms to be attempted

WPI = P (symbol error)

WY155 = P (no errors when s = 1)

WPMU2 = mean number of errors in a block
FCMEAN = mean number of errors given an error occurred (when s = 1)

For J, L, A, B see [2,3,4]

Is = number of errors

P = P (IS symbol errors in a block)

R = P (IS symbol errors in a blocklerror occurred)

Q = P (< IS symbol errors in a block)

QH = P (> IS symbol errors in a block)

S = mean number of bits between blocks with > IS symbol errors
PBAR = contribution to mean number of errors per block made by

probabilities actually calculated (if one wants the whole
mean, then NEST = 0 or N; the same applies to VAR, SVAR,
and CMEAN)

11



VAR = contribution to variance about PBAR made by probabilities

actually calculated by the recursion

SVAR approximate standard deviation

CMEAN contribution to mean number of errors given an error
occurred in the block made by probabilities actually

calculated by recursion

152



APPENDIX
PROGRAM

EOHIRAN-_SYSTER — VERSION 037298765 = CURRECTION LEVEL  GaZ2B8768%.  — —— —— —

CeeeTD CALCULATE THE RECURSION PROBABILITIES
00000 COMMON JT1/ TIMEX
00001 DIMENSION 6G(515)y GB(515), Bb(515)o 58(515)
= ; : : TB1205 — S ——

00005 404 REAOQL701, LK
30006 1701 FORMAT (I12)
C...REAQ IN THE NU. OF BITS PER SYMBUL' THE NO. OF SYMBOLS,
= = = ﬁ: HE — ¥ 5 —

= :.113}1X1f15; qu Il; e
C...READ IN CPy SPy Hy SK
00009 604 READ 702y 1Ky CPy SPy Hy SK
_0vol10 702 _FORMAT (llq tl7 10, 3(518-11))

00014 NEST = XNEST(K)

00015 IPERD =XIPER(K)
IF(NEST.EQ.0) NEST = N

S§==—NEST + 1 - — ==

<
:Duuxz::;;::::yn:NT_iooa FIMEX z = —
00020 300 FORMAT({1H1,A8+21Xy 77H*CALCULATIUN DF GILBERT CHANNEL ERKROR PRDBAB

LILITIES USING RECURSIUN FORMULAS®/////)
00021 MUD = M*®N B
= = = FLUﬂr(HUD] =
= HUD =1 e
DO0PEF——— WCOMP = To-H .. .
00025 SKCOMP = 1. = 5K
00026 cQ = 1. = CP
La = SP T
== 1A EPeSP) =
% SPEGAMMA e
felil - == = CRAGAMNMA = —— e
00031 Pl = (SP*SKCOMP + CP‘HCUHP)*GAHHA
00032 PRINT 301, CP,y SPy Hy SKe¢ ALPHA

00033 _ 301 FORMAT HLSXo_27HLHANNbL PAKAMETERS CP = +E1ll.6y 5X, SHSP =

112X, 3§HN0. SF KECURSION TERMS REQUESTED = + 15/ 7X» SPIL = $»
2 E13.7+ 75X, 14, $ BLOCKS INTERLEAVED

3 $./)



0L 30
00037
80G3k
90039
Q0040
00041
Quga’

u0G43
00U44
00u45
Q0u46
0Gu4?
00048

OQug4a9
00350
00351
0u052
00y53
0uL54
00855
Q0356

00057

x
v
©
x
IIIII W= oun

R =
IF{RJ.
~IF{RJ.
{F(RL,
{FLL.
WYL155
FOMEAN

WA / WSORT

= FLOATIN) # WPL

SP - Ca

SKELY + H%SQ

WIT*R2 + 4 FHESK¥XEN
= SJRT(WR)}

(a7 + WSQRT)/2.
(WY — wSQRT)/2. i
Wd o+ dWN  *{CP*SKEHCUNP + SP*HESKCOMP ) /
(CP=HLUMP  + SPESKLCUMP )

WA — 1.
(WA (La—WJI*EM) /{Lle—WJ)) =  (WB*{l.—wL**M}/(Ll.-WL))
Pl * WX2

FLOAT(MUD)Y * ALUGLLOEWI}

FLUATEMUD) * ALUGLOEwWL)

LT. -50.) ¥ = 0.

GE. =50.1 F = WissNUp - - - = == =
LT. =50.) G = 0.

GEs =50.) G = Wl*==MUD

= Lo ~{(WAR(1e=F)/(Lla—hJ)I=Wo*(1le=GI/ (1 =WLII*P1
= WPMU2 £ (1. - #Y155} ' -

PRINT 306y WPly WYLShy wPMUZ \FUMEAN,AJdy Wle WAy WB — —
_— BO6 FORMAT

IROKS =
2AN = §

{1X, 20HPRODB SYMBOL ERRGR = +E12.6: 1H%, ZX» ITHPROB NO ER

sEl2.69 lH*, 2X, BH MEAN = 4E12.64 LH*, 2X, SCUNUD{TIUNAL ME
v El2.6y $%$ / 10X, 4hJ = 4 3X, El6.10, lH¥,

315Xy 4HL = 4 3Xy F9.6y 1H¥, 6Xy 4HA = » 3Xy» F9.6, 1H*, 20X, 4HB =
QQF‘; &y l“‘f’/’ = = = -_ = = t —
GUGI1Y = CO*SK = = == —————— =
Gloil) = 6@ -  GOGEL) —_——
GUB(1l) = CP¥H
Glbll) = CP - GOBI(1)
3UB(1) = SQtH o - o
elbiL) = SQ - BOB(1} ===
BOG(1) = SP%*SK =
B1G{1} = Sp - BOGEL} === = ——
IF(M.EJ.1) GO TU 8O
DO 50 J=2,M
J1 = J-1 =
TA = GOB(J1)I*SP + bOG{JI)*CQ =
GOGtJI) = TA*XSK = ==
GlE{J) = TA — GOG(J) + GIGIJII*Q + GIBIJZ}'SP =
18 = GOBLJLI*®SQ + GUGIJLI*C(P-
GoBlJ) = TB*H
GlB{J) = T - 60B(J) + GlB{JL)*SQ + GIG(Jli*CcP
=T = p03{J11%SG ¢ BOGUJILI®CP =
BOBIJ) = TC*H = =
_ B1B(J} = TC — BOB(J) + BIB(IL)*SQ + BIGLILI*CP =
10 = BOG(JLI*CU + BUB(JLI*SP
BUGLJ) = TU®SK
50 B1G{J) = TD - 806(J) + BIG(JLI*CQ + BLBIJLI*SP

~ 80 PRINT 3G3, GOG{M), v G1GEM), GOB (M}, GIB{M) : =

14



.f.z"

S 1E17.5+ 5X1 6HUG1B =

00083 PRINT 304, BOGI(M), un,(n). uoa(m. “BLB(M)

00084 304 FORMAT (5Xy OHBOG = 4 El2.5s 5Xy 6HBLG = 4 EL12.5y 5X, 6HBOB = ,
1€12.5, sx, 6HBIB = 512 5//)

Tpee—— R

on . EI%

—aﬁai‘zzc_ﬁﬁ:ec&& = JOHPROE FAND

00088 CALL TIME

00089 GG{1) = GOG(M)

00090 GGl2) = Gle(M)_

00107 9001 G6XG = LGI1) + GG(2)

00108 GXB = Ga(l) + GB(2)

00109 BXG = BG[II 18 BG(2) i

00119 PRINT 9003, SI1G, TAU

00120 $003 FDRMAI (38X, SSIGMA = $, £E20.12y 10X, $TAU = $, E20.12/"
QQLZI Q (Q (1) *GT GXB * BG(1)) / DEN

00125 GOGI = AG + CG * G
00126 BOGI = AB + (B * G
00127 __AG__= (GG(2) *GT + GXB * BG(2)) / DEN

v’g—-ﬁﬁ?:i‘ﬂ = 1BXG ¥ BL

15



OG0 = >=" =GB -=ABG(2E=——aRF ¥ MW= == = =

00131 G161 = AG + (6 %6

00132 8161 = AB + CB * G

CC133  AG = (GBU1) #GT ¢ GXs * BB(1)) / OEN

00134 €6 = (6BL{1} - AG) / TAU =
00135 AB = (BXG * G8(1) + BBli) * BT} 7 DEN

00136 “GB- = tBBCIY = ABJ /-TAU - . —  —— = —
0C137 GCBI = AL + CG *6

00138 BOBL = AB + CB * 6

00139  AG = (GBU2) ®GT +  GXB * BBUZ)) / OEN

00140 ~ L6 = (GBL2) - AGE / TAU ==
0C141 AB = {8XG ¥ GB{2) + BB(2) * BI) / DEN

00142 _ CB = (BBI2} — AB} / TAU = —
00143 GlBI = AG + Co * G

30144 B1BI = AB + CB %G

00145 PRINT 9005,60Gl, G161, GOBI, G1BIs BOGI, BLGI, BOBI, BI1BI

00146 — 9005 FORMAT {/5X, HGOGI = ,El12.5, 4X, FHGIGI = , E1Z2.5, &X, (HGGBI =
1 €12.5+ %y THGIBI = 4 €i2.5/ S5Xy THBOGL = 4 E12.5¢ 44Xy 7H81b!_!j,f
=== “‘Z§§32 5+ 4Xs THBOBI = . E12.5, 4%, THBIGI = , E12.5//1 — —

400147 9002 1F(NEST.EQ.1) GO TO 90
Ceo LALCULATE THE RECUKSIUN PROBABILITIES

00148 DO 51 L1=2,N
0Gl49 LZ = HMINGIL1,NEST} = = = ——
90150 LY = ¢l = = =
00151 —  If{Ll .6T. NEST) LY = NEST + } =———— —
00152 IF{LL .GT. NEST) GU TO 97
00153 Nl = L1 ¢ 1
00154  GGINl) = Gblll’*Glbl____J;__GQLEL!fQJQ‘
00155 GBINL} =  GGILII*GIBT — ¢ S 2
00156 8G(NL) = esiLli*cl6l +
00157 - BBtnl} = BGHL1I*GIBI +
00158 97 CONTINUE
0C159 DU 52 L2=24LY
00160 N2 = LY - L2 + 2 - )
60is6l N3 = NZ - 1
00162 — “YAH]1  =GGIN2I¥G06] +GGIN3IFGLID —*h&lﬂ;}*ﬁﬁGi
DO GBIN2}=GBINZI*BOBI  +GB (N31*818 :
00isa —— GGINZY] = YAMI - — : ———
00165 YAHZ =BGIN2)*GOGI *BulN3)*GlGl +BulN2)*uOul OBB(N3)*BIGI
00166 BBIN2)=8B(N2)*80B1 +BBIN3)%*B1BI +BGIN2)*GOBI +BGIN3)*GlB1
00167 52 BGIN2) = YAH?2
Q0les .:;;131:::£:§§L13*5061 =
00189 — GBELE = GBtl) *B0O81 =
DEEre=—— _.fﬁﬂtt} =  YAH3 = = =
ocl71 YAH4 = BG(1) #6061  + Bdlll *806G1
00172 BB(1) = BBI(L) *BOBI + BG(1) *GOBI
00173 BGIl) = YAH4 B -
QQﬂi——fékﬁﬁgﬂém__;_ —
: e S
_00176 —  IFINEST.GT.351 PRINT 503
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00177 503 FURMATU///77777177777750X%,

33HISYMBUL DATA STARTS ON NEXT PAGE})

00178 IFINEST.GT.35) PRINT 502
00179 502 FORMAT (1H1) o
06186 2  PRINT 500, TIMEX

801861 500 FORMATULX,ABZ 1X,

15Xs 13HCUM RECURSION,

$SYMBUL NUMBLERS1UX: 15HRECU§S!QN PRUB‘“th'
~ 1 17HCONDIT IGNAL PROBSs

12X $1. — CUMS, -

ALPHA*(GG(I) + G8(1)) + BETA *(BG(1) + 88(1))

2 9X, SMEAN *TWEENS)

00182 p =

00183 . = S
00184 - m 1‘ -

80185 51 =-—0=% FﬂUB f Rl

DOIB6 —  PRINT 507 Ps @ Rls. =
00187 507 FORMAT (12X,$0%$, 8X, EL6.9,

1 ELO.4, $*$, 9X, ELO.4, $*$)

00188 PBAR = 0. )

00189 PVAR =

SO0150 - — - GO B3 -1=2,1

BOEY—— — 15w -— | =

00192 P = ALPHA*{GG(L) + GBII}) +
20193 Q = P + Q

00194 QH = 1. - Q S
~00195 = SR =
00196 = § = O * FMuD / QH
po1¥r . Fis = FLOAT(IS)

00198 FIST= FIS*¥*2 R
00199 PBAR = PBAR + P * FIS

00200 PVAR = PVAR + P * FIST
00201 _ PRINT 501, JS,,P, Rs Qe OHy 5
006202 — 53 CONTINUE

00203 — 501 FORMAT_( 8Ky 155 1H&s 2 OX, Ei5.8; 1H%)5

1 EL0.4s lh*, 9X, EL0.4,

00204 606 CONTINUE
= PVAR — PBAR*PBAR

00205 VAR

$*¥S)

34X,

“ElB.12, LH*, O9X,

SXy Eifsl2y 1H% 9%

00206 SVAR = SORTIVART
00207 —CHEAN = PBA
“po208 CALL TIME -
00209 PRINT 305, PBAR, VAR, SVAR, CMEAN, TIMEX -
00210 305 FORMAT (// 25X, $PARTIAL MEAN = s, El3.6/
_ 1 25X, $APPROXIMATE VARIANCE = $, E13.6/
= = 25K, SAPPR = == =::==———>
3. 25X, SPARTIAL CONDITIONAL MEAN = $. E13.6//1Xs AB//)

00211 é&éﬁfé§&¥£kys —
.EQ. 0) GO TO 604

00212 IFUIK
00213 GO TO 404
00214 END
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