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About This Book

This book is intended to help customers diagnose VTAM problems. It contains diag-
nostic procedures and information, which must not be used as programming inter-
faces. Any references to programming interfaces are for diagnostic purposes only.

Who Should Use This Book

System programmers should use this book to analyze a vram problem, classity it
as a specific type, and then describe it to an 1BM Support Center. You should be
familiar with vTaM’s service aids, and you should know how to report problems to
the 18M Support Center. You should also be familiar with the information in the fol-
lowing books:

¢ Network Program Products: General Information, GC30-3350

* Programming System General Information Manual, G229-2228.

How To Use This Book

Follow these steps to diagnose a problem:

1. Determine which licensed program is causing the problem in your network.
You can get help with this step from Network Program Products Problem Deter-
mination (SC30-3250), from your branch office, or from the 1BM Support Center
(Level 1).

* |f the problem is in VTAM, TSO/VTAM, or VSCS, you are using the right book.

* |f the problem is in the hardware or in some other licensed program, you
are using the wrong book. You should be using the Diagnosis Guide for
that product.

2. Use Chapter 1, “Documentation to Collect for All Problem Types" to collect the
information you will need to report to 1BM for all problems, regardiess of type.

3. Use external symptoms to determine the type of problem. Chapter 2, “Classi-
fying the Problem’s Symptoms" describes these symptoms.

4. Follow the procedure for your type of problem to find its source (if possibie),
and to continue collecting the documentation that the 1IBM Support Center needs
to solve the problem.

¢ Chapter 3, “Procedures for Specific Problem Types” gives diagnosis pro-
cedures for vTam problems.

* Chapter 4, "MVS Procedures for for TSO/VTAM Problems" gives procedures
for TSO/VTAM problems.

* Chapter 5, "VM Procedures for VSCS Problems” gives procedures for vscs
problems.

Chapters 6, 7, and 8 describe the vTAM service aids you can use to collect the
problem documentation you need. Go to these chapters to collect output from
traces and dumps.

The appendixes contain information you may need to refer to when you are
diagnosing problems.
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Note: Appendix C, “Network Flows" describes aspects of the internal proc-
essing of VTAM. The information in that appendix is provided for problem
diagnosis purposes only. Customers are strongly discouraged against using
the information in that appendix for purposes other than those for which it is
intended.

Notes:

a. You may need to see VTAM Operation for the exact syntax for some com-
mands.

b. Operating system books can assist you in getting output from operating
system service aids.

c. If you have access to a software support data base, you can search for
your problem in that data base and apply the recommended correction, if
there is one.

. After collecting the necessary documentation, report the problem to the 18M

Support Center.

You can find information on how to work with the 1BM Support Center, and how
to carry out their suggestions, in the Programming System General Information
Manual, G229-2228.

. If the problem has not been reported before, Level 1 may forward the problem

to Level 2. Keep all of your supporting documentation on hand to help the
Level 2 representative solve your problem.

Technical terms used in this book are defined in the glossary, beginning on page
/GLOSS/.

Symbols Used in This Book
The following symbols are used in this book to indicate information that pertains to
a specific operating system:

XiV  VTAM Diagnosis

MVS/XA Indicates information that applies to mvs/xa only.

MVS/370 Indicates information that applies to Mvs/37o only.

MVS

VM

VSE

Indicates information that applies to both Mvs/xA and Mvs/370, but not to
VM Or VSE.

Indicates information that applies to vM only.
Indicates information that applies to vse only.

Note: Because vse/Advanced Functions is one of the licensed programs
in vSe/System Package, no distinction is made between the two.

These symbols precede unique information. If a piece of information applies to
more than one operating system, but not to all of them, more than one symbol may
precede the information. For example:

Mvs vse This function locates the resource in this network or another
network associated with a given symbolic name or network address.

The above information applies to MvS/XA, MVS/370, and VSE.

Information that applies to all operating systems is not denoted by a symbol.
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Artwork Used in This Book

Figure 1 shows the conventions used in this book to illustrate the parts of a

network.
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Figure 1. Conventions Used in Network lllustrations
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What Is New in This Book (Fifth Edition)

For mvs:

xvi

VTAM Diagnosis

LU 6.2 support has been added to this book, including new vTam internal trace
records and dump records for LU 6.2.

A new controller, the 3720 Communication Controller with an attached disk,
allows NcP, MOSS, and csP dumps to be transferred to the disk and transferred
back to the host when convenient. 3720 disk support is available as a PTF in
V3R1.1 and as part of the base code in v3R2.

A new controller, the 3745 Communication Controller, allows bus-switching
between central control units (ccus) for twin-ccu 3745s, and allows the
recording of 3745 network management vector transport (NMVT) alerts in
LOGREC. 3745 support is available as a PTF in v3R1.1 (the 3720 disk support PTF is
a prerequisite) and as part of the base code in v3R2.

The tracing of CPWAIT, CPPOST, CPPURGE, DISP, SCHD, and QUE trace records has
been streamlined.

The sscpP and pPss vTaM internal trace options have each been split into two
options (sscP and NRM, and PSS and €SC).

Information about vTam v3Rr1 for mvs has been deleted. For information about
VTAM V3R1 MVS, see the previous edition of the VTAM Diagnosis Guide
(SC23-0116).

For vm:

LU 6.2 support has been added to this book, including new vTAM internal trace
records and dump records for Lu 6.2,

Local area network (LAN) support has been added to this book, including new
VTAM internal trace records.

X.25 support has been added to this book, including new vTaMm internal trace
records.

A new controller, the 3720 Communication Controller with an attached disk,
allows Ncp, Moss, and csP dumps to be transferred to the disk and transferred
back to the host when convenient. 3720 disk support is available as a PTF in
V3R1.1 and as part of the base code in v3R1.2 and vaR2,

A new controller, the 3745 Communication Controller, allows bus-switching
between central control units (ccus) for twin-ccu 3745s, and allows the
recording of 3745 network management vector transport (NMvT) alerts in
LOGREC. 3745 support is available as part of the base code in v3R2.

New vTAM exit data trace entries have been added — DTIVRECX, DTIVRESX, and
OTIVSEND.

The tracing of CPWAIT, CPPOST, CPPURGE, DISP, SCHD, and QUE trace records has
been streamlined.

The sscp and pss VTAM internal trace options have each been split into two
options (ssCP and NRM, and PSS and ESC).

The vSCs DATA, FRE, and GET trace options have been added.
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New problem diagnosis procedures for vscs have been added, including:

— General procedures to diagnose logical unit hang problems (page 94)
— Procedures for determining device characteristics (page 97) '
— Procedures for Resolving vm/sp logo problems on an SNA device (page 113).

VTAM V3R1.2 and later can now use the alert function to notify an operator of an
actual or impending loss of availability of a resource. vTAM builds a network
management vector transport (NMvT) for the alert. The NMVT can be traced with
the Piu option of the viT.

Revisions have been made to vscs storage management to aliow the swapping
and releasing of vscs dynamic storage.

Information about vTaM v3R1 for vM has been deleted. For information about
VTAM V3R1 VM, see the previous edition of the VTAM Diagnosis Guide
(SC23-0116).

For vsE:

Local area network (LAN) support has been added to this book, including new
VTAM internal trace records.

X.25 support has been added to this book, including new vTAM internal trace
records.

A new controller, the 3720 Communication Controlier with an attached disk,
allows Ncp, Moss, and csp dumps to be transferred to the disk and transferred
back to the host when convenient. 3720 disk support is available as part of the
base code in v3R2.

A new controller, the 3745 Communication Controller, allows bus-switching
between central control units (ccus) for twin-ccu 3745s, and allows the
recording of 3745 network management vector transport (NMvT) alerts in
LOGREC. 3745 support is available as part of the base code in v3R2.

The format of the message numbers has been changed so that message
numbers now begin with “i1sT” instead of the number “5”.

The tracing of CPWAIT, CPPOST, CPPURGE, DISP, SCHD, and QUE trace records has
been streamlined.

The DSCD, NRSP, OPER, and RCE entries for the vTAM internal trace have been
included.

The sscp and PSS VTAM internal trace options have each been split into two
options (sscP and NRM, and PSS and ESC).

Where To Find More Information

Figure 2 on page xviii shows the books in the vTam vaRrz library, arranged
according to related tasks. For a description of these books, see the
“Bibliography” on page 671. The bibliography also lists the titles and order
numbers of books related to this book or cited by name in this book.
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Chapter 1. Documentation to Collect for All Problem Types

The following chart describes documentation you should have for all types of prob-
lems.

Note: Documentation for the NetView™ program! is included in the chart.

VTAM (MVS/370)
VTAM (MVS/XA)

Documentation Description
Component ID V3R1
Component ID
VTAM (VSE) 5666-31301-H50
V3R1.1
Component iD

5665-31301-112
5665-28901-113

VTAM (VM) 5664-28001-311
V3R1.2

Component ID

VTAM (VM) 5664-28001-312
VTAM (VSE) 5666-31301-H52
V3R2

Component ID

VTAM (MVS/370)
VTAM (MVS/XA)
VTAM (VM)
VTAM (VSE)

5665-31301-204
5665-28901-205
5664-28001-320
5666-31301-G69

Information about the release level of each compo-
nent is contained in an Access Method Support
Vector List pointed to by the access method control
block (AcB). See VTAM Programming for more
information about the Acs.

Program Update Tape
(PUT) and Program
Temporary Fix (PTF)

Supply a list of any PuTs and pPTFs that have been
applied to your system. Also, supply a list of
changes that have been applied to the hardware,
such as REAS and ECs.

If you have identified a module as the source of the
problem, supply the PTF eyecatcher if the module
has one. The PTF eyecatcher is the latest PTF
number that has been applied to a module. It
follows the module 1D in a dump.

' NetView is a trademark of International Business Machines Corporation.
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Documentation

Description

List of Changes to the
Network Configuration

List any application programs, new devices, or
new levels of the operating system you have
added.

Version/Release
Number

VTAM V3R1, V3R1.1, V3R1.2, or V3R2

System Console/ Hard-
Copy Log

Shows all messages sent to or commands
received from the operator. May provide clues as
to when the system began to have problems.
(VTAM problems may not be apparent at the time
they occur.)

NetView or NCCF Hard-
Copy Log (if using
NetView or NCCF)

Contains messages routed to NetView or to NCCF
that are associated with an operator terminal.

NetView or NLDM File
(if using NetView or
NLDM)

Contains session trace data for specified
resources and session awareness data for all
active sessions.

Application Program
Log (if appropriate)

Some user-written operator application programs
produce an application program log.

VTAM Definition Library

This is a set of definition statements for resources
in the vTaM network, such as the application pro-
grams and network nodes. The vrTam definition
library also contains the start options used to ini-
tialize vTaM, unless they were entered by the
system operator. Detailed information about the
VTAM definition library is in VTAM Installation and
Resource Definition.

mvs vm LOGREC

This is a data set (Mvs) or file (vMm) that contains
records of various types of system failures, both
hardware and software. For hardware failures,
LOGREC entries contain sense and status informa-
tion about the device causing the failure. For soft-
ware failures, LOGREC entries contain information
such as the psw, abend code, failing module name
(when possible), and the general registers at the
time of failure. LOGREC entries are written each
time vTAM produces a supervisor call (svc) dump.

vse SYSREC

The vsE recorder file (SYSREC) contains error
records for devices owned by VTAM. SYSREC records
are printed with the Environmental Recording.
Editing, and Printing (EREP) program.
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Documentation

Description

Link-Edit Map

mvsIf a viaM load module is involved in a problem,
an XRer map of the load module is needed to show
the location of other viam modules within that load
module. To get an XREF map, use the service aid
LIST (AMBLIST) with the control statement LISTLOAD
and the parameter ouTPUT = XREF. This produces a
listing showing the module (CSecT) names and
their location within the load module. Specific
information on how to use the LIST service aid can
be found in the Service Aids book for your oper-
ating system.

vmSave the VTAM LKEDIT, VSCS LKEDIT, and VTAMMAP
files that are produced by the installation proce-
dure for vTaM and vscs.

vse Most viaM modules are link-edited into mul-
tiple CSECT phases. In some cases, it may be nec-
essary to determine where within the phase a
failing module is loaded. To do this you must have
the link-edit map for the phase. Save the output
from the initial installation steps for vTam, as well
as Maintain System History Program (MSHP)
linkage editor output from the application of main-
tenance to the system.

Symptom String

Some vTAM routines provide a symptom string after
a failure.

mMvs vm The symptom string is put in the system
diagnostic work area (SbwA), which is printed by
EREP as part of the LOGREC entries. For more infor-
mation on LOGREC, see:

MVS SYS1.LOGREC Error Recording
VM OLTSEP and Error Recording Guide.

vse The symptom string is put in the first records at
the beginning of the svc dump, usually on the first
page.

ravs Link Pack Area
(LPA) Map

Contains module names and starting addresses of
modules in SYS1.LPALIB. To get an LPA map, use the
IBM service aid LIST (AMBLIST) with the control state-
ment LISTLPA. Specific information on how to use
the LIST service aid can be found in the Service
Aids book for your operating system. When used
with a link-edit map and a dump, an LPA map will
enable you to identify a module that is found at a
specific address within the link pack area.
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What is the Problem Related to?

APAR or PTF Nu

Device Type

Symptoms are often related to a particular device, command, or update to the
system. If you suspect this is so, you should tell the Support Center of this relation-
ship. Here are some possible relationships and the kind of documentation you
should have for each one:

mber
If the problem appeared after you applied an APAR fix, supply the APAR number. If
the fix was a PTF, supply the PTF number. The format of APAR numbers and PTF
numbers in each operating system is shown below:

Operating

System APAR PTF

MVS OYnnnnn | UYnnnnn
OZnnnnn UZnnnnn

VM vVMnnnnn | UVnnnnn

VSE DYnnnnn UDnnnnn

if the problem is associated with the use of a particular type of terminal or other
hardware unit, supply that device type (such as 3278 Model 2). If the problem is
associated with a particular type of communication link, supply appropriate link
characteristics, such as SDLC, BSC, SNA or non-SNA. Also, identify any recent micro-
code activity on the control units involved.

Operator Command

If the problem is associated with a particular vram operator command, supply the
full command name (such as VARY). Also, note any command operand (such as
INACT) or a network node type (such as CDRM) that has been definitely associated
with the problem.

Terminal User Action

If the problem is associated with a particular terminal user action, such as IBMECHO,
USS LOGON, or pressing the CLEAR key, describe the user action (or sequence of
actions).

VTAM Application Program

6 VTAM Diagnosis

If the problem is associated with a vraM application program that is an 18m licensed
program (such as CiCs or Ts0), supply the name of the licensed program.
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Hardware Error Condition
Sometimes it is immediately apparent that a problem is related to a specific hard-
ware error condition. The hardware error might have been detected and reported
in several ways:

By an operating system message
By a vTAM or application program message
By the system operator
By a terminal user (an indicator of the error status appears in the operator
information area, at the bottom of the terminal screen)
By a vtam buffer filling up with identical information from one device

- Through LOGREC

Through sYSREC or RMS.

If a hardware error occurred, note the failure condition that accompanied it, such
as UNIT CHECK or TIMEOUT

Note: The i1BM Support Center cannot help you with hardware problems. Try to
solve the problem locally. Use NetView or NPDA if you have it installed, or use the
system console message, which identifies the affected subarea. If you still need
help, contact your branch office.

Coding Change

The problem may have occurred after a coding change in:

VTAM network definitions
Macro usage
Start options
User-coded exit routines
Job control statements.

If so, supply the macro, the option, and the value specified. Examples are:

luname LU PACING =1 on an NCP LU definition statement

SIMLOGON OPTCD =(ANY,Q) On an AP/ macro.

LY30-5601-1 © Copyright IBM Corp. 1984, 1989 Chapter 1. Documentation to Collect for All Problem Types
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Documentation for Hardware Failures

If you think your problem is related to a hardware failure, use the following tools to
collect information about the hardware failure:

soLc link level 2 test (For more information on the LL2 test, see “Modify SDLC
Link Level 2 Test” on page 271.)

NCP intensive mode error recording (For more information on intensive mode
recording, see "Modify NCP Intensive Mode Recording” on page 271 and the
NCP, SSP. and EP Diagnosis Guide.)

NetView or NPDA, if you use it in your system
LOGREC (or similar operating system facilities)

v+ SYSREC (or similar operating system facilities).

Recommendations

For your problem to be serviced more efficiently:

8 VTAM Diagnosis

When vTam messages are symptoms of a problem and your installation has
written its own version of a VTIAM message, supply the original vTAM message
when you report the problem.

When vTAM or operating system messages are symptoms of a problem, follow
the recommendations in the appropriate message book.

Use the available formatting routines for dump and trace output instead of
unformatted hexadecimal output.

n.:w, For machine-readable dumps, use the interactive problem control sub-
system (ipcs), if you have it installed, to format and print the output. You can
use IPCS to look at the dump online.

You can also use the following utilities to format and print a dump:

- . AMDPRDMP
- : IKJEFTG1

- .. PRTDUMP

- .. DOSVSDMP.

For vram and NcP trace data, use one of the following to format and print the
output:

- . . TAP Or PRDMP
- . TAP Or TRAPRED
- TAP Or TPRINT.

See "Printing Trace Records” on page 223 for more information about these
trace formatters.
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¢ Keep on hand supporting documentation that may apply to most problems.
This includes:

— Listings of the vTaM tables your installation has defined, such as uss and
LOGMODE

— Listings of vTam application programs and VTAM exit routines

— A table of destination subareas, explicit route numbers, virtual route
numbers, paths, and transmission groups

— Outboard recorder (0BR) records and miscellaneous data records (MDRs)
describing network hardware errors. (For more information on these
records, see “Hardware Error Recording” on page 300.)

— A table associating session types, COs names, and cos tables
-- Alisting of vTAM components, as follows:

mvs A System Modification Program (smp) configuration data set (CDS)
for viam and Tso/vTAM components (see the SMP book for information
about smp)

vm Save the VTAM LKEDIT, VSCS LKEDIT, and VTAMMAP files that are
produced by the installation procedure for viam and vscs.

vse A Maintain System History Program (MSHP) RETRACE listing for vTAM
components (see the MSHP book for information about MSHP)

e Keep a current list of the network’s physical configuration.

¢ If you encounter problems during network activation after installing viam or
changing the network, simplify your operating procedures to a step-by-step
approach. Use appropriate trace facilities and the vTAM DISPLAY command to
monitor the process.

* mvs vm If your configuration is using SNA network interconnection and you are
using alias names, keep a list of the alias names defined to each name trans-
lation program.

* If you are using NetView or NLDM, collect session-related data for same-
network and cross-network sessions. To identify the first occurrence of a
problem, NetView or NLDM should be running all the time.

NetView and NLDM collect two kinds of session data: session awareness data
and session trace data.

NetView and NLDM collect session awareness data for all active sessions.
Session awareness data includes:

— Session type
— Names of session partners
— Session activation status

— 10s of subarea physical units contained in the explicit route assigned to the
session

— Transmission group numbers

— Addresses and network IDs of sSsScpPs that own links in the transmission
groups.
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Session trace data is recorded only for sessions with a resource for which a
session monitor or NLDM session trace has been started. !t includes:

— Session activation parameters
— VTAMPIU data

— NcP data.
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Chapter 2. Classifying the Problem’s Symptoms

Symptom. Listing o . . - . . S 14
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Chapter 2. Classifying the Problem’s Symptorﬁs

This book contains diagnosis procedures for VTAM, TSO/VTAM (MVS only), and vscs
(vM only). For other types of problems (such as operating system, NCP, application
program, and hardware problems) see the list of appropriate books in
“Bibliography” on page 671.

If any of the following caused your problem, this book may not help you:

¢ Did you modify an application program that has run without problems in the
past?

¢ Did you change the processing environment? For example, did you introduce a
new host processor or communication controller?

¢ Did you modify the operating system, or did you install a new release of the
operating system?

¢ Did you add a new terminal to your vTAM network that had incorrect features or
incorrect Request for Engineering Activity (REA) and Engineering Change (EC)
level?

* Did attaching a link cause the problem?
¢ Did setting switches at a terminal cause the problem?

* Did initializing link parameters for a programmable controller cause the
problem?

¢ Did you modify installation-provided vTaM tables? For example, did you modify
LOGMODE, COS, or uss tables?

¢ Did modifying vTaAM messages cause the problem?

This book does not address problems caused by these user activities. You need to
resolve the problem on your own.

Note: If you cannot resolve the problem on your own, and if one of the user actions
listed above resulted in one of the symptoms listed in “Symptom Listing” on

page 14, follow the appropriate instructions in Chapter 3, "Procedures for Specific
Problem Types"” on page 19 to gather additional information, then call the 18M
Support Center for assistance.
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Symptom Listing

Find the symptom you are experiencing in the following list. The symptoms are listed alphabetically.
Match your symptom to the appropriate vram problem type, and turn to the page indicated. If none of the
symptoms matches yours exactly, choose the one that is most similar.

Symptom Problem Type See
Abend message Abend Page 19
Activating network nodes takes too long Performance Page 62
Application program cannot terminate Wait Page 29
Application programs and terminals cannot communicate Wait L Page 29
Application program reports an unexpected return or sense code Incorrect Output M Page 57
Batch application program fails to complete Wait Page 29
Book contains information that is wrong or ambiguous Documentation Page 66
Book is missing information Documentation Page .66
Books contradict each other Documentation Page 66
Command is not completed Wait 10 Page 29
Commands cannot be entered on system console Loop Page 46
Commands take too long to complete Performance Page 62
Cursor is in the wrong position Incorrect Output DEF Page 57
Deactivating network nodes takes too long Performance Page 62
DTl error message Message Page 53
DTl message is wrong or formatted improperly Message © Page 53
Dump file contains a VTAM, TSO/VTAM, or VSCS dump Abend Page 19
g:ogram Check Page 25
Error message Message Page 53
X'FFF', X'FFB"', or X'FED' appears Program Check © Page 25
Hung session Incorrect Output Page 57

M This may also be a message probiem.
Lt This may also be a loop problem.
10 This may also be incorrect output.

H This may also be a hardware problem.

OEF This is probably an application program or viam definition error, such as using an incorrect LOGMODE definition.

14 VTAM Diagnosis

LY30-5601-1 © Copyright IBM Corp. 1984, 1989




"Restricted Materials of IBM"
Licensed Materials — Property of IBM

Symptom Problem Type See

Hung system Wait L Page 29
IKT error message Message Page 53
IKT message is wrong or formatted improperly Message 0 Page 53
Initialization problem (VSCS only) Chapter 5 Page 93
Internal error message (VSCS only) Chapter 5 Page 93
IST error message Message Page 53
IST message is wrong or formatted improperly Message 10 Page 53
1ST2521 message appears Program Check Page 25
1ST4131 message appears Abend Page 19
Keyboard locks unexpectediy Incorrect Output Page 57
Logo problem Incorrect Output Page 57
LOGON takes too long to complete Performance Page 62
LOGREC entries indicate an abend Abend Page 19
LOGREC fills with repeated entries Loop H Page 46
Message is wrong or formatted incorrectly Message '° Page 53
Message from application program Incorrect Output M Page 57
Message is sent to the wrong console Incorrect Output Page 57
Message repeats continuously Loop Page 46
Message text does not explain a condition Message Page 53
Message is missing text Message 1© Page 53
Output data is formatted incorrectly Incorrect Output OEF Page 57
Performance is degraded after a network outage Performance Page 62
Printers stop Loop Page 46
Program check message Program Check Page 25
PSWs point to a VTAM address Loop Page 46
Response time is slow Performance Page 62
Routing information is wrong Incorrect Output Page 57
SYSREC entries indicate a program check Program Check Page 25
SYSREC fills with repeated entries Loop H Page 46
System functions stop Loop Page 46
System light is on, Wait light is off Loop Page 46
Tapes stop Loop Page 46
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Symptom Problem Type See
Terminal user cannot enter data Incorrect Output Page 57
Terminal user cannot log on or off Incorrect Output Page 57
Terminal user gets unexpected response incorrect Output DEF Page 57
Terminal user reports incorrect or missing data Incorrect Output OEF Page 57
Termination problem (VSCS only) Chapter 5 Page 93
Traffic ceases through a network component Wait Page 29
(BSC link, SDLC link, communication controller, control unit)

VTAM does not work as described in a book Documentation Page 66
VTAM is not communicating with system console Wait L Page 29
VTAM process issues an error message Message Page 53
“8” error message Message Page 53
“5" message is wrong or formatted improperly Message '© Page 53
5C52| message appears Program Check Page 25

16 VTAM Diagnosis
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Chapter 3. Procedures for Specific Problem Types

Now that you have classified your problem as a specific type, this chapter shows
you how to collect the additional information you need when you talk with the 1BM
Support Center.

Turn to the section that describes your particular probiem type:
* “mvs vm Abnormal End Procedure”
¢ “yse Program Check Procedure” on page 25
* “Wait Procedure” on page 29
* “Loop Procedure” on page 46
e “Message Procedure” on page 53
¢ ‘“Incorrect Output Procedure” on page 57
e “Performance Procedure” on page 62

¢ “Documentation Procedure” on page 66.

There are two other sections at the end of the chapter:

¢ “Failing Module Procedure” on page 67 tells what to do when you have iso-
lated the problem to a specific viam module. You may be sent to this section
from within the procedure for the problem type you have chosen.

¢ “Reporting Procedure” on page 68 describes briefly how to report the problem
to the 1BM Support Center.

ws vv Abnormal End Procedure

If the problem is an abend, use the procedure in Figure 3 on page 20 to collect
the following documentation:

¢ Dump output

®* LOGREC

¢ Symptom string

* Abend or system completion code

¢ Contents of the general registers (at the time of the abend)
e Module 1D and PTF eyecatcher

¢ psw (at the time of the abend)

¢ viT if available at the time of the abend.
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Detailed descriptions of the steps involved in the abend procedure begin below.

1. Get dump output.

VTAM usually produces a dump for an abend. If no dump was taken, the dump
files or spools may be full. Check for a message that an error occurred while
VTAM was trying to produce the dump. If viaM was not able to complete the
dump, you will have to re-create the abend or wait for it to occur again.
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2. Find the symptom string.

A symptom string is a structured data base search argument. The symptom
string gives information about what was happening at the time of the abend. A
record is written to the LOGREC data set whenever vTAM takes a supervisor call
(svc) dump. For about 85% of all abends, recovery routines produce a
symptom string subset, which you can get by printing LOGREC. The symptom
string subset, if it occurs, is located in control block SDWA in LOGREC.

mvs The sSbwa address should be listed in the beginning of the dump, in the
dump abstract information. Itis also printed out in LOGREC, labelled “"Hex
Dump of Record” at the end of each software entry.

The symptom string begins at X' 194" in the sbwA. Field SDWAURAL gives the
length of the symptom string, which can be up to 256 bytes.

vm There are three ways to find the symptom string:

a. If it is active, locate the ABND SNAP trace record. This shows the address
of the SDWA.

b. If viT is not active, scan the registers shown at the beginning of a dump for
the address of the SDWA.

The spwa can be difficult to recognize. However, the abend code is at +
X'4', so knowing the abend code before you start looking for the sbwa can
help.

c. If neither the trace nor the dump is available, scan the software error
portion of LOGREC for the symptom string.

Figure 4 shows an example of a symptom string subset. This example is from
the comments section, to the right of the spwa.

AB/S00C4 PIDS/566528901 LVLS/113 RIDS/ISTCFCWM

RIDS/ISTAPCES#R RIDS/ISTCFCR2#L REGS/GR14 FLDS/PSW ADRS/000006C4
VALU/HBOO44770 FLDS/POWPSSQ ADRS/027F9CBO REGS/0C6A2 REGS/0A018
VALU/HEOD44770 PIDF/566528901 PTFF/UY09850 PRCS/00000010

Figure 4. Example of a Symptom String Subset in Output
The meanings of the fields are given below, in the order in which they occur in
the example.
AB Abend interrupt code, such as 0C4.
PIDS VTAM component ID.
LVLS VTAM version and release level.
RIDS One of three kinds of modules:

¢ Recovery module, if followed by .R
¢ |oad module, if followed by .L
e csect name of the failing vTam module, if not followed by anything.

REGS  The first byte shows the register number, and the next 1.5 bytes show
the displacement. The displacement value is the difference between
the value of the Psw I-Address and the content of the register. Each
REGS field is shown only if the value is less than the psw, and if the dif-
ference is less than 4K.
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FLDS Fields, control blocks, and DSECTs labels
ADRs  Offset into the failing viaAM module.

vALu  Field value or overlay length

PIDF Software program component 1D

PTFF VTAM service level.

PRCS Return code

. Find the abend or system completion code.

mvs You can find the system completion code in the output of several different
service aids. The Mvs system control block RTM2 work area (RTM2WA), the

SYS1.LOGREC software record, and the Task Control Block (TcBCMPC) contain the

completion code. The RTM2wA is pointed to by the TCB of the failing task (field
TCBRTWA), and is listed after the abending 7CB.

vm You can find the abend code, ABNCODE, in the abend work area, ABNWA. Low

core X'298' points to the ABNWA. You can also find the system completion

code in the sbwaA in a dump, or you can use the TACTIVE subcommand of the I1PCS

DUMPSCAN command to display the task completion code.

. Is the abend code 0Cx?

If the completion code is of the form 0Cx (where x = the program interruption

code from the psw), continue with this step. If the abend code is not 0Cx, go to

step 6 on page 23.
a. Find the program status word (psw) at the time of the abend.
The psw is found in:

* wmvs The LOGREC output, the SDWA, or the RTM2wA
¢ ym The LOGREC output, the SDWA, or the ABNWA.

The location of the PSw in the dump output varies depending on the type of

dump taken. For assistance in locating the psw in dump output, see the
diagnostic books for your operating system.

b. Find the failing address.

The psw contains either the address of the next instruction to be executed
at the time of the abend or the instruction that failed at the time of the
abend, depending on the interruption code. Scan the dump output to find
the address given in the psw

If you cannot find the address, the dump may not contain the relevant
portion of main storage.

c. Find the module ID containing the failing address.

VTAM identifies modules with the module name, Julian date, and PTF
eyecatcher at or near the beginning of each module. This module identi-
fier will be in the form:

ISTxxxxx _yy.ddd nnnnnnn

where xxxxx is the last five characters of the module name, yy.ddd is the
Julian date the module was assembled, and nnnnnnn is the latest PTF (if
any) that has been applied to this module.

Sometimes VTAM puts the module name of the failing module in LOGREC. If

it is not there, you can find it in a dump.
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To find the module 1D in a dump, start at the failing address and scan in
descending address order along the right side of the listing. The module 1D
is printed in EBCDIC.

~ive You can also scan the LPAMAP for the name of the module that contains
the failing address.

d. Find the failing instruction.
Use the address in the psw to find the instruction that caused the abend.
e. Find the general registers.

The general registers in use at the time of the abend are found in:

e . The LOGREC output, the sbwa, the abend svRB register save area, or
the RTM2WA

¢ ... The LOGREC output, the SDWA, the abend sVRB register save area, or
the ABNWA.

Use the diagnostic books for your operating system to help find the regis-
ters.

f. Determine which register has invalid information.

The failing instruction often uses a register with an invalid address in one
of the general registers, or will point to an invalid location (for example,
low-address storage). Use the Principles of Operation book for your
processor, the program interruption code from the spwa (for Mvs) or from
the psw (for vM), and the general registers used in the failing instruction, to
determine (if possible) which register contains or points to incorrect data.

If the interruption code is 10 or 11, then the psw address points to the
failing instruction. Otherwise, back up the psw by the instruction length,
and that is the failing instruction.

Next go to step 9 on page 24.
5. -.va Is the abend code 0AB, 0AC, 0AD, or 15D?

These abend codes indicate a Tso/vTAM abend. For diagnosis information, go
to “:.ve TSO/VTAM Abends” on page 77.

6. Is the abend code 0Ax?

If the abend code is in the form 0Ax, continue with this step. If not, go to step 7
on page 24.

a. Find the abend code explanation in VTAM Messages and Codes.

An abend code of 0Ax indicates a problem within the vTaMm network. The
problem could have originated in VTAM, the NCP, an application program, or
the hardware of some other network component. Look up the code in
VTAM Messages and Codes. Most 0Ax abends place a return or reason
code in register 15 at the time of failure. You can find the return code in
register 15 by using the set of general registers from:

e .. The LOGREC output, the sDwa, or the RTM2wA
o - The LOGREC output, the SDWA, or the ABNWA.
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b. Find the address of the module that issued the abend, using the Psw, which
points to svcC 13.

c. Find the module ID.

From the address determined in the previous step, scan in descending
address order through the dump to find the module 1D (see step 4c on
page 22).

Go to step 9.

7. mvs Is the abend code 80A, 40D, or 202?

If the abend code is one of these, continue with this step. Otherwise, continue
with step 8.

These abend codes indicate storage problems. Collect the following documen-
tation:

e A dump of the vTAM address space

¢ A dump of the VTAM CSA

* LOGREC output

e vIT output at the time of the abend, if it is available.

After obtaining this documentation, go to “Reporting Procedure” on page 68.

. Is the abend code none of the above?

mvs A complete list of abend codes is found in the System Codes book for your
operating system.

vm The abend codes are in VM/SP System Messages and Codes.

Each code has an explanation of the documentation required and the problem
determination steps to follow. For example, many abends occur during exe-
cution of svc instructions. Parameter lists and register contents passed to svc
routines are in the diagnostic books for your operating system. These books
may suggest that you obtain additional information such as a module name, a
return code, a register containing invalid information, or the name of a system
control block containing invalid parameters. After making a complete check of
these sources, you are ready to report the problem; continue with step 9.

. Report or go to the failing module procedure.

If you determined the module 1D, go to “Failing Module Procedure” on page 67.
Otherwise, see “Reporting Procedure™ on page 68.
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vse Program Check Procedure

If the problem is a program check. use the procedure in Figure 5 on page 26 to
collect the following documentation:

* Dump of VTAM partition and supervisor

* Message information

¢ Contents of the general registers (at the time of the error)
* Module ID and PTF eyecatcher

* psw (at the time of the error).
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Figure 5. ysg Overview of the Program Check Procedure

Detailed descriptions of the steps involved in the program check procedure begin
below.

1. Get dump output.

In the hard wait cases, use the formatting option to print the VSE supervisor
areas and the vTAM partition. Since vTAM programs are not executed in the
shared virtual area (SvA), it is not usually necessary to print the sva for vTAM
problems.

If the dump was produced by the vsSe terminator upon cancelation of VTAM, it
will produce a dump of both the vSe supervisor and the vTam partition (if //
OPTION DUMP.SYSDMP was specified in the vTAM procedure). A dump produced
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using // OPTION PARTDUMP will not contain all of the vSE supervisor areas used in
performing vTAM functions.

See the VSE Service Aids book for more information on obtaining and format-
ting vSE dumps.

2. Find the symptom string.

A symptom string is a structured data base search argument. The symptom
string gives information about what was happening at the time of the program
check. A record is written to the sysrec file whenever vTAM takes an svc dump.
For about 85% of all program checks, recovery routines produce a symptom
string subset, which you can get by printing SYSREC.

Recovery routines produce the symptom string if storage is available for it.
The symptom string subset, if it occurs, is located in the first records of the svc
dump output, usually on the first page. Figure 4 on page 21 shows an
example of a symptom string subset in dump output.

3. Locate the point of failure.

a. If the program check was reported by message 0so3l, the exception type
and location are contained in the message text.

b. For hard wait states (X'FFF' and X'FFB'), the failing instruction address
can be determined from the program check old psw (see the VSE Service
Aids book for the location of the psw in posvsbmp format).

c. For task termination messages other than 0so3l, find the save area con-
taining the error psw and registers (in the beginning of the task termination
dump).

d. For message 1sT2521 {or 5C521, for VTAM V3R1 Oor V3R1.2) with return code 36, or
VSE message 0vosi, the canceled task is VTAMRP, but the save area used is
not the normal subtask save area. Instead, the vSe program check handler
stores the Psw and registers at label svPCSAVE.

e. For message IsT252! (or 5C521, for viAM V3R1 or V3R1.2) with return code 20, the
vse dump of vram will be taken under the main task. Locate the vTAMRP
save area either by finding its TcB in the VSE supervisor dump or by using
location 10 to find the ATCVT and field ATCFLDA to locate module ISTINCFO,
which contains the save area.

Identify the save area by the name vTaMRP in the first 8 bytes. This is the
save area of the routine that generated the dump.

The save area identified by the JOBNAME in the next 8 bytes contains the
PSW and registers of the failing task.

f. For wait state X'FED', use the address in register 5 as a failure address.
4. For wWAITFFF and WAITFFB, determine if the failure is in the vSE supervisor.

Though the cause of the problem may not lie in vTAM, there are several things
to consider in making that determination.

a. Check the vse supervisor listing and include the label preceding the point
of error in your information for the Support Center. If the logic pertains to
a vTam function, the problem may be in vram.

b. If the instructions have been overlaid by data, try to identify that data from
its contents, and note where the overlay begins and its length. |f the
overlay contains terminal data or a recognizable vTamM control block, the
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problem is probably in vTaM. Save any pertinent information about the
overlay to discuss with the 1BM Support Center. If the overlay is deter-
mined to be a vTAM control block, the name should be given to the Support
Center.

c. It the last interruption was a VTAM SVC 49 or sSvC 53, add that to the informa-
tion in the form svcxx.

If the last interruption was some other VSE svC issued by vTam, then vTAM
may be issuing the svC incorrectly. Add that information in the form svcxx.

Proceed to step 5, using the address in the svc old psw as the failure
address.

d. If the last interruption was an 170 interruption from a vram-owned channel-
attached device, the problem may involve one of the vTaM appendage rou-
tines.

e. For the FFB condition, try to determine what was being referred to that
caused the page fault. If the exception address at location 90 points to an
area in the vTam partition, the problem may be in vTam. |f the address is
within a viam module (appears to be executable code), identify the module
as in step 6. If not, try to identify it as a vTAM control block, using the list of
control block 1Ds in Appendix E, “Storage and Control Block ID Codes” on
page 657. If successful, add the control block name to your list of doc-
umentation. If not, the area should be either in a vraM module (see step 6)
or in a vTAM buffer pool (see Appendix A, “Finding VTAM Buffer Pools™).

5. Determine which register contains or points to incorrect data.

The failing instruction normally has an invalid address in one of the general
registers, or points to an invalid location (for example, low storage). Use the
Principles of Operation book for your processor, the program interruption code
from the psw, and general registers in the failing instruction to determine (if
possible) which register contains or points to incorrect data. Add this register
number string in the form REGNnnN to the information for the Support Center.

6. If the failing instruction address found in step 3 on page 27 is in the vram parti-
tion, identify the failing viam module.

Most vTtaM modules are identified by a field containing the name 1STxxxxx and
the Julian date near the beginning of the module (for example, ISTACCQ4 86.175).
To locate this identifier, scan the dump in descending address order from the
point of failure. The identifier will be printed in EBCDIC along the right-hand
side of the dump. Add the module name to your documentation list. Go to the
“Failing Module Procedure” on page 67 to continue obtaining information for
the Support Center.

7. Report or go to the failing module procedure.

If you determined the module ip, go to the “Failing Module Procedure” on
page 67. Otherwise, go to “Reporting Procedure” on page 68 for information
on contacting 1BM.
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Wait Procedure

If the problem is a wait, use the procedure in Figure 6 on page 30 to collect the
following documentation:

* /0 trace output
s Buffer contents trace output
¢ Session trace data (if using NetView or NLDM)
e Session awareness data (if using NetView or NLDM)
¢ Dump output:
— MVS Dump of the vTAM address space and CSA
— VM Dump of the vTAM virtual machine
— VSE Dump of the vTAM partition and VSE supervisor
s List of:
— Waiting Process Anchor Blocks (PABs)
— Waiting Request Elements (WREs) and associated event IDs (EIDS)
— Waiting Request Parameter Headers (RPHS)

* For problems associated with an application program:
— Output from the viT (all options except LOCK)
— RPLS or FMCBS queued to the ACDEB

* For problems associated with the network:
— Output from line trace, generalized PiU trace (GPT), transmission group (TG)
trace, or (for 3720, 3725, and 3745 only) the scanner interface trace (sIT).
— VSE Dypamic trace of communication adapter (if available)
— NCP, MOSS, or CSP dump
— Reports from NetView, NCCF, NPDA, IMR, or EREP (if available)

Note: Use the documentation you have available, unless you need to re-create the
problem. In that case, make sure the above traces are active.
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Detailed descriptions of the steps involved in the wait procedure begin on page 31.
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1. Determine the extent of the wait condition.

Determine how extensive the wait state is in the operation of the vram network.
Determine whether all vTAM processing stopped or only processing with
respect to a single device, or something in between. Also determine what, if
any, recovery action was taken at the time the wait was encountered by the
operator or user. Some information about the activity that immediately pre-
ceded the wait may be available on the system log or in application program
transaction logs.

2. Did a logon, logoff, or command fail to complete?

If so, continue with this step; otherwise, go to step 3 on page 32.

a.

If the wait condition was actually the failure of a vram procedure to com-
plete, use the DISPLAY ID command to identify the status of viaMm resources at
the time of the problem. Note any status codes that are abnormal.
(Resource status codes are explained in VTAM Messages and Codes.)

. Use the VTAM DISPLAY PENDING, DISPLAY SESSIONS, Or MODIFY tOPD commands to

identify 110 requests for which vTam is awaiting a response from a network
node. Sometimes a network node appears in a pending state awaiting the
completion of activity at a higher- or lower-level node (for example, PSuB1,
PTRM2). The pending status on the other node is needed in such a case.

Use the VTAM DISPLAY BFRUSE command to get information about vTam buffer
pools. Save the output for use later in this procedure.

A VvTAM operator may have attempted a recovery action (such as issuing a
VARY INACT,FORCE command; “Checking Whether the VARY INACT,FORCE
Command Can Complete” on page 44 shows how to determine whether
this command completed.) If the recovery action did not reset the state of
the node for which the original command was issued, note any lack of
change to the node status.

If vTAM is waiting for an 10 response, look at the output of the vTam buffer
contents trace (assuming it was active when the problem occurred). If the
trace shows that vTam did send a request and is expecting a response, the
problem is probably in another network node.

You can get additional information on the status of a command from the
VTAM Internal trace (ViT). With the ssCP and PIU options, you can match
requests and responses and determine any requests that are outstanding
(that is, for which responses have not been received). The sms option sup-
plies information about resource usage, and the pss option provides infor-
mation about vTam’s scheduling of the dispatching process. (See

Chapter 8, “Using the VTAM Internal Trace” for a description of the
internal trace entries.)

At this point you may have enough documentation to report the problem to the
Support Center. If so, go to “Reporting Procedure” on page 68. Otherwise, go
to step 5 on page 35.
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3. Is network traffic stopped through a specific node?
If so, continue with this step. Otherwise, go to step 4 on page 33.

a. Add the specific node type to your problem documentation. For example,
the node could be a 3705, a 3720, a 3725, a 3745, a 3790, or a 3274.
NetView, NPDA, and EREP facilities show whether errors have been recorded
for the node in question. Session trace data (collected by NetView or NLDM)
shows whether the node is not responding to vTam, or whether vTAM is dis-
carding the responses. Consider using NCP intensive mode recording (IMR)
for recurrent problems of this type.

b. Note any messages on the system or NetView command facility log
reporting ER-INOP outages or other failures. Use the vIT trace, or use the 1/0
trace with the EVERY operand, to trace the network flow up to the point of
failure. NetView, NPDA, MVS VM LOGREC, and VSE SYSREC show the reason for
the INOP.

c. For Ncp-related problems, use the line trace or generalized piu trace if the
affected node is in an adjacent subarea. Use the transmission group trace
to record intermediate node flows up to the point where the problem
occurred.

d. If the problem may be in NCP software or communication controller hard-
ware, obtain a dump of Ncp storage. If the wait affects only part of the
network, use the dynamic NcP dump facility. It allows the rest of the
network to continue operating while the dump is taken. If the failure
requires reactivating the NCP, use the MODIFY DuMP command. (See
“Network Control Program (NCP) Dump” on page 274 and the NCP, SSP,
and EP Diagnosis Guide for more information on NCP dumps.)

If the NCP is hung, or the hung resource is attached downstream of an NcP,
see the NCP, SSP, and EP Diagnosis Guide for information on hung
resources.

e. vsE If the problem is in a device attached to the communication adapter,
use the dynamic trace of the communication adapter to obtain information
about line-related errors. See VSE Service Aids for more information on
this trace.

f. If the problem is in a channel-attached device or a channel-to-channel
attachment, examine one of the following traces, if available, to determine
the sequence of events preceding the wait. (If no trace output is available,
you will have to re-create the problem to get it.)

e vIT trace with the Ci0 option

® MVS CCWTRACE

® VSE SDAID I/0 and CCWD traces

e VM CPTRAP SIO and 1O trace

¢ VM cp virtual machine trace with 170, S0, cCw, and CsSw.
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The books listed below contain more information on operating system 110
control blocks:

MVS Service Aids and MVS Handbook

VM/SP System Programmer’s Guide (for vM R4)
VMISP Facilities for System Programming (for vM R5)
VSE Service Aids and VSE Handbook.

g. If enough information is available, go to “Reporting Procedure” on
page 68. Otherwise, go to step 5 on page 35.

4. Is it a session or application program wait?

If the wait condition appears to be related to a particular viam application
program, continue with this step. Otherwise, go to step 5 on page 35.

a. Enter the pispLAY ID command for the application program, using the EVERY
or sCoOPE=ALL operand. If there are any nodes with status AcT/u, re-enter
the bispLAY command. If you are again informed that the status of a node is
ACT/U, iSsue VARY INACT,FORCE for that node. If you still have a wait condi-
tion, continue with the next step.

b. Find out if the problem is in vTaM. If only one application program is
waiting while others continue to communicate with vram, that application
program probably contains an error. To determine what caused the
problem, obtain a dump of the application program and the operating
system supervisor at the time of the problem.

¢ Make sure that the error is not an operating system error. (Use the
diagnostic books for your operating system.)

¢ |f possible, use the dump to determine the reason the application
program is waiting. If the application program is not waiting for vTam,
use the documentation for the application program to determine the
reason for the wait. If the problem is in Tso/vTAM, go to
Chapter 4, “Mvs Procedures for TSO/VTAM Problems.” If the problem
is in vsCs, go to Chapter 5, “vM Procedures for VSCS Problems.”

c. If viam still seems to be the cause of the problem, you will need output
from the vrAm internal trace (viT) to obtain a record of activity on the failing
session. (If the viT trace was not running at the time of the failure, you
should re-create the problem with the viT active.)

¢ If all application program sessions are hung, a small amount of trace
data will be produced, and you can collect it all with MODE=INT.

e |f only part of the network is affected, a large amount of trace data may
be produced, and MODE =EXT is recommended.

See Chapter 8, "Using the VTAM Internal Trace” for more information on
using the internal trace. You may also use the 110 or buffer contents traces
with ID=application program name specified.

d. Find the address of the vTam ACDEB for the application program, or the
address of the vTAM APPCB for LU 6.2 applications.

You can find an ACDEB or APPCB associated with an application by using the
SES(applname) option of vTAMMAP. If VTAMMAP can not be run then all
ACDEBs are queued out of the ATcvT from the field ATCACDA. Sorry, there is
no chain of APPCBS.
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e. For Lu 6.2 applications using the ApPcCMD interface, go to step 4f on
page 35.

For non-LU 6.2 applications, continue with this step.
1) Use the ACDEB’s address to find it in the dump.
On the FMCB RECEIVE ANY queue, ACDRAFQ points to the first FMcB.
On the RPL RECEIVE ANY queue, ACDRARQ points to the first RPL.
Notes:

a) If there are FMCBS (ACDRAFQ # 0), but no RPLS (ACDRARQ = 0), a
problem has prevented the application program from issuing
RECEIVES.

b) If there are RPLS (ACDRARQ # 0), but no FMCBS (ACDRAFQ = 0), there
may be a problem involving the continue any/continue specific
(cascs) state of the session. (See VTAM Programming.)

2) Get the LucB address (field ACDLUCBA in the ACDEB).

3) Get the address of a chain of FMCB extensions (field LUCFMCBA in the
Luce). Each FMcB extension represents one LU-LU session.

4) Each FMCB extension contains a pointer (field TSPFMCBA) to the address
of an associated FMCB. Find the FMCBs associated with hung sessions.

5) In those FMcBs, look for:
¢ The ca/cs indicator (in TSPPSFL1 and TSPPSFL2)

¢ The data queues (in TSPACCUM, TSPEWAIT, TSPEWORK, TSPNWAIT,
TSPNWORK, TSPEDATA, TSPNDATA, TSPTSOP, and TSPTSIP)

¢ Session state flags (in TSPSESSR, TSPDTSR, TSPCRVSR, and TSPRQRSR).

6) Determine whether there are any indications of unusual conditions.
(See VTAM Data Areas for more information on the fields in the FMCB.)

Make a cross-reference listing of network addresses and node names
to correlate the viT PIU and 1/0 trace entries with vTaMm session control
blocks, such as the Luce and FMCB.

7) If enough information is available, go to “Reporting Procedure” on
page 68. Otherwise, go to step 5 on page 35.
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f. For the Lu 6.2 applications using the APPCCMD interface:
1) Use the APPCB’s address to find it in the dump.

On the queue of RABs in continue any (CA) mode, APPRBDAT points to the
first RAB.

On the RPL RECEIVE ANY queue, APPRANYQ points to the first RPL.
Notes:

a) If there are RABS (APPRBDAT # 0), but no RPLS (APPRANYQ = 0), a
problem has prevented the application program from issuing
RECEIVES.

b) If there are RPLS (APPRANYQ # 0), but no RABS (APPRBDAT = 0), there
may be a problem involving the continue any/continue specific
(cascs) state of the conversation. (See VTAM Programming.)

2) Find the chain of RABs in the arpcB (field APPRABC). Each RAB repres-
ents a conversation. The session associated with the conversation is
represented by a saB and is pointed to by RABSABPT. Find the RABs
associated with hung sessions.

3) In those RaBs, look for:
* The cascs indicator (in RABCMODE)
* The data queues (in RABNDATQ and RABCONV)
* The conversation state (RABPSFSM).

4) Determine whether there are any indications of unusual conditions.
(See VTAM Data Areas for more information on the fields in the RAB.)

Make a cross-reference listing of network addresses and node names
to correlate the viT PIU and 110 trace entries with vTAM session control
blocks, such as the RAB.

5) If enough information is available, go to "Reporting Procedure” on
page 68. Otherwise, continue with step 5.

See the NCP, SSP, and EP Diagnosis Guide for more information on hung ses-
sions.

5. Examine system data areas.

mvs If you have not already done so, obtain a dump of the vTaM address space,
CSA, and LsaA. Find and analyze the task control blocks. (See Service Aids
and the Debugging Handbook for information on locating the task control
blocks. See Diagnostic Techniques for information on analyzing them.)

vm If you have not already done so, issue #CP vMDUMP, with the appropriate
options, to obtain a dump of the vram virtual machine.

vse !f you have not already done so, obtain a dump of the vTAM partition and
VSE supervisor. Find and analyze the task control blocks. (See the VSE Hand-
book for information on locating the task control blocks. See VSE Service Aids
for information on analyzing them.)
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6. Check for waiting pPABs.

Look at the following PABS in the ATCVT:

ATCITPAB

ATCCSPAB
ATCVDPAB
ATCPXPAB
ATCPUPAB
ATCPUIOP

ATCLUSRT
ATCNSPAB
ATCNOSPB
ATCSSPAB
ATCTPMPB

ATCTRMPB

Check the contents of the PABWEQP and PABRPHA fields. The field PABWEQP in
each PAB contains the address of a chain of work elements that have not been
processed by vTtaMm. The field PABRPHA in each PAB contains the address of an
RPH that is either running or waiting. Note the contents of these fields in each
of the PABS, and have this information available when you contact iBMm.

Figure 7 on page 37 shows how to find each of these fields.

Note: In some PABS, PABRPHA may contain the address of an RPH, even though

internal Trace PAB
Configuration Services PAB
VARY Definition pAB

Buffer Pool Expansion pAB
Physical Unit Services pyPas
Physical Unit Services 110 DYPAB
Logical Unit Services Router bYrAB
No Sessions pPAB

Network Operator Services PAB
Session Serialization PAB

TP Message PAB

Termination Subtask bypaB

the RPH is not running or waiting.
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ATCVT
ATCSMPAB 0 SSCP DYPAB, Session Services PAB
ATCCSPAB ° Configuration Services PAB
ATCVDPAB ‘ VARY Definition DYPAB
ATCPUPAB ‘ PU Services DYPAB
ATCPUIOP 0 PU Services [/0 DYPAB
ATCLUSRT 0 LUS Router DYPAB
ATCTRMPB ° Termination Subtask DYPAB

Work Elements

hex 10 >

@ DYPAB
bytes
PAB
—
PABWEQP

RPH

PABRPHA — 1,

Figure 7. Finding PABs Using the ATCVT
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7. lIs the wait caused by pending 1710?

a. Use the Input/Output Problem Determination (1opp) facility to detect and
report to the operator 170 operations that have been pending longer than a
user-defined time limit. (For more information on using 10PD, see “Modify
Input/Output Problem Determination” on page 270 and VTAM Operation.)

When a vTaM process is waiting for a response, the process is represented
by a waiting request element (WRE) queued to an 110 locked queue anchor
block (LaaB). The WRE points to an event Ip (EiD), which indicates the
reason for the wait. (Wait state event ibs are described in VTAM Messages
and Codes.)

b. Look for the wRes and corresponding EIDs in a dump by using Figure 8 on
page 39 and the following steps:

1)

4)

5)

Find the ATcvT from low-storage addressmys X'408',ym X'200', oryse
X'10'.

mvs If these low-address locations are not available in a dump, use the

pointer in the cvT (CVTATCVT) to find the AvT. Location X'00' in the AvT
points to the ATCVT.

Get the address of the sscp 110 LaAB in field ATcioLaB. This is the
address of the first LaaB. There is one LQAB for each subarea in the
vTAM network. The LQABs are contiguous in storage. To find the LQAB
for the next subarea, add X'10' to the address of the previous LQAB.
To find an LaAB for a particular subarea, multiply the subarea number
by X'14'. Add the result to the address in ATCIOLQB.

Scan each LQAB at offset X'00' (field LQABFRST) for a non-zero address.
This is the address of a WRE. List these addresses if any are found. If
a WRE is present, look at wRe + X'04' (field wreQuE) for additional
WREs queued off the same LQAB. Again list the addresses of any WREs
found.

Find the waiting event. WREs contain a code (WREIDCD) that identifies
the waiting event. Use explanations of wait state event ips in VTAM
Messages and Codes to find the reason for the wait. The address and
length of the waiting event are in the wRE in fields WREIDP and WREIDL
respectively.

Find the LaaB. For waiting events other than sscp 1/0, there is only one
LoAB. Using the hex offsets in VTAM Data Areas, find each of these
LaABs from pointers in the ATCVT:

® ATCLUSMQ
® ATCMCQAB
® ATCPULQB
¢ ATCNOSQ

¢ ATCSSLQB

Look for wRes chained off the LaABs. |f a WRE is found, list its address
and find the associated EID. Use explanations of wait state event IDs in
VTAM Messages and Codes to find and list the reason for the wait.
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ATCVT

ATCIOLQB

ATCLUSMQ

ATCMCQAB

ATCPULQB

ATCNOSQ

ATCSSLQB

\/

Other
LQAB

LQABFRST

7) For each wrEe found, examine the WREDATA field. This field may contain
a CPCB operation code. If so, look in Appendix D, “CPCB Operation
Codes” on page 645 to determine the function represented by the
operation code. Have the function name available when you report the
problem. (You can also use the 10PD facility to determine the waiting
event. This facility is described in “Modify Input/Output Problem
Determination” on page 270.)

SSCP 170
LQAB
LQABFRST
WRE
LQABFRST
WREQUE

IDL | WREIDP

-

EID

LQABFRST Variable
WRE
SSCP 170 LQABs WREQUE
indexed by subareo
DL WREIDP
WRE
WRE
WREQUE —»
IDL WREIDP
EID
Variable

Figure 8. Waiting Request Elements
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Find waiting RPHSs.

The following steps give instructions for examining two kinds of wait condi-
tions: (1) a process is waiting for a buffer, and (2) a process is waiting for some
other resource. Both kinds of waiting processes are represented by request
parameter header (RPH) control blocks, but the RPH is found in different
locations for each type of wait condition.

e Step 9 explains how to find RPHS queued from a buffer pool control block.
These RPHs show that the buffer pool cannot supply the required buffers,
and as a result, the process is waiting. Note which buffer pool cannot
supply the required buffers.

* Step 10 explains how to find RPHs that indicate a waiting process. In this
case, collect the documentation listed in step 10d on page 41.

. Find RPHs queued from buffer pool control blocks.

A buffer pool that has no available buffers can cause a wait state. There are
many reasons for running out of buffers; for example, incorrect allocation in
the vTAM start options, a VTAM programming problem, or an application pro-
gramming problem. Use the DISPLAY BFRUSE output obtained in step 2 on
page 31, if you were able to get it, to analyze buffer pool usage. Otherwise,
use Appendix A, “Finding VTAM Buffer Pools” to find the buffer pools and
determine whether any have used all their available buffers.

Examine locations Mvs VM BPCBRPHA and BPCBRPHB or location VSE PCBFRPHA in
each buffer pool control block. If a non-zero address (indicating a waiting RPH)
is found at these locations, list the name of the buffer pool associated with that
buffer pool control block.

Also, follow the chain at offset X'04' into the RPH to obtain the addresses of
other RPHS waiting for the same pool.

Find other waiting RPHSs.

Waiting RPHs indicate a VTAM process that has not been completed. To locate
the waiting RPHs, look at a formatted dump (in Mvs and vM) or search the large
pageable buffer pool (LPBUF) by hand.

Mvs Use the vTamMMAP dump formatter with the viBAsIC option. This formats the
component recovery areas CRAS, which contain the RPHs.

vMm Use the PRTDUMP command of IPCS and the vTBASIC option. This formats the
component recovery areas CRAS in a VM environment.

If you cannot obtain a formatted dump, use Appendix A, “Finding VTAM Buffer
Pools” to find LPBUF, and use steps 10a, 10b, and 10c to find the waiting RPHs.

a. Find each allocated buffer in the LPo0 buffer pool. The Lp buffer is allocated
if the high-order bit of the second word is on. Scan each allocated buffer
for a waiting RPH. The buffer contains an RrH if the value Mvs vm X'016C'
or VSE X'0168' is shown at offset X'10' into the buffer (offset X'00' into the
RPH). When you see this value, look at location X'10' into the RPH. A valid
address at this location (not 1 or FFFFFFFF) indicates a waiting RPH. This
valid address is the RPH resume address field (RPHRESUM), the location at
which a vTaM routine will begin executing when posted. Write down the
RPH address and the resume address.
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b. Find the remaining buffers in the buffer pool. Look for a waiting RPH in
each buffer as in the previous step. Continue with this process until the
end of the buffer pool. If you find any more waiting RPHs, add the RPH
address and the resume address to your documentation list.

c. Next look for any RPHS in the LPBUF expansion areas.
(Appendix A, “Finding VTAM Buffer Pools” explains how to find the
expansion areas.) If there are no expansion areas, go to step 10d. Other-
wise, scan each expansion area for waiting RPHs as in steps 10a and 10b.
Continue adding waiting RPH addresses and resume addresses to the list
until you have examined all of the expansion areas.

d. For each waiting RPH, collect the following information:

¢ Address of the RPH

¢ Resume address associated with the RPH

¢ Name of the module that contains the resume address
¢ Starting address of the module in the dump

¢ PTF number (if it exists) or the Julian date of the module
¢ Any locks that this RPH is waiting for (step 11).

To find the name of the module that contains the resume address, start at
the resume address and scan in descending address order (upwards)
along the right side of the dump listing. The module 1D (including the Julian
date and the pTF eyecatcher) is printed in EBCDIC.

11. Find RrpPHs waiting for locks.

a. For each waiting RPH, look at the CRALXPTR fields. If any pointer (PTR) fields
are non-zero, check the corresponding bit in CRALKACT. For example:

¢ |f CRAL1PTR is hon-zero, look at the last bit in CRALKACT.
¢ |f CRAL2PTR is non-zero, look at the next-to-last bit in CRALKACT.
¢ [f CRAL3PTR is non-zero, look at the third-from-last bit in CRALKACT.

If the corresponding bit in CRALKACT is off (zero), the RPH is waiting for this
lock. If the bit is on (non-zero), the RPH is holding the lock and may be
waiting for another lock. On your list of waiting RPHs, add the name of the
lock being held or waited for. (See Figure 9 on page 42.)

b. If step 11a does not succeed, scan the Lreo buffer pool again, this time
listing all allocated buffers that contain a non-zero value in field CRALKACT.
This tells which RPHs own locks, if any, and which locks are held. Itis pos-
sible for a CRA to hold several locks. For example, a value of 06 indicates
two locks being held: the RDTLOCK (04) and the vocLock (02). (See Figure 9
on page 42.)

For each allocated buffer with a non-zero CRALKACT field, look at the
CRALXPTR fields. (The buffer may or may not contain a resume address.) A
non-zero pointer field contains a lockword address. Find the lockword.
The first word of the lockword shows a queue of RPHs waiting for that lock.
Add these RPHs to your documentation list.

12. Report the problem.

Go to “Reporting Procedure” on page 68.

LY30-5601-1 © Copyright IBM Corp. 1984, 1989 Chapter 3. Procedures for Specific Problem Types 41



Wait Procedure

“Restricted Materials of IBM"
Licensed Materials — Property of IBM

Hex | Control
Name Lvl| Value| Block Field Name | Number | Function Applies to
ADJLOCK |5 |10 Adjacent ATCADJLK | One Protects users of CIDCTL MVS,
Subarea when adding or deleting VM,
Table an adjacent node. and VSE
(ISTADJSA) Pre-V3R2
DEBLOCK |5 {10 ACDEB ACDLOCK | Oneper | 1. Protects FMCB queue Common
OPEN off ACDEB.
applica- | 2. Held by TSC and by
tion OPEN or CLOSE.
program
DWALOCK |8 |80 DWA DWALOCK | One Used by certain disabled MVS,
TSC modules to serialize | VM,
use of the disabled work and VSE
area (DWA). Pre-V3R2
HNTELOCK| 7 | 40 Host Node | HNTELOCK | One per | Serializes updates and MVS,
Table minor references to control VM,
Entry node blocks based off the and VSE
(per HNTE (RDTE, NCB, Pre-V3R2
host LUCB, FMCB).
element
address)
HNTLOCK |5 |20 Host Node | ATCHNTLK | One Protects updates and ref- | MVS,
Table erences to HNT during VM,
(ISTHNT) most CIDCTL functions. and VSE
Pre-V3R2
HSQCHAIN| 4 | 08 ATCVT ATCHSQLK | One Serializes usage of the Common
HSQH queues. One lock
is used to protect all of
the queues.
INNLOCK |9 |100 | ATCVT ATCINNLK [ One Ensures that PIUs that Common
are going to a node that
is in slowdown mode are
sent in FIFO order.
PDBUFLK [9 | 100 ATCVT ATCBUFLK | One Allows the user to move Common
in problem diagnosis
trace data before the
data is processed.
PSTLOCK |8 |80 ATCVT ATCPSTLK | One Serializes queueing and Common
dequeueing of FMCB to
PSTFMCB queue. Serial-
izes release of PST
storage.

Figure 9 (Part 1 of 2). VTAM Locks
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Hex | Control

Name Lvl| Value | Block Field Name | Number | Function Applies to
QUEUE 9 | 100 |PAB PABLOCK | One per | Serializes queueing and Common
extended | dequeueing of work ele-
PAB ments to an extended
PAB.
RDTLOCK |3 |04 ATCVT ATCRDTLK | One Protects users of CIDCTL | Common

(PAFIND). Obtained by
PUNS when a network-
addressable unit is to be
added or deleted, or a
use count decremented.

VOCLOCK |2 |02 ATCVT ATCVOCLK | One 1. Serializes Common
OPEN/CLOSE with VARY.
2. Serializes VARY Acti-
vate, VARY Deactivate,
and VARY ERP.

VRLOCK {3 |04 VRBLK VRBLOK One per | Serializes usage of the Common
virtual VRBLK.
route

Figure 9 (Part 2 of 2). VTAM Locks

CRA

CRALKACT g4— Lock level held is relative to byte and bit position.
Byte 3, bit 6 corresponds to lock level 2;
Level 1 Lock byte 3, bit 5 corresponds to lock level 3;
(CRAL1PTR) and so on.
The value of this word corresponds to either
‘(-g"’:"\fz";?r‘g‘) a hexadecimal value or to a combination

of hexadecimal values in the table above.

Level 3 Lock
(CRAL3PTR)

Level 4 Lock
(CRAL4PTR)

{CRALSPTR)

Level 6 Lock
(CRALSPTR)

Level 7 Lock
{(CRAL7PTR)

Level 8 Lock
(CRAL8PTR)

4 Level 9 Lock
(CRALIPTR)

~—

!
!
!
!
T Level 5 Lock
!
!
!

Figure 10. Pointers to VTAM Locks
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Checking Whether the VARY INACT,FORCE Command Can Complete
If the operator attempted a VARY INACT,FORCE command, you should check whether
the command can be compieted or whether there is a viam problem. Determine
this using the following steps according to the resource specified on the VARY INACT
command.

1. Channel-attached physical unit or logical unit, SNA or non-sNA:

a.

b.

Display the resource status. If it is PHLIN, PHLAC, PDLUC, Or PSUB1, the
channel is hung or a required interrupt is missing.
If the status is PNFYX, go to step 11 on page 45.

2. Link-attached sNaA logical unit, switched logical unit:

a.
b.

Display the resource status. If it is PNFYX, go to step 11 on page 45.
If it is anything else, there is a vTAM problem.

3. Link-attached Bsc 3270 logical unit:

a.
b.

Display the resource status. You should see PDACL or PFDLU.

Issue VARY INACT,FORCE for the NCP or CA major node that NCP or CA defines
the device.

If the deactivation succeeded and all lower-level nodes are inactive,
message IST105! (or 5B05!, for VTAM V3R1 or V3R1.2 running under VsSE) will indi-
cate this.

Display the status of all the resources in the NCP or CA major node.

If the status is PNFYX, go to step 11 on page 45.

If it is anything else, there could be a vTam or NCP problem. Go to
“Reporting Procedure” on page 68.

4. Link-attached sNA physical unit, switched physical unit:

~0Q

g.

Display the resource status. You should see PDISC or PFDSC.

Issue VARY INACT,FORCE for either the physical unit to which the device is
attached, or for the NCP or CA major node that defines the device.

If the deactivation succeeded and all lower-level nodes are inactive,
message IST10s! (or 58051, for VTAM V3R1 or V3R1.2 running under vsg) will indi-
cate this.

Display the status of all the resources attached to the NCP.

If the status is PsuBx, go to step 10.

If the status is PNFYX, go to step 11 on page 45.

if it is anything else, there is a vTAM problem.

5. Link-attached Bsc 3270 physical unit:

-~ 0 Q

g.

. Display the resource status. You should see PDACP or PFDCP.
. Issue VARY INACT,FORCE for the NCP or CA major node that defines the device.

If the deactivation succeeded and all lower-level nodes are inactive,
message IST105! (or 58051, for VTAM V3R1 or V3R1.2 running under vsg) will indi-
cate this.

Display the status of all the resources in the NCP or CA major node.

If the status is PsuBx, go to step 10.

If the status is PNFYX, go to step 11 on page 45.

If it is anything else, there is a vTaMm problem.

6. Local SNA or non-SNA major node, switched major node:

a.
b.

44 VTAM Diagnosis

Display the resource status. You should see PSuUBX.
Issue VARY INACT,FORCE for any minor nodes that are not inactive. This
should allow deactivation to be completed.
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7. Link:

a. Display the resource status. You should see PDLNK.
b. Issue VARY INACT,FORCE for the NCP to which the link is attached. This should
allow deactivation to be compieted.

8. Channel-attached ncp:

a. Display the resource status. You should see PDISC.
b. Press the RESET LOAD button on the communication controller. This should
allow deactivation to be completed.

9. Link-attached NCP:

a. Display the resource status. You should see psuBx.
b. Display the status of the lower-level nodes.

c. If the status is PNFYX, go to step 11.

d. If the status is anything else, there is a vTAM problem.

10. psuBx status:

a. Display the status of the lower-level nodes to find any pending states.
b. Deactivate any active or pending nodes. This should allow deactivation to
be completed.

11. PNFYx status:
a. For application programs with an Ns exit:

If the VARY INACT,FORCE command is unable to complete, there is a vTam
problem. Otherwise, deactivation should compiete.

b. For application programs with only a LOSTERM exit:

1) if the application program has issued a cLSDST macroinstruction, deac-
tivation should compiete.

2) If the application program has not issued a cLSDST macroinstruction for
the logical unit, issue a second VARY INACT,FORCE for the logical unit in
question. If that does not correct the problem, you may need to cancel
the application program to allow the deactivation to complete. (Can-
celling the application program terminates all of the Lu-LU sessions
with the application program.)

c. For application programs with neither exit:

Deactivation will not complete until the application program issues CLSDST,
the application program closes its ACB, or the operator cancels the applica-
tion program.

If you came to this procedure from step 2d on page 31, return now to step 2e on
page 31.
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Loop Procedure

If the problem is a loop, use the procedure in Figure 11 on page 47 to collect the
following documentation:

System console log

Messages associated with the loop (if any)
Failing module 1D

Dump output:

— MVSDump of the vTaM address space
— VMDump of the vTAM virtual machine
— VSEDump of the vTAM partition

Error file output:

— MVS VM| OGREC

— VSESYSREC

For a problem associated with a device:

— VIT trace output (all except LOCK)

— /0 trace output (of NCP)

— Session trace data (if using NetView or NLDM)

— Session awareness data (if using NetView or NLDM)
— NetView or NPDA report (if using NetView or NPDA)

— MVSGTF CCWTRACE output (if available)
— VMvyMm branch trace

— VMyscs internal trace

— VMcp internal trace

— VMcp virtual machine trace

— VMgcs internal trace

— VSEgpAID cCwD trace output

46 VTAM Diagnosis
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Figure 11 (Part 1 of 2). Overview of the Loop Procedure
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Figure 11 (Part 2 of 2). Overview of the Loop Procedure

Detailed descriptions of the steps involved in the loop procedure begin on page 49.
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1. Trace the loop.

Loop problems may involve many modules or a single module. If possible,
trace the looping instructions. Using the Operator’s Reference for your host
processor, instruction-step through the looping addresses. Save these
addresses for use in diagnosing the problem.

In an enabled loop (Psw is enabied for interruptions), PSws with low addresses
may indicate a normal system process. Since most VTAM routines are enabled,
look for Psw addresses that are in the range of the vTAM address space (Mvs),
virtual machine (vMm), or partition (VSE).

Mvs You should also look for addresses within vTAM modules that are in the
system range (LPA).

If the vTAM internal trace was running when the loop started, look for any
exception conditions that might have led to the loop. If the internal trace was
not running, you will have to re-create the problem to get the trace at the time
of the loop. Set the internal trace to MODE =EXT to record the trace entries in an
external file.

VM Issue DISPLAY PSW, then issue DISPLAY REGS several times to trace the loop.
Then, obtain a vMm branch trace of the loop, and start the vscs internal trace, if
you have vscs. (The vscs trace facility is explained in Chapter 6, “vM Using
VSCS Service Aids.”)

2. VM Look for a vscs loop.

If you are using vscs, and the loop occurs during vscs initialization or termi-
nation, go to Chapter 5, “VM Procedures for VSCS Problems” on page 93.

If you are using vscs, and the loop occurs at a time other than vscs initializa-
tion or termination, go to “VM Presentation Services is in a Large Enabled
Loop"” on page 121. If you cannot identify the problem using those procedures,
return to this procedure.

Mvs If you are using TSO/VTAM, use this procedure. You do not need to go to
Chapter 4, “Mmvs Procedures for TSO/VTAM Problems” on page 71.

3. Get dump output.
Get a dump of vTam:
* Mvsissue the bump command, or press the Program Restart key.
* VMIssue #CP vMDUMP, with the appropriate options.
* VSElIssue the puMp command.

If the loop is disabled, the system console will not be available for input, so
take a stand-alone dump. (See "Mvs Stand-Alone Dump"” on page 284.) Print
the dump output.

4. Get the system console log and LOGREC or SYSREC output.

The system console log may contain information, such as error messages, that
can help you diagnose the problem. Also, print the LOGREC or SYSREC file.

Mvs Use the LOGDATA option to print the in-core LOGREC buffers. See MVS
Service Aids for more information.
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5. Is a message involved?

Determine whether there are any messages associated with the loop, such as
a particular message always preceding the problem, or the same message
being issued repeatedly. If so, add the message numbers to your problem doc-
umentation and go to the message procedure, step 4 on page 56.

6. Is it a device error?

For any kind of device error, you should first check the NetView or NPDA report
(if you have NetView or NPDA) and then the LOGREC or SYSREC output.

Does the LOGREC or sYSREC output show repetitive entries for the same kind of
error on a particular device? If so, VTAM is receiving several different errors
from that device.

a. If the LOGREC or SYSREC error records are for a link or link station attached
to a communication controller, get viT PIU records and an 110 trace of the
NGP. If you have NetView or NLDM, get session trace data or session aware-
ness data for the NCP. If the error records are for a link or device attached
to a communication adapter, get vit Piu records or a dynamic trace of the
communication adapter.

If the trace shows continual arrival of RECMS Pius, then the repetitive entries
in LOGREC or SYSREC are caused by a device error.

b. For channel-attached devices, use one or more of the following traces for
the device to determine whether vTAM is receiving many errors:

VTAM internal trace with Cio option

Session trace data (if using NetView or NLDM)
Session awareness data (if using NetView or NLDM).
MVS cCcwTRACE (if available)

VM 510 and 10 traces for CP and Gcs

VSE /0 interruption and CCcwbD SDAID traces

If vTAM is receiving many errors, the problem is probably in the device. Try
to trace the execution of vTAM ERP routines. Then continue with step 7.

7. lIs the loop traced?

If you were able to instruction-step through the loop, go to step 15 on page 52;
otherwise, continue with step 8 on page 51.
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8. Find the failing module.
Use the pPsw to find the failing module.
The psw also is found in:
* mvs The LOGREC output, the sbwa, or the RTM2wA

When you use PSw RESTART to terminate a looping task, a LOGREC entry is
created with a completion code of X'071' for the task. An RTM2wWA is also
created for the task. Use the LOGREC record and the RTM work area to
locate the failing module. See the diagnostic books for your operating
system for help in locating the psw in dump output.

Depending on the psw bit 32, the last 3 bytes (24-bit mode) or 4 bytes (31-bit
mode) of the pPsw contain the address being executed at the time of the
dump. Scan the dump output to find the address given in the Psw.

For more information on psws, see the Principles of Operation book for
your processor.

Note: Addresses may not always be in numeric order because the dump
does not always generate output in sequential order.

If you cannot find the address, the dump may not contain the relevant
portion of main storage. For example, the address may be in LPA storage.
Have this portion of storage dumped, or use output from LPAMAP to identify
the module, and proceed as above.

* ym You should have found the Psw when you issued DISPLAY Psw in step 1 on
page 49.

* yse The location of the psw in the dump will vary, depending on what type
of dump was taken. See VSE Service Aids for help in finding the Psw in the
dump output.

The last 3 bytes of the pPsw contain the address being executed at the time
of the dump. Scan the dump output to find the address given in the Psw.

For more information on psws, see the Principles of Operation book for
your processor.

Note: Addresses may not always be in numeric order because the dump
does not always generate output in sequential order.

9. Find the module name containing the faiiing address.

VvTAM identifies modules with an eBcbiC module name and Julian date at or near
the beginning of most modules. This module identifier will usually be in the
form:

ISTXXxxx yy.ddd [nnnnnnn]

where xxxxx is the last five characters of the module name, yy.ddd is the Julian
date the module was assembled, and nnnnnnn is the latest PTF (if any) that has
been applied to this module.

To find the module iD, start at the failing address and scan upward (in
descending address order) along the right side of the dump listing. The
module ID is printed in EBCDIC. Add the module name to your documentation
list.
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Find the module pointed to by register 12.

General register 12 (X'0C") is normally the base register for vTam routines. In
a VTAM loop, register 12 should point to the same module found in step 11. If
not, add this module name to your documentation list.

Find the module pointed to by register 14.

General register 14 (X'0E"') may point to a moduie that called the routine that
is looping. Add this module name to the documentation list.

Normally, you should add the module names from steps 9, 10, and 11 to your
documentation list. You can report the problem next, but you may need to con-
tinue with step 12.

Get the system trace output.

The system trace may show many external and /0 interrupts. The Psw
addresses in system trace entries will be part of the loop.

Get the vIT output.

The viT is useful in determining the reason for the loop, such as a process
being continually re-dispatched for the same request. Get any viT output avail-
able. If the viT is not available, and vTAM will accept the command, start the viT
and specify MODE=EXT. If vTAM will not accept the command, it may be neces-
sary to re-create the problem. For more information on the vIT, see

Chapter 8, “Using the VTAM Internal Trace.”

Examine the trace entries.

By examining the trace entries, you should be able to determine whether there
is a loop. The most obvious loops would be a module or modules getting con-
tinual control of the vTAmM system, or a control block chaining to itself. Check
the output of the pss option to see which vTAM routines are getting control.

If you see a pattern of repetition in the trace entries, it does not necessarily
mean VTAM is looping. Some VTAM processes are timer-driven and repeat peri-
odically. Also, the absence of any apparent loop does not necessarily mean
VTAM is not looping. The loop may not contain a viaM trace point.

If a module or modules are looping, get their addresses from the trace entries.
Step 15 explains how to find the module name.

If you find a control block chained to itself, or if a queue of control blocks is in a
cycle, try to identify the control block. Most control blocks have a 1-byte 1D at
offset X'00'. See the control block 1D codes in Appendix E, “Storage and
Control Block ID Codes” on page 657 to identify the control block name.

Find the module names.

Use the addresses found in step 14 to find the module names involved in the
loop.

To find the module 1D, start at the failing address and scan upward (in
descending address order) along the right side of the dump listing. The
module 1D is printed in EBCDIC. Add this module ip to the documentation list.
Continue with step 16.

Report or go to the failing module procedure.

If you determined the module names, go to “Failing Module Procedure” on
page 67. Otherwise, you are ready to contact 1BM. Go to “Reporting
Procedure” on page 68.
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Message Procedure

If the problem is a message, use the procedure in Figure 12 on page 54 to collect
the following documentation:

¢ Issuing module

¢ Message number

¢ System console log

¢ Dump output if required
* vIT output.

Note: If your installation changed the text of the message, the message ib may not
be included, or may not match the 1p of the message as it appears in VTAM Mes-
sages and Codes. Therefore, it is recommended that you re-create the problem
using the vTam-supplied message text. Otherwise, determine what vram-supplied
message text corresponds to the message text your installation is using.
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Figure 12. Overview of the Message Procedure

Detailed descriptions of the steps involved in the message procedure begin on
page 55.
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Message Procedure

1. Report if the problem is in the message itself.

If the content of the message is incorrect or the meaning of the message is not
clear, go to “Reporting Procedure” on page 68.

2. Follow the recommended action.

For all messages, see VTAM Messages and Codes for recommended operator
and programmer actions. (See the list of vTAM books in the “Bibliography” on
page 671 for the appropriate form number.) In addition:

* |f the message indicates a storage problem, go to step 3.

* If the message indicates a TSO/vTAM problem, see Chapter 4,

‘mvs Proce-

dures for TSO/VTAM Problems.”

* |f message DTIS99I indicates a vscs problem, see “ym Message DTIS99I Indi-
cates a VSCS Internal Error” on page 135.

The following list shows message prefixes and the components that issue
those messages.

Prefix
DTI
IKT
IST

5

Issuing Component

VSCS

TSO/VTAM
VTAM (MVS, VM, and V3R2 VSE)
VTAM (VSE V3R1 and V3R1.2)

If the message starts with any other characters, it comes from another network
component.

3. Get documentation for storage problems.

The following vTAM messages may indicate a storage problem:

MVS VM | V3R1 and

and V3R2 | V3R1.2

VSE VSE Description

IST5611 5F611 Indicates a buffer pool shortage

1ST562I 5F62I Indicates that CSA has been reached
I1ST563I 5F63I Indicates that MAXPVT has been reached
1ST564I 5F641 Contains the subpool number

IST565I 5F65I1 Contains the subpool number

IST5661 S5F66I1 Contains the subpool number

Figure 13. VTAM Messages Issued for a Storage Shortage

vse Message 1sTs611 (or 5F611, for VTAM V3R1 or V3R1.2) may be issued when there
is no problem. For example, a request may come in for a buffer pool before
the pool expansion request can run. You must display buffer use to determine

this.
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If the message is issued frequently or continuously, get a dump:

MVS Dump vTam common and private storage areas.?
VM Dump the vTAM virtual machine.
VSE Dump the vTAM partition.

For messages that give a subpool number, dump the storage containing that
subpool.

It is highly recommended that you use a dump formatter. Dump formatters are
described in “Mvs VM Formatting and Printing Dump Output” on page 279.

After getting the documentation for your storage problem, go to “Reporting
Procedure” on page 68.

. Identify the issuing module.

Try to identify the module issuing the message. If the MSGMOD start parameter
was active or the MODIFY MSGMOD command was issued before the problem
occurred, the message text contains the last five characters of the issuing
module name. Add the message prefix to the module name, and add this
name to your problem documentation. (To modify the module identifier in mes-
sages, see “Modify Message Module Identification” on page 270.)

The vTAM internal trace MsG entries contain the message number, the save
area address, and the module D (the 4th, 5th, 7th, and 8th characters of the
module name). Use these to identify the issuing module. If the trace entry
contains no module identifier, use the caller’s address from the trace entry, or
find the message issuer by using the message-to-module cross reference in
VTAM Messages and Codes.

. Report or go to the failing module procedure.

If you know the name of the issuing module, go to “Failing Module Procedure”
on page 67. If you are unable to determine the issuing module or resolve the
problem, go to “Reporting Procedure” on page 68.

2 Although vTAM detects storage shortages in the common storage area, viAM may not be
causing the shortage since this area is shared by all address spaces.
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Incorrect Output Procedure

If the problem is incorrect output, use the procedure in Figure 14 on page 58 to
collect the following documentation:

¢ Specific output that is incorrect
* Device type (if appropriate)
¢ Buffer contents trace output
s VT trace output (all except LOCK)
¢ Session trace data (if using NetView or NLDM)
* Session awareness data (if using NetView or NLDM)
¢ Network controller line trace output (3710 only)
* MVS
— GTF CCWTRACE output (if available)
— For 7so problem — TGET/TPUT trace

— cpinternal trace

— cpvirtual machine trace

— Gcs internal trace

— For vscs problem — vscs internal trace

— SDAID CCWD trace output
— Communication adapter line trace output
¢ Network problem:
— Linetrace
— Generalized piu trace (GPT)
— Transmission group (TG) trace
— Scanner interface trace (siT) for 3720, 3725, and 3745 only.
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Detailed descriptions of the steps involved in the incorrect output procedure begin

on page 59.

58 VTAM Diagnosis
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1. Describe the incorrect data.

Most incorrect output problems pertain to data contained in a Piu. This can be
incorrectly formatted user data, invalid routing information, or other types of
missing or incorrect data. These types of problems are generally difficult to
diagnose, as they show up only at the end-user locations. From the following
list, choose all the symptoms that apply to your problem and add them to your
problem documentation:

e (Cursor is in the wrong place or missing.

e Format of data is incorrect.

¢ Data is truncated.

¢ Datais incorrect.

¢ Data is missing.

e Problem is related to an application program macroinstruction.
e Screen is improperly formatted.

e Session is hung.

¢ Terminal is hung.

Note: The term “hung terminal” means the user is prevented by the system
from entering data.

2. Determine the device type.

If the problem is associated with a specific device type, add the device type (for
example, 3270 terminal) to your problem documentation.

3. MVS s it a TSO/VTAM user problem?

If the incorrect output problem involves Tso/vTAM, go to “MVS Screen Manage-
ment Problems” on page 81.

4. VM |s it a vscs user problem?

If the problem involves a vscs user, follow the procedure in “VM Incorrect
Output Problems” on page 138.

5. Get network trace and dump output.
Re-create the problem with the following service aids active:

Note: For more information on vTAM service aids, see Chapter 7, “Using
VTAM Service Aids." Operating system service aids are documented in oper-
ating system books.

¢ Start the vTAM buffer contents trace for the failing application program and
terminal logical units.

e MVS |f you have an 1BM 3710 Network Controller, start the network controller
line trace. It traces information passing to and from a 3710.

e Start the vTAm internal trace with MODE=EXT. (You do not need to use the
LOCK option unless you suspect that a lock is not working.) This shows the
type of requests being processed between the application program and the
end user or terminal, and the control information for routing, pacing, and
so on, in each pPiu sent in the network.

* You should start the generalized piu trace if the problem involves lines or
devices attached to a communication controller. This will show how far the
PIU got within the NCP and what the Piu looked like (its control information)
when it was sent to the line.
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¢ vself the problem involves lines or devices attached through a communi-
cation adapter, start the dynamic trace of the communication adapter. This
will show any problem related to the line.

¢ |f you have NetView or NLDM, you can use the session trace data to deter-
mine the requests and responses received and sent by vTaM and the other
network nodes.

* Mvs VsElf it is available, you can now use the GTF CCWTRACE (in MvS) or the
SDAID cCWD trace (in VSE). These trace the ccws, I/0 interruptions, and all
ccw data for each Start 10 issued by the system. For a problem where
data in the Ru is invalid, this is the only service aid that will show the entire
PIU. For more information on these traces, see the diagnostic books for
your operating system.

* As soon after the problem occurs as possible, take a dump of the applica-
tion program, VTAM, and (in Mvs) TSO/TCAS. Stop all traces, and print the
dump and trace output.

The dump is used to reference storage addresses, such as control blocks and
module entry points. The trace data shows at what point the data was modi-
fied, and what pABs the data was on as it was processed by viaMm. Take the
dump during the re-create, when the traces are running. A dump taken earlier
may not be accurate because the terminal device may have been deactivated
and reactivated. This would allocate a different set of control blocks.

. Examine the trace output.

Examine the individual trace entries to find the failure. If the problem concerns
user data format, and the buffer contents trace or piu trace does not show the
invalid data, use the output from the viT trace with the sscp option.

Mvs The CCWTRACE (if available) can be used to see whether data is correct
when it goes to the NCP or logical unit. The vTAM internal trace records cc2, Ci2,
and co2 contain the first 24 bytes of this data.

When output data is correct:

If the traces show that the data or the control information in the RH/TH as it
leaves VTAM is correct, the problem is not in vTAM or the application program;
go to step 9 on page 61. If the data going to the network is invalid, continue
with step 7.

When input data is incorrect:

If the traces show that invalid data is entering vTaM from an external network
source, the problem is in the network; go to step 9 on page 61. If the data from
the network is valid, the problem is in vTAM or an application program; con-
tinue with step 7.

. Is it vTaM or an application program?

The problem has been narrowed down to vTam or the application program.
Examine each trace entry to determine whether the information from the appli-
cation program was incorrect. If viAM seems to be responsible, go to
“Reporting Procedure” on page 68; otherwise, continue with step 8 on

page 61.
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8. Is more application program help needed?

For 1BM application programs such as cics or IMS, you may find additional diag-
nostic help in the 1BM application program books. If you decide that the
problem is with an 1BM application program, contact the appropriate 1BM repre-
sentative for that product.

9. Is the problem with an external network device?

The problem has been narrowed down to the vTAM network, but not to vTam
itself. Try to identify the device or program responsible. You can use service
aids, such as the NCp line trace, generalized pPIU trace, or transmission group
trace, to trace data flow between the NCP and terminal logical units. For infor-
mation on how to use these traces, see “Traces Provided by NCP” on

page 245. For a 3720, 3725, or 3745, use the scanner interface trace (siT) to
distinguish between NCP problems and line or terminal problems. If you
suspect the NCP, see the NCP, SSP, and EP Diagnosis Guide.

Chapter 7, “Using VTAM Service Aids” explains how to use other service
aids, including the NCP dump. Contact the appropriate iBM representative for
the device or program identified as the cause of the problem.

vse The communication adapter line trace can be used to discriminate between
a VTAM error and one that is related to a device or line attached through the
communication adapter. For more information, see the diagnostic book for the
host processor.

10. Report the problem.

Go to “"Reporting Procedure” on page 68.
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Performance Procedure

If the problem is performance, use the procedure in Figure 15 on page 63 to
collect the following documentation:

e System console log
¢ Error file output:
— MVS VM | oGREC
— VSE SYSREC
* Tuning statistics
¢ sms (buffer use) trace output
* Network controller line trace output (3710 only).
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Figure 15. Overview of the Performance Procedure

Performance Procedure

Detailed descriptions of the steps involved in the performance procedure begin on

page 64.
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Get LOGREC or SYSREC output.

Performance problems are often caused by hardware errors. These hardware
errors cause software error recovery processing to occur, which degrades
system performance. For this reason, you should get LOGREC or SYSREC output.
LOGREC or SYSREC may show a large number of hardware errors for a particular
device or group of devices. If the errors are limited to a single device, a hard-
ware error is probably the cause. If the errors appear on many or all terminals
of one type, software is more likely to be the problem, although hardware may
still be at fault. If you suspect a particular device type, add it to your documen-
tation list.

Examine the system console log.

The system console log may contain messages to help diagnose a problem.
Add the message ID to the documentation list:

MVS Document the message ID in the form ISTxxxx or IKTXXXX.
VM Document the message 1D in the form iISTxxxx or DTIXXxX.
VSE Document the message 1D in the form sxxxx (for vTAM V3R1 and V3R1.2)

or 1STxxxx (for VTAM Vv3R2).

The system console log may also contain information about command prob-
lems. For example, operator commands might be taking too long to complete.
Add the command name (for example, VARY ACT) to the documentation list.

MVS For TSO/VTAM, see Chapter 4, “Mvs Procedures for TSO/VTAM Problems”
on page 71.

If you are using TSO/VTAM, go to “MVS Performance Problems” on page 89. If
you cannot resolve the problem with the procedure in Chapter 4, “Mvs Proce-
dures for TSO/VTAM Problems,” return to this procedure.

VM For vscs, see Chapter 5, “VM Procedures for VSCS Problems” on page 93.

If you are using vscs, and you have not identified the cause of the problem, go
to “VM Performance Problems” on page 143.

Get tuning statistics.

If the performance problem is associated with traffic through a channel-
attached host, a channel-attached communication controller, or a channel-
attached sNA physical unit, it may be helpful to get tuning statistics for vram.
(For more information on tuning statistics, see “Modify Tuning Statistics” on
page 272.)

Get output from the sms (buffer use) trace.

You may have enough information to identify the problem. If so, go to
“Reporting Procedure” on page 68. If you do not, continue with this step.

a. Buffer pool expansion can cause performance problems. During vTam
initialization, error recovery, and VARY and DISPLAY command processing,
buffer usage is higher than normal. If buffer expansion is used, buffer
pools should not expand except during such peak periods. Thus, what
appears to be high buffer usage could be normal depending on the level of
system activity.

Run the buffer use trace (TYPE=SMs). For information on how to start the
trace and examine the output, see “SMS (Buffer Use) Trace” on page 237.
For diagnostic purposes, change the buffer request interval (RACBSNAP) in
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module ISTRACON to a value of 50 (X'32'). This change causes trace entries
to be written more often to give a more accurate picture of buffer usage.

b. Using the time stamps in the system console and buffer use trace, corre-
late an excessive number of buffer pool expansions or large number of
buffers used from a single pool with network activity recorded on the
console. Constant high usage of a buffer pool may show that not enough
buffers were allocated at vTaM initialization to properly support the level of
network activity. Also look for a buffer pool that continually grows; buffers
may not be released by some vTaM routine. Add the name of a particularly
active buffer pool (for example, LPBUF or I0BUF) to your documentation list.

7. MVS Get output from the network controlier line trace.

If an 1BM 3710 Network Controller is installed, start the network controller line
trace. This traces information passing over the lines to and from a 3710. (For
more information about this trace, see “MVS Network Controller Line Trace
(3710 Only)"” on page 250.) Print the trace output with TAP.

8. Get additional documentation.

If no solid indication of a problem is apparent at this point, run the viam
internal trace (vIT) with OPT=PSS.API,.SSCP.PIU" and MODE=EXT. This creates a
history of vram activity. At the time of performance degradation, stop viT and
take an svc dump of vTAM. (For more information on the svc dump, see “MVS
SVC Dump” on page 284.) Print the dump and trace output for future refer-
ence.

9. Report the problem.

Go to “Reporting Procedure” on page 68.

If you are running an Lu 6.2 application, include the ArPPC VIT option in this list.
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Documentation Procedure

Note: Before using this procedure, be sure that documentation is the problem. A
vTAM problem may cause the documentation to appear wrong.

If the problem is documentation, use the procedure in Figure 16 to collect the fol-
lowing documentation:

* Incorrect information
¢ Form number of book.

Documentation

A
1 2 3
Identify the Record the

. . . Report
incorrect information manua! number P

Figure 16. Overview of the Documentation Procedure
Detailed descriptions of the steps involved in the documentation procedure begin
below.

1. Identify the incorrect information.

Add to the documentation list the name of the macro, operand, or procedure
that is incorrectly defined or explained in the documentation (for example,
“line trace.”)

2. Record the form number.

Add the form number of the vTaM book to your documentation list in the form
ccnnnnnnrr (omitting the dashes in the number; rr is the revision level). For
example, report the form number of this book as LY30560100.

3. Report the problem.
Go to “Reporting Procedure” on page 68.

Note: Report a documentation problem only when it causes a vTam problem.
For suggestions, comments, or questions about vTAm books, use the Reader’s
Comment Form at the back of the book.
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Failing Module Procedure

Use this procedure if you have identified a failing vTAM module in one of the other
procedures (abnormal end, message, or loop). Figure 17 shows an overview of
the failing module procedure.

Use this procedure to get the following documentation:

¢ Module iD and PTF eyecatcher
* Module descriptive name

¢ Caller of moduie

¢ VvIT trace output.

Failing
Moduie

l

Determine
caller
of module

Dispatched
by PSS
?

l Yes

Locate CRA/RPH
associated with
function

l ;

Determine Determine which
the work p»| request or command v
element invoked the process

Hove VIT Report
available

Figure 17. Overview of the Failing Module Procedure

Detailed descriptions of the steps involved in the failing module procedure begin
on page 68.
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1. Determine the caller of the service routine.

The failure may have occurred in a vTAM service routine used for many pur-
poses. Determine the caller of the service routine. Use the save area con-
ventions in “Using a Dump to Follow the Execution Sequence of VTAM
Components” on page 302.

2. Examine the work element structure.

If your problem type is an abnormal end or loop, and the module is dispatched
under control of viam pss, find the CRA/RPH associated with the process. (See
step 10 on page 40 in the wait procedure.) The RPHWEA field (at offset X'1C"')
usually points to the work element associated with the process at the time it
was dispatched. To identify the work element, see “Using a Dump to Follow
the Execution Sequence of VTAM Components” on page 302.

From the work element, it may be possible to identify an sSNA request/response
type, an operator command, or an application program request that ultimately
caused the process to receive control. Add this request or command name to
your documentation list.

If the RPHWEA field does not point to the work element, continue with step 3.
3. Get more trace output.

Use the vit options pss and sMs to get more information about how the failing
module received control or where the relevant control blocks are found.

Use the last pDisP entry for the failing process to get the address of the work
element and module name of the process entry point.

Continue with “Reporting Procedure.”

Reporting Procedure

Depending on the terms and conditions of your service agreement, you should
report the problem to either the local branch office or the iBM Support Center.

After asking for your account name and other customer identification, the service
representative will ask for a brief description of the problem. Your documentation
list should contain the answers to all questions related to the problem.

You can find more information about the 1IBM Support Center and our problem
solving process in the Programming System General Information Manual.
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Chapter 4. ws Procedures for TSO/VTAM Problems

This chapter shows you what documentation to collect for each type of common
TSO/VTAM problem. Use this chapter in conjunction with Chapter 3, “Procedures
for Specific Problem Types” on page 19.

Note: Most traces discussed in this chapter are described in Chapter 7, “Using
VTAM Service Aids.” The exception is svc 93 and svC 94 entries, which are
described in the Debugging Handbook, Volume 1. For vTAM and TSO/VTAM command
syntax, see VTAM Operation.

To use this chapter, start below and follow the steps.

1. Are you receiving one or more of the following messages?

® USS message 7 'Lu-name UNABLE TO ESTABLISH SESSION — RU-name FAILED WITH
SENSE sense’, or similar uss message

* Uss message 10 (the “good morning” message)
* Message IKT0241 or IKT019I at the operator’s console
¢ Message IKJ608l at the operator’s console.
If so, go to "mMvs Logon Problems” on page 73.
Otherwise, continue with step 2.
2. Have you encountered one of the following abends?

® ABENDOAB
¢ ABENDOAC
¢ ABENDOAD
¢ ABEND150D.

If so, go to “mMvs TSO/VTAM Abends” on page 77.
Otherwise, continue with step 3.
3. Do you have a hung terminal?
* The terminal does not respond to any keys you press.

¢ You must enter data from the terminal before processing will continue (in a
situation where output is expected).

If so, go to “mvs Hung Terminal Problems” on page 79.
Otherwise, continue with step 4.
4. Are you having one or more of the following screen management probiems?
e Datais in the wrong place on the screen.

e Data stream errors occur (such as operation checks, commands are
rejected, PROGXXX).

¢ Function errors occur (such as incorrect full-screen processing or incorrect
line prompting in input mode of TSO EDIT).

¢ Data length is incorrect.

* Data content is incorrect.
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If so, go to "Mvs Screen Management Problems” on page 81.

Otherwise, continue with step 5.

. Are you having one or more of the following screen size problems?

* The terminal does not operate in the expected screen size after you log on.
* The screen is not always the expected size during a TSO session.
If so, go to “Mvs Screen Size Problems” on page 86.

Otherwise, continue with step 6.

. Are you having one or more of the following performance problems?

¢ Slow response time
* Anincrease in the number of detected waits
* Anincrease in the number of swap-outs.
If so, go to “Mvs Performance Problems” on page 89.

Otherwise, if your problem is not listed in the steps above, it is probably not a
TSO/vVTAM problem. Go back to Chapter 3, “Procedures for Specific Problem
Types” on page 19 and look for a more likely problem symptom. If you cannot
find a more likely symptom, go to “Reporting Procedure” on page 68.
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ws Logon Problems

This section provides documentation requirements and diagnosis procedures for
logon problems.

The recommended documentation is:

e vTAM buffer contents trace.

To see the data in the buffer contents trace. set CONFTXT=NO in the TSOKEY00
member of SYS1.PARMLIB before starting TSO/VTAM.

e VTAM internal trace with MODE =EXT and OPTION = (API.PIU.SSCP.MSG).

The vTaM internal trace may not be required. Review the diagnosis procedure
for your problem to see if it is required.

1. Did your first logon using uss commands fail?
If so, continue with the next step.
Otherwise, go to step 5 on page 74.

2. In VTAM Customization, review the process for setting up the uss table and
using uss commands. Check for the following errors:

¢ |s your logon command syntax incorrect?
If so, try to log on using the correct command syntax.
Otherwise, continue with the next step.

¢ |s the logmode name incorrect?

If the logmode name is specified incorrectly, or if a default logmode entry
that is inappropriate for the device type is used, you will get ussmMsG7. Look
up the sense code in VTAM Messages and Codes and correct the logmode
name.

3. Can you log on to 1s0 without using uss commands?
If you cannot log on at all, go to step 4.

If you can log on. start the vTam buffer contents trace and log on again. Look at
the trace output to see what session parameters are contained in the BIND, and
compare those parameters to the ones in your logmode table.

If the session parameters in your logmode table are incorrect, make the neces-
sary corrections. Also, make sure the DLOGMOD operand specifies the correct
logmode table entry. (For more information on defining TSO/VTAM session
parameters, see VTAM Installation and Resource Definition.)

If you still cannot identify the problem, go to “Reporting Procedure” on
page 68.

4. If you cannot log on at all, and if this is your first logon attempt from the device
as well as your first logon attempt using ussS commands, go to step 5 on
page 74.

If you cannot log on at all, and if this is not your first logon attempt from the
device, go to "Reporting Procedure” on page 68.
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5. Did your first logon from a particular device fail?
If so, continue with the next step.
Otherwise, go to step 7.

6. Check for an error in the terminal definition statement, the logmode table, or
the MODEENT macro. (These are described in VTAM Installation and Resource
Definition.)

a. If you receive message IKT0241 with return code X*'210000' or X'220000',

the BIND has been rejected. The following steps should help you find the
invalid portion of the BIND:

1) Locate the BINFM in the BIND. BINFM must be X'02' or X'03'. (For more
information on coding the BIND, see VTAM Programming.)

2) If a PSERvVIC is coded, see VTAM [nstallation and Resource Definition to
make sure all fields are coded correctly.

. Check to see if the DLOGMOD name is correct on the terminal definition

statement.

If it does not match an entry in the logmode table, the first entry in the
logmode table is used as the default. The parameters on the default
logmode table entry may not be appropriate for your device type, and as a
result, the wrong BIND image may be passed to the logon exit and a CLSDST
pAss failure may occur.

Note: You can see this failure in the vTaM internal trace using the AP
option. For more information on the vTAM internal trace, see
Chapter 8, “Using the VTAM Internal Trace.”

. Check the logmode table entry to see if the parameters are specified cor-

rectly for your device type.

If not, the wrong BIND image may be passed to the logon exit and a CLSDST
pPAss failure may occur.

. Check to see if the MODEENT macro is defined correctly.

If it is not, the terminal may reject the BIND, or the terminal may indicate to
the logon exit that the terminal is not supported by Tso/vTAM.

. If you have not identitied the problem, and if users can log on to TS0 from

other terminals, start the vram buffer contents trace and check the BIND.

. If logons fail for all terminals, or if the BIND in the buffer contents trace is

what you expected, run the vTaMm internal trace with options APi, PIU, SSCP,
and MsG.

. If you still have not resolved the problem, go to “Reporting Procedure” on

page 68.

7. Did previous logons succeed, but now you cannot log on?
If so, continue with the next step.

8. Did you get message 1KJ6081?
If not, go to step 13 on page 75.

If so, continue with the next step.
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9. Is message iKJ60si followed by message IKT1041?
If it was not, go to step 10.

If if was, a storage shortage prevented the OPEN ACB from completing success-
fully. This is a vTam storage shortage, not a TSO/vTAM storage shortage. See
“Message Procedure” on page 53 for diagnosis information.

10. Is message ikJ6081 followed by messages IST8044, iST4001, and 1ST8051?
If so, the cLSDST PASS may have failed. Continue with the next step.
11. Is this a cross-domain logon?
If not, go to step 12.

If this is a cross-domain logon, make sure each domain has the same number
of TSO/VTAM APPLIDS defined.

If one domain has more APPLIDs defined than the other, the CLSDST PASS can fail,
with an RPLRTNCD and RPLFDB2 combination of X'1453'. (The values of these RPL
fields are shown in the vTam internal trace using the APl option. For more infor-
mation on the vTam internal trace, see Chapter 8, “Using the VTAM Internal
Trace.")

12. Is there an invalid Tso/vTam APPLID? (For more information on defining APPLIDS,
see VTAM Installation and Resource Definition.)

If so, correct the apPLID.
If not, continue with step 13.
13. Did you get message IKT1111?
If not, go to step 14 on page 76.

If so, check the message text to determine the reason for the logon failure.
See VTAM Messages and Codes for additional diagnostic information.
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14. Is an ABENDOAB with return code X'0201' or X'0202' associated with the logon
attempt?

If not, go to step 15.

If so, check the LOGREC entry for additional information.

Reason

Code Register Contents

X'0105' |6 RPLRTNCD, RPLFDB2, and RPLDAF
7 RPLFDBK?2 (the word of sense)

X'0201' |8 ACBERFLG (for OPEN ACB failure)
9,10 TVWA ACB Name (TSOnnnn)

X'0202' |8 ACBERFLG (for OPEN ACB failure)
9, 10 TVWA ACB Name (TSOnnnn)

X'0203' |5 ACBERFLG (for CLOSE ACB failure)
6,7 TVWA ACB Name (TSOnnnn)

Figure 18. MVS ABENDOAB information in LOGREC

Then go to “Reporting Procedure” on page 68.

15. If none of the previous situations apply, start the vTam buffer contents trace and
the vTaM internal trace, and trace the logon attempt. Then go to “Reporting
Procedure” on page 68.

76 VTAM Diagnosis LY30-5601-1 © Copyright IBM Corp. 1984, 1989



“Restricted Materials of IBM"

Licensed Materials — Property of IBM

ws TSO/VTAM Abends

TSO/VTAM issues several unique abends. This section briefly describes the causes
and documentation requirements for each one. Use the information provided here
and in VTAM Messages and Codes to try to resolve the problem.

If you are not able to do so, go to “"Reporting Procedure” on page 68.

vmvs ABENDOAB

ABENDOAB occurs when a vTIOC module issues a VTAM macroinstruction that fails.
Depending on the values of the RPLRTNCD and RPLFDB2 fields, the macro may be
retried. |f the retry fails, ABENDOAB is issued.

Offset Length Description
(bytes)
X'280' 8 Terminal name
X'289' 1 RPL request type: X'22' = SEND
X'23' = RECEIVE
X'28A'" 1 RPLRTNCD
X'28B' 1 RPLFDB2
X'28C' 4 RPLFDBK2 (Sense code)

Figure 19. MVs ABENDOAB Information in a Dump of SDWA

If this happens during the execution of a SEND or RECEIVE, the session is placed in
reconnect status.

The recommended documentation is:

Contents of register 15.

This contains the reason code, which is explained in VTAM Messages and
Codes.

Message text for message IKT108I.
The software LOGREC entry.

If you have a LOGREC entry, look at an unformatted dump of the spwa.
Figure 19 describes the pertinent data you should look for in the dump.

The dump that is created automatically for this abend.

For abends associated with 170 errors, a dump is not generated automatically
unless the RCFBDUMP parameter of the TSOKEYO0 member of SYS1.PARMLIB is set
for it.

For errors that occur during session initialization or termination, run the viam
internal trace with options API, PIU, MSG, SSCP, and PsS.
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ABENDOAC

ABENDOAC occurs when an error halts TCAS processing.

The recommended documentation is:

* Contents of register 15.

This contains the reason code, which is explained in VTAM Messages and
Codes.

¢ TWARSON (IKTCASWA + X'02').

This also contains a reason code, which is explained in MVS System Codes or
VTAM Messages and Codes.

ABENDOAD

ABENDOAD occurs when the TSO/VTAM queue manager has a problem manipulating
storage for the input and output queues.

The recommended documentation is:

¢ Contents of register 15.

This contains the reason code, which is explained in VTAM Messages and
Codes.

* The dump that is created automatically for this abend.

ABEND15D
ABEND15D occurs when the issuer of a TGET, TPUT, or TPG macro passes an invalid
data area to the svCc 93 modules. A TPUT or TPG request requires read access to the
area, and a TGET requires write access. ABENDOC4 occurs when IKTVTPUT Or IKTVTGET
tries to validate the data areas passed from the application program, and IKT93EST
changes the ABENDOC4 to an ABEND15D.

The recommended documentation is:

¢ sLiP dump of the ABENDOCA.
The sLip dump is described in the MVS Operator’s Library.

® GTF trace of svc 93 entries.

Note: Either of these will show the invalid address.
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wvs Hung Terminal Problems

This section provides documentation requirements and diagnosis procedures for
problems with hung terminals. Use this information if this problem occurs while
you are using TSO/vTAM. This procedure will help you determine when the hang
occurred and what was happening at that time.

If the problem occurs during logon or logoff, get the recommended documentation
and go to “Reporting Procedure” on page 68.

The recommended documentation is:

¢ VvTAM buffer contents trace.

To see the data in the buffer contents trace, set CONFTXT=NO in the TSOKEY00
member of SYS.1.PARMLIB before starting TSO/VTAM.

® GTF trace of svC 93 and SvC 94 entries.

See the Debugging Handbook, Volume 1, for information on interpreting svc ¢3
and svC 94 entries.

e VTAM internal trace with MODE =EXT and options API and PIU.
* TGET/TPUT trace.

The TGET/TPUT trace records all TGET/TPUT/TPG data except address space ID
TPUTS.

You can get the TGET/TPUT trace by issuing the MODIFY TRACE command with
TYPE=TSO. The MODIFY command is described in VTAM Operation.

¢ Dump of the nucleus, csA, and user’s address space.

If you think you might not be able to re-create the problem, take a dump before
you try to clear the hang.

If input (such as ATTN, RESET, or ENTER) clears the hang, both a dump and traces
may be necessary. You may want to start the traces, take a dump with the ter-
minal hung, clear the hang, and then stop the traces.

¢ Collect additional general information:

— Try to determine if the error is related to a certain type of hardware or a
certain protocol (SNA Or Non-SNA).

— Try to determine if the hang is related to a particular application program
or type of application program (full-screen, graphics, and so on).

If so, do other similar types of applications also hang?
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1. Was the last data that was sent from the application program to vram sent to
the terminal before the hang occurred?

To determine this, look for a vTam buffer contents trace entry that corresponds
to the last TPUT trace entry.

If you see these corresponding entries, the output was sent to the terminal.

2. If the keyboard locked after data was sent to the terminal, check the outbound
buffer contents trace entry for:

¢ Bracketing indicators in RH byte 2
¢ Change direction indicator in RH byte 2

¢ Write control character to unlock the keyboard in byte 2 of the output
request unit.

If an end bracket was sent, the keyboard should be availabie.

if a change direction was sent and the keyboard has been uniocked, the key-
board should be available.

If a TGET is issued after a full-screen TPUT, TSO/VTAM should unlock the keyboard.

3. If the keyboard has not been unlocked, see what kind of TPUT was issued last.
(The option flag bytes in the TPUT entry show what kind of TPUT it is.)

¢ For a NOEDIT or TPG TPUT, TSO/VTAM will not unlock the keyboard. The appli-
cation program is supposed to send a write control character to unlock the
keyboard.

¢ For other TPUT options, is a TGET outstanding?
If a TGET is outstanding, TSO/VTAM is supposed to unlock the keyboard.

If no TGETs are outstanding, contact the group responsible for the applica-
tion program.

4. If the last activity prior to the hang was input from the terminal, was the data
passed to the application program? (if it was, the TGET trace entry will corre-
spond to the inbound vTam buffer contents trace entry.)

* If so, did the application program ever issue another TPUT?

If the application program never issued another TPUT, contact the group
responsibie for the application program.

¢ If not, is there anything on the output queue? (TvwABOQ points to the first
output queue element.)

¢ |f data has been received by Tso/vTaMm, but it has not been sent to the ter-
minal, go to “Reporting Procedure” on page 68.

5. If you have not identified the problem, go to “Reporting Procedure” on
page 68.
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mvs Incorrect Output Problems

Two main types of incorrect output problems are discussed in this section. Screen
management problems involve mode errors, exception responses, and problems
with the data on the screen. Screen size problems involve an incorrect or unex-
pected screen size, either in a particular mode or all the time. Choose the one that
is most like your symptoms and follow the procedure for that problem.

mvs Screen Management Problems
This section provides the documentation requirements and diagnosis procedures
for problems displaying data on the screen. This section deals with five types of
screen management problems:

e Function error (incorrect screen management for mode)
¢ Exception responses

e Extra or missing data

e Data is not placed correctly on the screen

e Data appears to be translated incorrectly.

Choose the one that most closely matches your symptoms and follow the proce-
dure for that problem.

Note: Problems with incorrect screen sizes are addressed in “MVs Screen Size
Problems"” on page 86.

The recommended documentation is:

e VvTAM buffer contents trace.

To see the data in the buffer contents trace, set CONFTXT=NO in the TSOKEY00
member of Sys.1.PARMLIB before starting TSO/VTAM.

e GTF trace of svC 93 and SvC 94 entries.

See the Debugging Handbook, Volume 1, for information on interpreting svC 93
and svC 94 entries.

* TGET/TPUT trace.

The TGET/TPUT trace records all TGET/TPUT/TPG data except address space ID
TPUTS.

You can get the TGET/TPUT trace by issuing the MODIFY TRACE command with
TYPE =TSO. The MODIFY command is described in VTAM Operation.

¢ Dump of csa storage and the user’s address space.

This is only required for address space ID TPUT errors.
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mvs The Screen Functions Improperly for the Mode
1. Review the svc 94 entries to determine the mode. The STFSMODE and STLINENO
macros set full-screen mode on and off.

Full-screen mode.
In full-screen mode, the application handles screen management.

If the problem relates to full-screen processing, review the information on
full-screen mode in the TSO Guide to Writing a Terminal Monitor Program.

If this does not describe the full-screen processing that you are experi-
encing, note the differences.

Line mode.
In line mode, TSO/VTAM handles screen management.

In line mode, the data generated by the application program is placed line
by line down the screen. READY appears on the line below the data, and the
cursor appears on the line below that. When the screen is full, TSO/VTAM
sends a page prompt to the screen. When you press the ENTER key,
TSO/NTAM clears the screen and sends any remaining data to the screen.

If you enter data on the next to the last line of the screen, no page prompt
is sent. Instead, TSO/VTAM clears the screen and reshows the data (or
command) at the top of the screen.

If this does not describe the line mode processing that you are experi-
encing, note the differences.

2. Report to the group (Tso/vTam or the application program) that appears to be

responsible for the incorrect screen management.

mvs Exception Responses

82 VTAM Diagnosis

1. Does the error indicator reflect an error in the Ru portion of the pPiU (sense =

1003 or 1005)?

If so, continue with this step.

Otherwise, go to step 2.

a.

See what kind of TPUT was issued. (This is shown in the flag byte of the
TPUT trace entry.)

For a NOEDIT TPUT, TSO/VTAM should not change the data provided by the
application program. Compare the data in the TPUT trace, which starts at
X'2C' into the trace record, with the vTam buffer contents trace.

If Tso/vTAM has not changed the data, contact the group responsible for the
application program that issued the TpPUT.

For a full-screen TPUT, was the data that is causing the error generated by
the application program? (Data generated by the application program is
present in the TPUT trace entry.)

If so, contact the group responsible for the application program that issued
the TPUT.

If not, go to “"Reporting Procedure” on page 68.
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2. Look at the error sense code.

If it is X'800A", the PIU is too long. This is probably a definition error. In this
case:

a. Look in the TH portion of the buffer contents trace entry to find out the
length of the piu that caused the error.

b. See how MAXDATA is defined in your pccu definition statement. The
MAXDATA value that you code should be as large as the largest piu that will
be sent to the terminal by an application program.

If you have more than one pccu definition statement, check to see that the
right one is being used.

3. If there are other error indicators, get the documentation shown in step 5 on
page 59 and continue with that procedure.

4. If you have not resolved the problem, go to “Reporting Procedure” on page 68.

mvs Extra or Missing Data
1. Is the problem with input (data received by the application)?

a. Is too much data being passed to the application?

¢ |f previous input is added to the end of the current input, the modified
data tags may have been set improperly in previous TPUTs. Go to the
“Reporting Procedure” on page 68.

¢ |f the backspace key, character delete key, or line delete key is not
functioning properly, look for svC 94 entries that may have changed the
default in the sTCcC macro.

If this does not account for the problem, get a dump of the nucleus, the
CSA, and the user’s address space. Then go to “Reporting Procedure”
on page 68.

b. Is insufficient data being sent to the application program?

¢ Find out which TGET option was used. Tso/vTaM edits data sent from the
terminal before it passes it to the application program. The type of
editing that Tso/vTam does depends on the TGET option. Certain charac-
ters may be deleted, such as control characters, aid characters, and
set buffer address (SBA) sequences. Look at the flag bytes in the TGET
trace entry to see which TGET option was specified. TGET options are
described in the TSO Guide to Writing a Terminal Monitor Program.

e Find out if any user edit exits are involved. User edit exits are listed in
VTAM Installation and Resource Definition.

¢ if you have not resolved the problem, go to “Reporting Procedure” on
page 68.
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2. Is the problem with output (data sent by the application)?

a. Was extra data sent to the screen?

TSO/VTAM should not generate any printable data. Compare the data
portion of the TGET/TPUT trace with the data in the vTam buffer contents
trace.

If you see printable data in the buffer contents trace that is not in the
TGET/TPUT trace, go to "Reporting Procedure” on page 68.

If you see the same data in both traces. contact the group responsible for
the application program that issued the TPUT.

. Was data from the application lost?

Tso/vTaM does not generally delete data sent by the application program
unless it is doing reshow processing. In reshow processing, TSO/VTAM
deletes the full-screen TPUT and sends a reshow character (X'6E"') to the
full-screen application program. This is shown in the TGET trace entry.
Compare the data portion of the TpPUT trace entry with the data in the vTam
buffer contents trace entry to see if any data has been deleted. Determine
whether this is a Tso/vTAM problem or an application program error and
contact the appropriate group.

Note: For more information on reshow processing, see the TSO Guide to
Writing a Terminal Monitor Program.

3. If you have not resolved the problem, go to “Reporting Procedure” on page 68.

wvs Data Is Misplaced on the Screen or Page
1. Does data wrap around the screen? (Wrapping means that data fills the line
and splits inappropriately between lines.) '

84

If it does, continue with this step.

Otherwise, go to step 2.

a.

VTAM Diagnosis

Find out which TPUT option was issued. Bytes X'12' and X'13' of the TPUT
trace entry contain the option flags.

For a NOEDIT TPUT, TSO/VTAM does not edit data, and therefore does not
change any sBA sequences that may be issued by the application program.
Contact the group responsible for the application program that issued the
TPUT.

For a full-screen TPUT, TSO/VTAM does not generate SBA sequences to place
the data on the screen. Tso/vTaM changes invalid buffer addresses to print-
able characters (X'7A"), but this would not cause the screen to wrap.

If the symptom is incorrect screen size, go to "mvs Screen Size Problems”
on page 86.

Otherwise, contact the group responsible for the application program that
issued the TPUT.

If the data was sent without a full-screen or NOEDIT option, go to "Reporting
Procedure™ on page 68.
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. If the problem is not on a display terminal, go to “Reporting Procedure” on

page 68.

. Are sBa sequences correct? Check the type of TPUT that was issued. Bytes

X'12"' and X'13' of the TPUT trace entry contain the option flags. For full-
screen and NOEDIT TPUTS, the application program usually generates the sBA
sequences that determine where data is placed on the screen.

. Is the buffer address invalid?

* If the buffer address is invalid for the screen size, contact the group
responsible for the application program.

e |f an invalid buffer address (shown in the TPUT trace entry) is translated to a
printable character (X'7A"), the data will go to an incorrect location on the
screen.

* If the buffer address is valid for the terminal in its present screen size, but
was translated, go to “Reporting Procedure” on page 68.

If this is the first non-full-screen TruT following a full-screen TPUT, look for an
SVC 94 trace entry for STLINENO. This macro may be issued by a full-screen
application to indicate which line the next non-full-screen data should appear
on.

If the data was placed by the STLINENO macro, contact the support group for the
application program that issued the macro.

. If you have not resolved the problem, go to “"Reporting Procedure” on page 68.

= Data Appears To Be Translated Incorrectly
Incorrect output is the main symptom of this problem. Sometimes the incorrect
output is colons. The problem is probably related to the TPUT option that was speci-
fied.

1.
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Look at the option flag bytes (X'12' and X'13"') in the TPUT trace entry to deter-
mine what options were used.

. See the TSO Guide to Writing a Terminal Monitor Program to see what editing

occurs for each type of TPUT option.

If the incorrect output consists of colons, determine what data from the TPuT
trace entry is being edited into the printable character X'7A", a colon.

See if TSO/VTAM is editing correctly.

Note: Many applications use TPUT options that do extensive editing and trans-
lation. This allows many different hardware devices to communicate with the
application program without causing /0 errors. You may need to write your
own user edit exits to make sure that all characters that are valid for your ter-
minals appear on the screen, especially if you are using type 1 logical unit
devices.

If the editing does not appear to conform to the options specified, check for
user edit exits or translation tables. (VTAM Installation and Resource Defi-
nition has a list of these exits.)

If you have exits or translation tables, verify that they are not causing the
problem.
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. Did the application program send incorrect data to vtam? The data is shown in

the data portion of the TPUT trace entry.

If so, the problem is in the application program.

. If you have not resolved the problem, go to “Reporting Procedure” on page 68.

ws Screen Size Problems
This section provides documentation requirements and diagnosis procedures for
screen size problems. Two major types of errors occur:

86 VTAM Diagnosis

The screen never operates in the expected size

* The screen is not always the expected size when you change modes.

Choose the one that most closely matches your symptoms and follow the proce-
dure for that problem.

Recommended documentation includes:

All of the traces may not be required. Read the diagnosis procedure before you
get them.

VTAM buffer contents trace.

To see the data in the buffer contents trace, set CONFTXT=NO in the TSOKEY00
member of SYs.1.PARMLIB before starting TSO/VTAM.

GTF trace of svC 93 and SVC 94 entries.

See the Debugging Handbook, Volume 1, for information on interpreting svc 93
and svC 94 trace entries.

TGET/TPUT trace.

The TGET/TPUT trace records all TGET/TPUT/TPG data except address space ID
TPUTS.

You can get the TGET/TPUT trace by issuing the MODIFY TRACE command with
TYPE=TSO. The MODIFY command is described in VTAM Operation.
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mvs The Screen is Never the Expected Size
This is probably a definition problem.

1. If you are using a uss command to log on, try logging on without it.

If this corrects the problem, review the use of the uss command in VTAM
Customization and check the following:

* |s the terminal a non-sNA 32707
If it is, does the uss command include a ussPARM macro for the logmode?

If so, vTAM ignores the logmode name from the terminal definition state-
ments and uses its own default BIND image instead.

* Does the uss command establish a default logmode name?

If so, the default name overrides the name in the terminal definition state-
ment.

2. If this is not a uss command problem, check to see if the PSERvIC operand of the
MODEENT macro is coded correctly. VTAM Installation and Resource Definition
explains how to do this.

e Are primary and alternate sizes coded correctly?
¢ For screen switching, is BINPRESZ coded correctly as X'7F'?

3. If you have not identified the problem, look at the BIND that is sent. This is
shown in a vTAM buffer contents trace of the logon, or in a dump (get the user’s
address space, nucleus, and CsA, and look at TSBXBIND).

* |f the BIND image is not what you expected, check the LU definition state-
ment for an incorrect LOGMODE or DLOGMOD parameter.

* |f no logmode table or bLOGMOD operand is specified, no PSERVIC is passed
to the TSO/vTAM logon exit routine. In this case, TSO/VTAM issues an INQUIRE
DEVCHAR macro and VTAM indicates that the terminal is a logical unit.
TSO/VTAM then uses the SCRsize operand found in TSOKEY00. The default
value for scRrsize is 480 (12 rows and 40 columns).

4. If you have not resolved the problem, go to “Reporting Procedure” on page 68.

mvs The Screen Is Not the Expected Size for the Mode
Full-screen mode. The application program controls screen management in full-
screen mode. The primary (small) screen size is considered by TSO/VTAM as the
default size. The application program can control screen size by sending write
commands in TPUTs that it issues. The write commands are X'F5', erase write, and
X'7E', erase write alternate. The application program issues X'F5', erase write,
to set the primary screen size, or X'7E', erase write alternate, to set the alternate
(large) screen size.

If neither size is issued, the screen will remain whatever size was in effect when
the application program entered full-screen mode.

Line mode. TsO/VTAM controls screen management in line mode. It generally uses

the large (alternate) screen size when processing TPUTs in line mode. You can use
the 7SO TERMINAL command and STSize macro during a session to change the screen
size for non-full-screen processing.
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Using output from the vTam buffer contents trace, the TGET/TPUT trace for TSO/VTAM,
and the GTF trace of the svC 93 and SvC 94 entries, try to locate the source of the
problem.

1. Check the svc 94 trace entries to see whether the processing is in full-screen

mode or line mode. The STFSMODE and STLINENO macros set these modes on
and off.

If the processing is in line mode, go to step 6. Fdr full-screen mode, continue
with step 2.

. Note if the incorrect screen size is related to entering or exiting full-screen

mode.

. Locate the TPUT trace entry for the data that appears on the screen when the

screen is the wrong size. Determine the TPUT options for this TPUT and the one
that precedes it by looking at the option flag bytes.

If either is a full-screen TPUT, look at the first data byte.

If the first data byte is an escape character (X'27'), the write command that
follows has been specified by the application program. This write command
should determine the screen size.

If the write command is different in the buffer contents trace, go to “Reporting
Procedure” on page 68.

. If there is not an escape character in the first data byte, is a write command

(X'F1', X'7E", or X'F5') provided?
If one of these write commands exists, continue with this step.
if not, go to the next step.

If this write command is different in the vTam buffer contents trace, go to
“Reporting Procedure” on page 68.

If the same write command appears in both traces, contact the group respon-
sible for the application program.

. If a write command is not provided in the TPUT data, and processing is in full-

screen mode, does the write command generated by TSo/vTAM set the same
screen size as the last write command provided by the full-screen application
program? To determine this, compare the write command in the buffer con-
tents trace entry with the last one provided in a TPUT trace entry. The write
command is located in the data portion of the TPUT trace, at X'2C' into the
entry.

if the write commands are the same, go to “Reporting Procedure” on page 68.

If the write commands are different, contact the group responsible for the appli-
cation program.

. If processing is not in full-screen mode, did the STsizE macro set the screen

size? To determine this, look in the svc 94 trace entries. An entry code of
X'0A' in the high order byte of register zero indicates that the STSIzE macro set
the screen size.

If the screen size was set by the application program, contact the group
responsible for the application program.

Otherwise, go to “Reporting Procedure” on page 68.

7. If you have not resolved the problem, go to “Reporting Procedure” on page 68.
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ws Performance Problems

This section provides documentation requirements and diagnosis procedures for
performance problems. Use this section along with the information in “Perform-
ance Procedure” on page 62. In addition to the documentation required in “Per-
formance Procedure.” you will need:

GTF trace of svC 93 and SvC 94 entries.

See the Debugging Handbook, Volume 1, for information on interpreting svc 93 and
SVC 94 trace entries.

1. Are wait and hold options slowing response time?

The application program may be issuing TPuTs and TGETs with the wait or hold
options. The wait option indicates that the application program should not
regain control until output data has been placed on the output queue (TPUT) or
input is available (TGET). A TPUT with a hold option indicates that control should
not be returned to the application until the data has reached the terminal.
These options may be necessary for screen management, but prolong
response time and increase the number of times the address space is
swapped.

2. Is an external system resource slowing response time?

If all users must access the same resource, such as a system catalog, perform-
ance deteriorates. This problem is especially severe when exclusive ENQs are
used to control access to the resource. To improve performance, redistribute
resources.

3. Are high and low buffer extents set at inappropriate values?

If the high and low buffer extents are too close together, output wait conditions
occur. Buffer extents are specified in TSOKEY00, a member of SYS.1.PARMLIB.
Tune the values of the high and low buffer extents to get optimum perform-
ance. Tuning is explained in VTAM Customization.

4. Are appL definition statements coded correctly?
Code the AUTH =NVPACE operand on all AppL definition statements for TSO/VTAM.

If you do not set NVPACE, VTAM indicates that it has already received input data,
instead of queuing the response until it receives the input data. Also, the swap
count is incremented by two every time the ENTER key is pressed.

5. Are pacing values set correctly for local sNA terminals?

VTAM ignores the NvPACE operand for sessions with logical units in a local
major node. Therefore, you must set non-zero pacing values for these logical
units.

6. Is the Mvs performance group specified correctly?

Set the application program’s performance group five to ten percent lower than
vTAM’s performance group. To see the application program’s performance
group specification, look at the dispatching priority in the task’s TCB.

7. If you have not resolved the performance problem, go to “Performance
Procedure” on page 62.
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Chapter 5. . Procedures for VSCS Problems

vww Documentation You Should Collect for All VSCS Problems

Always run vscs with one or more trace options active. The vSCS console commu-
nication services (ccs) trace option defaults to ON and shows what is happening
between vscs and ccs without significantly impacting system performance. (In
VTAM V3R1.2 and V3R2, the vSCS VTAM trace option also defaults to oN.) When you
need to re-create the problem, turn on all of the vscs trace options for the failing
logical unit (Lu), or for all logical units if the problem is not related to a specific
logical unit. To prevent the trace table from wrapping, run traces externally or
increase the size of the vscs internal trace table. For more information on setting
the size of the trace table, see VTAM Installation and Resource Definition.

When getting a vscs dump, use the dump formatting routine because control blocks
are easier to locate in formatted output.

When you report a problem. be prepared to provide the IBM Support Center with
the following information:

¢ vscs link map
¢ vSCs maintenance list
* VSCS DTIUSER specifications (unless default parameters are used)

* vM directory entries for vTaAM and vscs (if vscs is run in a separate virtual
machine)

* cp user-specified information in DMKRIO, DMKSYS, and DMKSNT (particularly for
installation and performance problems)

* GCs user-specific information (particularly for installation and performance
problems)

* vTAM user-created logmode tables (particularly for logon and incorrect output
problems).

Note: If vscs dumps are enabled, and any vscs dumps were created prior to the
problem you are reporting, please have those dumps available.

“VM General Procedures to Diagnose Logical Unit Hang Problems” on page 94

and “vMm Determining Device Characteristics” on page 97 explain how you can use
the vscs DISPLAY ID luname command to determine the status of a particular logical
unit. In some cases you can also determine where the problem is most likely to
be, or which products are involved. This can help you determine the type of doc-
umentation the 18M Support Center will require.

“VM VM/SP Logo Problems on an SNA Device” on page 113 is another new diag-
nostic procedure, introduced in v3R1.2.
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vm General Procedures to Diagnose Logical Unit Hang Problems

If the problem is for one or more logical units, but not for all logical units, use the
following commands to determine additional information as to where the problem
is, from an external viewpoint:

94 VTAM Diagnosis

1. Issue a vsCs DISPLAY ID = luname command. Use the display output to follow the
steps below.

a. Has vscs issued a VTAM CLSDST on the logical unit? If so, then the logical
unit was not found.

b. Is message DTIS61! displayed? If so, is this a “DIALED” logical unit?

c. Is message DTISe6! displayed? If so:

Note the current Presentation Services (Ps) state of the logical unit.

If the current state is one of the following—cCIP, CLP, IIP, INVL, LGF, LIP, LUP,
PRG, or SVR—then the logical unit is in an internal state and is waiting
for another process to complete before continuing processing for this
logical unit.

If the current state is AwL, vsCs is waiting for an interrupt from the
logical unit before displaying the vm/sp logo.

If the current state is Fss (full-screen support mode), then the applica-
tion is responsible for restoring the keyboard, not vscs. If the applica-
tion does not restore the keyboard, SNA logical units are left in a hang
condition and cannot be reset.

Determine which response mode is active for this logical unit.
— Exception response mode (ER; VTAM V3R1.2 and later)
— Definite response mode (DR; VTAM V3R1.2 and later)

Note: ER/DR refers to the mode that is allowed for this logical unit, not
the mode requested for the current operation.

See the explanations of DTIGEN options in VTAM Installation and
Resource Definition and VTAM Customization for more information on
exception response mode.

Determine whether recovery is in progress for this logical unit.

scip indicates that a network failure occurred and that vscs is
attempting to reacquire the logical unit.

RP indicates that recovery is pending. vscs is waiting for a response
before initiating recovery for the logical unit (exception response mode
only).

RIP indicates that recovery is in progress; VSCs is attempting to recover
the logical unit (exception response mode only).

Determine the current viam Services (vs) state of the DEVICE.

If the current state is TERM, then vscs is attempting to terminate the
logical unit.

If the current state is NORM, then the logical unit has not been termi-
nated.
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d. Is message DTIS65! displayed? If so:
* Does this message contain any IUCV PATHIDS?
If so, then a cp connection is currently active.

If this message just contains blanks, then a cpP connection is not cur-
rently active.

* What is the current RPL command?
* |Is the SEND RPL currently busy? (vTAM v3R1.2 and later)

If so, then vscs is waiting for a viAM command to complete before
doing anything else on the user’s behalf. Several conditions can cause
this to occur, including:

— Missing o interrupt

— Blocked PAB in VTAM

— Network problem with device or routes to the device
— sIO never issued.

Issue the vTAM D net,ROUTES TEST = YES to determine if the route is intact.
If it is intact, you need vTAM BUFFER USE and LINE trace to determine
whether the device responded to the last request.

e. Is message DTIS59! displayed? (VTAM V3Ri.2 and later)

Note: This message will only be displayed if the RECEIVE SPECIFIC option is
active.

If so, then is the RECEIVE SPECIFIC RPL busy?

If it is not busy, then vscs cannot receive any input from the logical unit.
Normally, this occurs only when the device is being returned to viam, is
recovering from an error, or is processing input data for the logical unit.

If the current ps state is AwL, then the logical unit is hung, because vscs is
waiting for an interrupt from the logical unit that will never be received.

If a vscs internal error did not occur for this condition, then get a dump of
the vscs virtual machine before recovering the logical unit by use of the
VTAM VARY Or VSCS FORCE command.

f. Is message pTises! displayed?

If so, then are the SEND or RECEIVE counts incrementing for the logical unit,
or are both currently zero?

If both are zero, you need additional information to determine whether the
problem is in vscs or vTaM. For example:

1) if the problem occurred during logon, determine whether the device
characteristics are correct for this logical unit. Check message DTIS65l.
If the current RPL command is OPNDST and the RPL is busy, determine
why VTAM is not not completing the request.

2) If scip is included with message DTISes!, determine why recovery of the
logical unit is not completing.

3) If the current RPL command in message DTISeS! is CLSDST, and RPL is
busy, determine why vTaMm is not completing the request.
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2. Issue a CP QUERY NAMES to see if the logical unit name is still connected to the
user ID.

3. If the user is still connected to cp, and the current ps state in message DTIS6s! is
not Fss, dump the vscs virtual machine. Send a message to the hung user and
see if that releases the logical unit.

4. Issue a vSCS QUERY to determine:
¢ The current vscs trace options that are active

¢ The buffer status (LIFO or FIFO queuing).

Note: if the logical unit has been hung for a while, the internal trace table has
wrapped, unless the trace was running externally, or was running for only the

logical unit in question.
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v Determining Device Characteristics

To determine if the right viaM logmode entry was used, issue the vSCS DISPLAY
ID=Iluname command. The resulting messages will indicate how the device char-
acteristics appear to vscs.

1. Is message DTIS61I displayed?
If so, note the device type: 3277, 3278, 3767, 2741, TWX, Or PRT.

Specifying the wrong vTAM logmode entry, or using the viam default logmode
entry, leads to incorrect operation of the logical unit. In some cases, message
DTIS99! from DTIPIPUT will occur when input is received from the logical unit.

Also note the device model. This determines the screen size that is used for
display devices. (Screen size is displayed in message DTIS63l.)

2. Is message DTIS621 displayed?
If so, what is the logical unit type?
0 Non-sNa display or printer device
1 Keyboard/printer device
2 sNA display or printer device
3 SNA printer device.
What are the device characteristics?

¢ £Ds indicates that extended data stream commands are supported (for
example, use of the Write Structured Field commands).

¢ NEDS indicates that extended data stream commands are not supported.
¢ APL indicates whether the device uses the NEW or OLD APL character set.
e COLOR indicates whether the device supports color.
¢ SHARED indicates that the device is a shared printer.
3. Is message DTIS63I displayed?
Note: This message is issued for displays only.
If so, note the screen size from the PSeRvic field of the vTaM logmode.

Also note the alternate screen size from the psSeRvic field of the vTam logmode
(or, for some devices, from the Write Structured Field Query reply data).

4. Is message DTiSe4! displayed?

Note: This message is issued for keyboard/printers only.
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v Symptoms of VSCS Problems

This chapter divides vscs problems into the following general problem types.

Note: Documentation requirements may differ if vscs is running in a separate
virtual machine from vTam. It is also important to understand that vscs errors do
not always result in a message, user disconnection, or user logoff.

98 VTAM Diagnosis

1.

“VMInitialization Problems” on page 101

® |nitialization never completes

¢ vscs terminates immediately upon starting
* A loop occurs during initialization

¢ Other initialization problems.

“VMTermination Problems” on page 109

* Termination never completes

* vscs terminates prematurely

¢ User's session terminates prematurely

¢ Operator commands terminate vscs unexpectedly
e Other termination problems.

“VMLogon Problems” on page 115

* First logon attempt fails
¢ Logon never completes (logical unit is hung).

“VMLogoff and Disconnect Problems"” on page 117
“VMWait and Loop Problems” on page 118

* All vscs logical units are hung
¢ One or more vSCS logical units are hung.

. “VMMessage Problems” on page 135

* Message DTIS99! indicates an internal error.
“VMIncorrect Output Problems” on page 138
“VMPerformance Problems” on page 143

* Paging and storage problems
* Slow response time on terminals.

“VMQOther VSCS Problems” on page 144

* SNA dial problems
* Printer sharing problems
* Operator command is not processed properly.
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ww Overview of Normal VSCS Initialization Process

Below is an overview of what takes place during normal vscs initialization. This is
the procedure that vscs follows each time it is initialized. Figure 20 shows the
components involved in initialization.

GCS processes Iucv requests from vscs that affect path ip setup and breakdown.
lucv external interrupts are handled by Gcs, which gives control to vscs after some
validation is done. All other Iucv requests and responses issued by vscs are
handled directly by cp.

< v

noo

cP 4| 1UCV <€} VSCS and VIAM

<OC—

GCS

Figure 20. ym Components Involved in VSCS Initialization

vscs storage is initialized with DTIUSERX, if specified.

VSCS issues message DTICO1l.

. VSCS issues IUCVINI SET to GCS.

¢ GCs sets return code after processing request.
VSCS issues IUCV QUERY to CP.

¢ CPresponds with MAXCONN and EIB size.
If vscs trace is active, message DTIS74i is issued.
vsCs issues global iucvcoM CONNECT and if successful:

e CP provides path ID and a return code back to GCs

* GCs passes path ID and a return code back to vscs

* vsCs issues a system WAIT at this point

e CP generates an external interrupt for “CONNECT COMPLETE"
® GCS passes “CONNECT COMPLETE” back to vscs

e cp generates an external interrupt for vm/sp logos

¢ GCs notifies vscs of a pending message.

. VSCS issues IUCV RECEIVE

® VSCS processes “CONNECT COMPLETE"
¢ jucv should be functional.
¢ cP sends VM logo data to vscs.

. VSCS processes VM logo information.
. VSCS issues message DTIC02I.

10.
11.

vscs attaches vTam Services and Utility Services subtasks to Gcs.

VSCS issues VTAM OPEN ACB through GCS to VTAM.
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13.
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“Restricted Materials of IBM"
Licensed Materials — Property of IBM

vscs schedules a work element containing the vram user ID to Presentation Ser-
vices.

VSCS issues message DTIV04l.

¢ vTAM interface should be functional; vscs is fully functional.

VSCS issues an IUCV SEND to supply CP with the vTAM user ID.
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vu Initialization Problems
First you should look for initialization problems in these areas:
1. A storage shortage could occur if:
* vscs is in the same virtual machine as VTAM in a large environment
* vscs is in a small virtual machine
* VSCS DTIGEN parameters are incorrect

— Trace table (too large for virtual machine size)
— Printer table (too large for virtual machine size).

® MAXCONN in the vM/SP directory entry for the vscs user ID.

2. Misspelled or missing parameters: vscs initialization uses most of the user
parameters coded for:

e CpP
* GCS

* VTAM APPL definition

* DTIUSERX (if specified)

¢ vMm directory entry for the vscs virtual machine.

3. Linking to the wrong disk for the vscs load module.

4. The disk containing the vscs load module has changed since it was last
accessed by this virtual machine.

5. The vTAaM application program major node is inactive or invalid.

6. The wrong level of vTAM is specified.

7. The vm directory is incorrect (the user ID for the 1UCv option card must be

‘*ccs').

If none of the previous items is causing the problem, follow the procedure for your
symptom:

¢ Initialization never completes (a wait follows message DTICO1l Or DTIS74l).

¢ vscs terminates immediately upon starting.

* A loop occurs (using 90 to 100% of cpu time).

e Other initialization problems occur.
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v Initialization Never Completes (A Wait Follows Message DTICO01l)

102 VTAM Diagnosis

1. Is SNA enabled?

A delay during initialization is normal; vscs must wait for external interrupts for
“CONNECT COMPLETE" and the vm/sp logo. A long wait indicates a problem.
ENABLE SNA is used to open a path from 1ucv to ccs, and if SNA is disabled, then
ccs will never process the connection request.

Note: If sNA is disabled and vscs started, it may appear that most operator
commands do not complete.

To make sure that SNA has been enabled, use one of these cP commands:
#CP ENABLE SNA
#CP ENABLE ALL

#CP ENABLE SNA user ID

For more information on the ENABLE command, see the CP Command Refer-
ence.

. Are GCs and the vTAM recovery machine active?

Issue the GCs command QUERY ETRACE to see if GCS is active. If it is not active,
you will get the message "UNKNOWN CP/CMS COMMAND.” To activate GCs, use the
CPIPL GCS command. Use the CP QUERY NAMES command to see if the vTaMm
recovery machine is active. If it is not active, you need to initialize it.

. Does Gcs have control register 0 bit 30 on?

To determine if control register 0 is set on, display the control registers from
the vscs operator console (DISPLAY X'0') or look in a dump of the vscs virtual
machine (all registers are shown at the beginning of the dump). GCS must set
the control register during Gcs initialization in order to receive ucv external
interrupts from cp. If control register 0 bit 30 is off, verify that the vscs direc-
tory entry is correct (or the vram directory entry, if vscs will run in the same
virtual machine as viam). Continue problem resolution with Gcs.

. Did cp process the lucv CONNECT request without error? (“Without error” means

that no error messages were issued by CP, GCS, or vsSCS.)
If so, continue with step 5. If not, the problem is in CP or GCS.

This is shown in the cp internal trace entries X'15' (lucv) and X'16' (ccs) in the
cp internal trace tabie. Before starting vscs, limit the amount of the external
trace generated by issuing the cP command cpTRAP 15 16. For more informa-
tion on the cp trace, see the VM/SP Operator's Guide.

. Did Gcs reflect the external interrupts (for “CONNECT COMPLETE” and the vMm/sP

logo) to vscs?

To determine this, look at:
e cpinternal trace of lUCV and cCs requests
¢ Gcs external trace of external interrupts received
* vscs trace with ccs active.

(See the VM/SP System Programmer’s Guide (for vM/Sp Rr4), or the VM/SP
Facility for System Programming (for vmssp Rs) for CPTRAP information. See the
GCS Macro Reference for eTRACE information.)

If Ges did not reflect the external interrupts to vscs, the problem is in Gcs.
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If all of these conditions are met, the iucv will be properly initialized and you
will see message DTICO2!.

6. Was vscs previously active, and now cannot be restarted?

If this is the case, the problem may arise from an abend or premature termi-
nation (message DTIC071) of vsCs during the previous VSCS initialization
(assuming cp has not been reinitialized since then). If cp and Gcs did not clean
up after the abend, vscs cannot restart. Check the operator console listing to
see if any problems were encountered on the previous termination. If there
were problems, re-iPL GCS. If initialization still fails, re-iPL cP.

7. If you do not have enough information, or cannot solve the problem, re-create
the problem with the Gcs, cp, and vscs traces active externally. Use your best
judgment in trying to decide which product has the problem. If you suspect Gcs
or VSCs is causing the problem, get a vscs dump. Otherwise, pursue the
problem with cp. (See the CP Command Reference.)

8. Go to “Reporting Procedure” on page 68.

vm VSCS Terminates Immediately upon Starting
1. How far did initialization go?

Get the operator console listing, and use “yp Overview of Normal VSCS Initial-
ization Process” on page 99 to evaluate the console messages to see how far
the initialization progressed. vscs messages that occur during successful
initialization are pTico11, DTIC02i, and DTIVo4l in this order.

Note: Messages issued for starting the vscs internal trace are not included
here.

If you did not get pTICO11, the problem may be:
* GCsis not active
¢ vscs is not linked correctly

¢ The vscs virtual machine is not large enough to hold the DTISTRT load
module

¢ |Incorrect DTIGEN parameters.
* GCs is dumping the vscs virtual machine.
If you got pTico1 but not pTico2, the problem may be:
¢ vM directory entry for the vscs virtual machine is wrong, or

* cpor Ges found a problem (other than an abend) while processing an 1ucv
request or response. vSCS should issue a message to identify the failure
and reason. See step 2 on page 104.

* GCs is dumping the vscs virtual machine.

If you got DTIC011 and DTIC021, but not pTivosi, the problem may be one of the fol-
lowing:

®* VTAM OPEN ACB error. (VTAM return codes show what caused this.)
* VTAM APPL definition is incorrect.
* VTAM APPL definition is not active.

* VTAM storage shortage.
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VSCS storage shortage.

VSCS DTIUSERxX problem, such as incorrect parameters. (See “VM Other
Initialization Problems” on page 107.)

GCs is dumping the vscs virtual machine.

2. Was an error message issued?

If so, try to find the source of the message. If not, go to step 5 on page 105.

CP messages begin with DMK
GCS messages begin with csi
CMS messages begin with bmMs
VSCS messages begin with DT
VTAM messages begin with IsT.

If Gcs issued the message, and it is not an abend, get a vscs dump. See “VM
VSCS Dump"” on page 155 for more information on the vscs dump. Then go to
“Reporting Procedure” on page 68.

3. Did you get an error message with a return code or IPTYPE?

If so, find the explanation for it, and determine what component issued the
message. If not, go to step 4 on page 105.

Figure 21 shows the source of return codes and IPTYPES.

Message Source of IPTYPE or Return Code
DTICxxx ¢ GCS

e VM

e VSCS (very rarely)
DTlxxx e GCS

¢ VSCS
DTIPxxx e VM

¢ VSCS (very rarely)
DTISxxx ¢ GCS

s VSCS
DTIVxxx ¢ GCS

e VSCS

e VTAM

Figure 21. VM Source of IPTYPE or Return Code During Initialization

If you got message DTIC051 with return code 878, then GCS had a GETMAIN
failure getting storage for an iucv request. See “vM Storage-Related
Problems” on page 140 for more information.

If you got message DTIco7i with IPTYPE =03, the previous termination did not
complete, or two IUCV CONNECTs with the same name have been issued from
the same Gcs group. IPTYPE =03 is an Iucv SEVER request from cp, indicating
CcP is rejecting the connection request.
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If you can re-create the problem, follow these steps:

a. Use the DTIGEN options to activate vscs internal trace options, including
the external trace option.

b. iInitiate CPTRAP.

c. Start vscs using the newly created DTIUSERX.

d. After the failure occurs, stop CPTRAP.

e. Process the CPTRAP output, which should contain the failing sequence.

¢ [f you got message DTiCo08I, you need to determine which component gener-
ated the return code. See the GCS Macro Reference, the VM/SP System
Programmer’s Guide (for vM/sP R4), or the VM/SP Facility for System Pro-
gramming (for vM/SP Rs) for information on return codes and their
meanings.

¢ |f you got a different error message, look in the GCS Macro Reference, the
VM/SP System Programmer’s Guide (for vm/sP R4), or the VM/SP Facility for
System Programming (for vim/sp R5) for an explanation of the return code.

If the message has an IPTYPE, the IPTYPE is one of the following:

Pending Connection
Connection Complete
Severed Connection
Quiesced Condition
Resumed Connection
Incoming Priority Reply
Incoming Reply

Incoming Priority Message
Incoming Message.

O N HON -

©

4. Did you get an error message without a return code or IPTYPE?

If so, does the message text adequately explain the problem? If you can fix the
problem by correcting user-specified parameters, do so. If not, get the vm
directory entry for the vscs virtual machine, vscs installation information, and
GCs specified parameters. Then go to “Reporting Procedure” on page 68.

Note: Figure 22 on page 106 shows all the vscs messages that can be issued
for an initialization problem.

5. |Is the problem an abend?

If an abend occurs during initialization, the problem is most likely caused by an
error in the installation process of vscs. Find out how vscs was installed and
linked.

An abend (0C2) may also occur if one of the following is true:
¢ vsCS is not running in an authorized virtual machine.
¢ The vscs appL definition does not specify AUTHEXIT=YES.

If an abend (706) was received before any vsCs messages are displayed, then
there was a failure linking the vscs load module. That failure left the load
module “non-executable.”

Otherwise, if the failure resuits from a link failure with a bTIUSERN load module,
message DTH11l is issued.
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If you cannot find and correct the error, get a vscs dump (created automatically
for an abend) and go to “Reporting Procedure” on page 68.

6. Is the problem something else?

If you still cannot identify the problem, get a vscs dump and go to “Reporting
Procedure” on page 68. The vscs dump is described in “vm VSCS Dump” on
page 155.

DTICO3!I

DTIC041

DTICOSI

DTICO7I

DTICOSI

DTII03!

DTI104I

DTII06!

DTH141

DTIP15I

DTIS38I

DTIS99I

DTIVO1I

DTIVO6!

DTIVO7I

DTIVOSI

VSCS INITIALIZATION FAILED--INSUFFICIENT STORAGE AVAILABLE

Note: The virtual machine is too small to initialize vscs or the DTIGEN parameters are specified
incorrectly.

VSCS INITIALIZATION FAILED--UNRECOVERABLE ERROR DETECTED

VSCS INITIALIZATION FAILED--IUCVINI SET MACRO FAILED WITH RETURN CODE nn
VSCS INITIALIZATION FAILED--GLOBAL CONNECT FAILURE, IPTYPE = nn

IUCV GLOBAL CONNECT FAILURE, RETURN CODE = nn

Note: This message is the result of an error from Gcs or cp.

DT!HITASK COMMUNICATION SERVICES INITIALIZATION FAILED. VSCS TERMINATING.
DTITASK ATTACH FAILED FOR modname VSCS TERMINATING.

DTIITASK IDENTIFY FAILED FOR modname RETURN CODE = nn

modname ABNORMAL TERMINATION OF VSCS IS IN PROGRESS INITIATED BY modname
modname IUCV RECEIVE FAILURE, IUCV RETURN CODE = nn

Note: cp provides the 1ucv return code.

modname VSCS ABEND FOR (PS|VS|US) TASK — SYSTEM COMPLETION CODE = nn
INTERNAL VSCS ERROR — modname n

Note: If this happens during initialization and you have supplied a DTIUSERX for initialization, it
may be a DTIUSERX specification error.

modname FAILURE FOR reqtype RETURN CODE = nn nn

modname VSCS VTAM SERVICES INITIALIZATION FAILED, SHOWCB MACRO ERROR RTN
CODES: R15 =nn RO = nn

modname VSCS INITIALIZATION FAILED-OPEN ACB FAILURE, ACBERFLG = nn

modname VSCS VTAM SERVICES GENCB MACRO FAILURE FOR controlblkname RTN CODES:
R15 = nn RO = nn

Figure 22. ym Messages Indicating VSCS Initialization Problems
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vm A Loop Occurs During Initialization
If 90 to 100% of cpu time is being used, and that is not a normal workload for the
CPU, then the problem could be one of the following:

® GCs is dumping the virtual machine.

e A VTAM temporary storage shortage has occurred, and vscs is trying the vTAm
request again.

* VSCS, VTAM, or GCS may have a control block chained to itself, resulting in an
infinite loop.

* There is a loop in ccs or 1ucy, so that the vscs virtual machine appears to be
looping, but is not.

If vsSCs is running in the same virtual machine as vTaM, it is very difficult to deter-
mine where vscCs is looping, because of the low priority at which vscs is running.
you are using the PER trace to record the loop, the trace must run for at least one
minute.

f

If a dump message is issued, see “VMVSCS Terminates Immediately upon
Starting” on page 103 for information on how to proceed.

1. Determine amount of storage available.

To determine the amount of vTAM storage available and which storage pools
need to be enlarged, use either the sms (buffer use) trace or the vTAM DISPLAY
BFRUSE command. These service aids are described in Chapter 7, “Using
VTAM Service Aids.”

2. If you cannot find any errors from the display of the vTaM buffer pools, collect
this documentation:

¢ A few seconds of the cp virtual machine branch trace (described in the CP
Command Reference)

¢ vscs dump

* vscCs operator console listing

* vsCs trace with ccs active, running before the loop started

¢ vscCS trace with any other options active, running before the loop started

e Series of loop addresses obtained with the cp DISPLAY PSW command or
from the cp virtual machine trace output. This command is described in
the CP Command Reference.

3. Go to “Reporting Procedure” on page 68.

vm Other Initialization Problems
1. Are parameters specified correctly in the DTIGEN macro?

Figure 23 on page 108 shows messages issued for a problem involving incor-
rect parameters.

The parameter value representing the DTIUSER number must be a number in the
range 0—9, and one byte in length. If you do not get the correct DTIUSERX
module in message DTII071, re-access the vsCS LOADLIB and make sure you enter
this command correctly:

VSCS START PARM=x  (where x is the DTIUSER number)

LY30-5601-1 © Copyright IBM Corp. 1984, 1989 Chapter 5. VMProcedures for VSCS Problems 107



108 VTAM Diagnosis

“Restricted Materials of IBM"
Licensed Materials — Property of IBM

If you are still experiencing problems, have an assembly listing of the DTIGEN
macro available and go to “Reporting Procedure” on page 68.

DTHO7I

DTI08I

DTIIO9!

DTII10!

DT

USING INITIALIZATION PARAMETERS IN CSECT csectname
INITIALIZATION CSECT csectname NOT FOUND

INVALID INITIALIZATION START PARAMETER

DEFAULT INITIALIZATION PARAMETERS BEING USED

LOAD OF INITIALIZATION CSECT DTIUSERXx FAILED,
LOAD ABEND CODE = yyy, REASON CODE = zzz

Figure 23. VM vSCS Messages Useful in Analyzing a Parameter Problem

2. Is vscs accessing the proper DTIUSERX?

If you see message DTII101, either you did not select the correct DTIUSERX, or the
loadlib containing the proper DTIUSERX module is not accessible. Issue the cP
QUERY LOADLIB command and see if the correct loadlib is displayed in the query
output. If the correct loadlib is not displayed, reissue the CP GLOBAL LOADLIB
command, specifying the proper loadlib and all of the other loadlibs displayed
in the query output, then restart vscs again. Make sure the vsSCS LOADLIB con-
tains the DTIUSER you are trying to use. If you have verified that the DTIUSERX is

correct, and you still have problems, get the portion of the operator console
listing showing vscs initialization and a list of the vSCS LOADLIB.

If you see message DTi111, then the requested DTIUSERX was found, but an error
occurred attempting to LOAD it. Check the LOADLIB containing DTIUSERX for

errors.

3. Go to “Reporting Procedure” on page 68.
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v Termination Problems

vSscs issues one of the following messages to indicate termination is in progress:

DTIN3I modname NORMAL TERMINATION OF VSCS HAS BEEN INITIATED BY
mod2

DTII141 modname ABNORMAL TERMINATION OF VSCS IS IN PROGRESS INITI-
ATED BY mod2

The DTI141 message is usually followed by a request for a dump.

If you receive message DTII13l, and you did not enter the vSCS HALT or QuIT operator
command, and VTAM is not terminating, check for previous vscS or VTAM messages.
They may indicate why termination is in progress.

Problems during termination include:

¢ “vm Termination Never Completes”

e “yM VSCS Terminates Prematurely” on page 110

* ‘“vm User's Session Terminates Prematurely” on page 111

* ‘vm Operator Commands Terminate VSCS Unexpectedly” on page 112
* ‘“ym Other Termination Problems” on page 112.

Choose the symptom most like yours and follow the procedure for that problem.

vm Termination Never Completes
1. Was termination initiated by a vscs operator command?

If so, get a vscs dump and go to “Reporting Procedure” on page 68. If not,
issue the vsSCS HALT command.

Note: If the vscs Utility Services subtask abended previously, normal termi-
nation cannot take place, and you must issue the vSCS CANCEL command to ter-
minate vscs.

2. Is vscs still in a wait state?

Display all active sessions with the VTAM DISPLAY LU and vSCS DISPLAY ID = luname
commands. Issue a VTAM VARY INACT command for each active session. This
should allow vscs to continue the termination. If this does not complete termi-
nation, use the vSCs FORCE ID=luname command.

3. Is termination still not completing?
Get the following documentation:
¢ vscs operator console listing
* vscs dump (see ‘vm VSCS Dump” on page 155).
Use the vscs CANCEL command to terminate vscs.

4. Go to “Reporting Procedure” on page 68.
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v VSCS Terminates Prematurely

110 VTAM Diagnosis

1. Did message DTIP15l appear?

This indicates that Presentation Services caused the termination. Get the fol-
lowing documentation:

e vscs dumps, if available. (Generated by previous vscs abends or vscs
internal errors)

* vscs operator console listing showing any messages that tell which module
invoked vscs termination.

* Trace output from any vscCs traces active at the time of vscs termination.

Go to “Reporting Procedure” on page 68.

. Did message DTIvo1l appear?

If you got this message, issue a VTAM BFRUSE command and see if the VTAM CRPL
buffer pool has expanded. If the problem is not caused by buffer expansion,
get the following documentation:

* VSCSVTAM exit trace, if running at the time of the problem
* A vscs dump.

Go to “Reporting Procedure” on page 68.

. Did an ABENDOA9 occur?

This abend code indicates that viam terminated while processing under control
of the vscs vTAM Services subtask. You must get this documentation:

* vSCSVTAM exit trace if running at the time of the problem
¢ The vscs dump created for any previous vscs abends.

Go to “Reporting Procedure” on page 68.

. Did vscs terminate with abend code 8787

If so, collect the following documentation:
¢ The vscs dump created for the abend.

¢ vscs global and storage control blocks. Process the vscs dump with
PRTDUMP, using vscs dump formatter options 1 and 2. That formats the vscs
global and storage control blocks.

* VvTAM storage shortage documentation.

Go to “Reporting Procedure” on page 68.

. Did vscs terminate with another abend code?

If recovery is possible, a message indicates that recovery is in progress and
processing will continue.

If recovery is not possible, vScs issues message DTII141 and begins termination.
Recovery cannot occur for these abend codes:

0A8 0A9 122 13E 222 322 422 522
All but 13E and 222 automatically produce a dump.
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In addition to this dump, get:
* vsCs trace with cCs active, at the time of the abend

¢ vsCs operator console listing showing messages around the time of the
abend.

Go to "Reporting Procedure” on page 68.
6. Is there a storage shortage?

A storage shortage can cause vscs to terminate. See “vMm Storage-Related
Problems” on page 140 for more information.

7. Did any network failures just occur that involve vscs logical units?

If so, and if scip recovery is specified for vscs, then both vscs and VTAM require
additional storage to perform recovery.

8. Is there a temporary VTAM storage shortage?

Use the vTAM sMs (buffer use) trace or the VvTAM DISPLAY BFRUSE to determine if
any viam buffer pools are experiencing a shortage. These service aids are
described in Chapter 7, “Using VTAM Service Aids.” See VTAM
Customization for information on vraM buffer specifications. If you cannot
resolve the problem by adjusting the depleted vram buffer pools, go to
“Reporting Procedure” on page 68.

9. If you do not know the cause of the termination, collect the following documen-
tation:

¢ vscs dump
® vSCs operator console listing
¢ OQOutput from any traces active at the time of the problem.

Go to “Reporting Procedure” on page 68.

vm User’s Session Terminates Prematurely
1. Are there any messages on the vscs operator console listing?

Check the console for vscs messages indicating that the logical unit is being
terminated, or has just been terminated. These messages may indicate a
reason for the termination.

2. Was a VTAM VARY INACT, VSCS FORCE, or CP FORCE command issued? If any of
these operator commands were issued, vSCS responded by terminating the
logical unit.

3. Did any errors occur during request processing for this device? If so, get.the
following documentation:

® vsCs trace running externally with all options active (except FRE and GET,
for vTAM V3R2)

¢ VTAM internal trace, OPT =(API,MSG,PIU), MODE = EXT.

4. Did the termination occur right after a particular command was issued or a
specific application program was started from a particular device type? If so,
report the command or application program.

If you can, re-create the problem with all vscs trace options active, and report
that information. Otherwise, provide as many details as you can about the
device you were using, and about the problem.

LY30-5601-1 © Copyright IBM Corp. 1984, 1989 Chapter 5. VM Procedures for VSCS Problems 111



“Restricted Materials of IBM"
Licensed Materials — Property of IBM

5. If you have not resolved the problem, go to “Reporting Procedure” on page 68.

Note: Use of exception response mode may increase the frequency of session
terminations because of limited error recovery, which is considered normal
operation for vTAM V3R1.2 and later.

vm Operator Commands Terminate VSCS Unexpectedly
Do commands other than HALT, CANCEL, or QUIT cause VSCS to terminate? If so, note

what these commands are. Get the operator console listing and any dumps that
were produced, and go to “Reporting Procedure” on page 68.

vm Other Termination Problems
If you have a different problem with termination, or you do not know what the

problem is, get:
¢ vscs dump
* vsCS operator console listing

¢ Output from any vscs traces that are active.

Go to “Reporting Procedure” on page 68.
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vw VM/SP Logo Problems on an SNA Device

Before looking into potential problems in vscs logo processing, make sure that the
logo appears correctly on a cp-controlled terminal.

If you have modified the vM/SP logo, see if the default vm/sp logo works. |If it does,
that indicates that your modified may not be supported on vscs.
See VTAM Customization for any vsCs logo uniqueness.

1. Logo lines shifted all over the screen and logo is not readable.

a. Verify that the appropriate viaM logmode entry for the logical unit was
used. (Use vSCs DISPLAY ID=luname command.)

b. If vscs data exit (DTIPDDSO) is coded, verify that the exit is not altering the
start buffer addresses or the screen attributes in the outbound data stream.

2. Only the online message is displayed.

This indicates that both the normal logo and the alternate logo exceeded the
capacity of the device.

a. Verify that the appropriate vTAM logmode entry for the logical unit was
used. (Use vsCs DISPLAY ID=Iluname command.)

b. Verify that either the normal or the alternate logo will fit on the screen size
of the failing logical unit.

3. Only a single-line logo is displayed.

For viaMm v3R1.2 and Vv3R2, this indicates that the normal logo, online message,
and command lines would not fit on the screen because of the width of each
line, or because the number of lines allowed was exceeded.

For viaM v3R1.1, this indicates that the online message and logo body would not
fit on the screen.

a. Verify that either the normal or the alternate logo will fit on the screen size
of the failing logical unit.

b. Verify that the appropriate viam logmode entry for the logical unit was
used. (Use vsCS DISPLAY ID=|uname command.)

4. Only the online message and logo body are displayed. (vTaM V3R1.1 only)
Note: You must have vM/SP R5 to get the command line fields.

a. Verify that the normal logo body plus two lines (online message followed
by a blank line) and the command lines will fit on the failing logical unit.

b. Verify that the appropriate viam logmode entry for the logical unit was
used. (Use vsCs DISPLAY ID=luname command.)

5. Screen colors or highlighting are incorrect or missing.

a. Verify that the appropriate vTaAM logmode entry for the logical unit was
used. (Use vsCs DISPLAY ID=Iuname command.)

b. Check the modified logo to confirm that screen color and highlighting are
inserted correctly.

c. If the vscs data exit (DTIPDDSO) is coded, verify that it is not altering the start
buffer addresses or the screen attributes in the outbound data stream.
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6. The logo fields are unprotected.

a. Check the modified logo to confirm that screen color and highlighting are
inserted correctly.

b. Ensure that the embedded SET ATTRIBUTE commands are paired (balanced)
in the normal logo.

c. If the vscs data exit (DTIPDDSO) is coded, verify that it is not altering the start
buffer addresses or the screen attributes in the outbound data stream.

7. Command line problems.
Note: Alteration of the command lines is not recommended.
a. Cursor positioned wrong, or missing.

The command lines provided by vM contain the Insert Cursor command. If
this command is missing, then the cursor can be positioned anywhere.

b. Command lines protected

1) Ensure that the embedded SET ATTRIBUTE commands are paired (bal-
anced) in the normal logo.

2) If the vscs data exit (oTIPDDSO) is coded, verify that it is not altering the
start buffer addresses or the screen attributes in the outbound data
stream.

c. Input from command lines results in incorrect input.

1) Verify that the appropriate vTam logmode entry for the logical unit was
used. (Use vsCs DISPLAY ID=Iluname command.)

2) If the vscs data exit (DTIPDDSI) is coded, verify that it is not altering the
start buffer addresses in the data stream.

Go to “Reporting Procedure” on page 68.

If you decide to write your own logo, keep the following points in mind:

¢ Changes to the vi/sp logo are considered to be user modifications. For vscs
restrictions on alitering the vm/sp logo, see VTAM Customization.

* For vm/sP Rs, user modification of the command lines is not recommended.

* You cannot use the start buffer address (sBA) or insert cursor (Ic) commands
when you modify the logo body. Other screen commands may not be accepted
by all types of display devices, and vscs does not offer recovery procedures for
any 1o errors that may result.

* The default colors are white for the online message and blue for the logo body
and input area. If you change the colors, you must start with the online
message. If you use start field commands to control the colors, you must
protect the online message and logo body.
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w Logon Problems

1. Issue the VTAM DISPLAY and vSCS DISPLAY ID=Iluname commands and answer the
following questions:

¢ Does the session exist?

¢ |f the session exists, do the device characteristics match the logical unit
characteristics?

* |f the RPL is busy, what is the current RPL command?

See “ym General Procedures to Diagnose Logical Unit Hang Problems” on
page 94 and “ym Determining Device Characteristics” on page 97 for more
information.

2. Are you logging on to vscs for the first time?

If so, and if you are not using the vTaM-supplied logmode entries, the logmode
entries are probably incorrect. If you are logging on from an Mvs or VSE host,
that host must provide customized logmode entries. Review the process for
building your own MODTAB and logmode entries in VTAM Customization (vSCS
requirements in the PSERVIC field).

3. Are you trying to log on in logo mode?

When you first turn on the power for your terminal, the vM/SP logo appears on
the screen. To log on, press ENTER, the PA1 or PA2 key, and start your input.

Note: With vM/sp Rs, command lines are included as part of the logo, which
allows you to log on directly from the logo screen.

If you cannot log on in logo mode, try logging on in no-logo mode. If the
problem still exists, you are probably using the wrong logmode entry. (See
“vm Determining Device Characteristics" on page 97.)

If the problem goes away, a user-designed logo may be causing the problem.
(See “yvm VM/SP Logo Problems on an SNA Device” on page 113.)

To pursue the problem further, collect the following documentation:

* vscs trace for the failing logical unit with all options active (except FRE and
GET, for vTAM V3R2)

* VTAM internal trace, OPT=API

* vTAM buffer contents trace for the failing logical unit

* OQutput from the vscs DISPLAY ID=luname command, if possible
¢ Description of what is on the screen

¢ The vscs console log.

4. Did you get message DTIP14l with a return code indicating that the 1ucv global
path is severed?

If so, go to page 120.

If not, issue vMEXIT. That should return the logical unit to vtaM. Then issue the
vscs DISPLAY command. If the logical unit is not found, the problem is with cp.
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5. Is the terminal hung?
¢ |f so, was the vMm/sp logo removed from the screen?
— If so, the documentation you need is:

— vscs trace for the failing logical unit with all options active (except
FRE and GET, for VTAM V3R2)

— VTAM internal trace, OPT=API
— VTAM buffer contents trace for the failing logical unit
— The vscs console log.

— If not, go to step 3.

¢ |f not, is the vM/sP logo or VTAM USSMSG10 on the screen?
— If so, the documentation you need is:

— vscs trace for the failing logical unit with all options active (except
FRE and GET, for VTAM V3R2)

— VTAM internal trace, OPT = API
— VTAM buffer contents trace for the failing logical unit
— The vscs console log.
— If not, go to step 6.
6. Get other documentation.

In addition to any documentation you have collected so far, get the vscs ccs
and vTAM exit trace for the failing logical unit.

7. Are all terminals hung?

If so, go to “ vym All VSCS Logical Units Are Hung (Affects Logons and Current
Sessions)” on page 119.

8. Go to “Reporting Procedure” on page 68.
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vm Logoff and Disconnect Problems
If the terminal is hung, go to page 129.

1. Record the status of the terminal. For example, on a display screen, note what
is in the status area, the last input or the last output to the logical unit.

2. Issue the cP QUERY NAMES command and note whether the logical unit name is
known to cp.

3. Issue the vTAM DISPLAY and VSCS DISPLAY ID = luname commands and note the fol-
lowing:

* Whether the session exists
¢ The current RPL command
e Whether the RPL is busy (for vTAM v3R1.2 and later).

See "VMGeneral Procedures to Diagnose Logical Unit Hang Problems” on
page 94 for more information.

4. Collect more documentation:
¢ Device type, model, and current state (use vSCS DISPLAY ID=luname)
* ccCs and VTAM trace output
e Any other vscs trace output available
e vscs dump.
Note: The vscs dump formatter will print a single logical unit on request.
5. Find the logical unit control blocks in the vscs dump and look at the following:

a. The current state of each logical unit. It will be PLB LBCSTATE or VLB
LBCSTATE. VTAM Data Areas describes these states in more detail.

b. What is the status of the SeND RPL? Note whether it is busy, and note
whether it contains any errors.

c. Note whether the logical unit has any work to process. This is indicated by
the existence of DTIWEBS in the dump.

6. After collecting all documentation, go to “Reporting Procedure” on page 68.
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w Wait and Loop Problems

Complete the preliminary procedure below, and if the problem persists, choose the
symptom that most closely matches yours. Follow the procedure given for your
symptom.

* “ym All VSCS Logical Units Are Hung (Affects Logons and Current Sessions)”
on page 119

¢ “ym One or More Logical Units Hung” on page 123
* "ym VSCS Operator Commands Do Not Complete” on page 134.

Note: The term "hung terminal” means the user is prevented by the system from
entering data.

vm Preliminary Procedure for Problems Involving All Logical Units

118 VTAM Diagnosis

This is a fairly short procedure that can help you isolate some common reasons
that cause all logical units to hang.

1. Is vscs dispatchable?
Use the following commands to see if vsCs can process anything:
¢ Does vscs respond to the vscs QUERY command?
¢ Does 'vsM' show up when the CP QUERY NAMES command is issued?
¢ Does vTaM respond to the VvTAM DISPLAY commands?

If the answer to all three questions is yes, vscs is dispatchable and the global
Iucv connection is intact. Continue with step 2.

If one or more answers is no, the problem could be one of the following:
* A higher-priority task is looping
* vsCS is looping
® vysCs (or Ges) is waiting for an 1ucv instruction to complete.

If the loop or wait occurs during initialization, go to “ym Initialization Problems”
on page 101.

If the problem occurs during termination, go to “ym Termination Problems” on
page 109.

If the problem occurs during logon, go to “ym Logon Problems” on page 115.

If the problem occurs during logoff, go to “ym Logoff and Disconnect Problems”
on page 117. Get a vscs dump (see step 3), and go to “Reporting Procedure”
on page 68.

Note: If a vscs dump is in progress, it will appear that all users are hung and
no console commands will complete. When the dump has completed, proc-
essing will resume.

2. Look at operator console output.

The vsCs, VTAM, and CpP console listings may contain messages that explain
your present condition. Check for vscs or vTAM messages that indicate that a
network failure occurred and error recovery is in progress. For example,
message DTIS311 might tell you that vscs is taking a dump.
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3.

Get a vscs dump and a vscs internal trace.

If a dump is not in progress and the vscs console does not respond to com-
mands issued in “running” status, use the cp DUMP command in CP mode. For
more information on the vscs dump, see vyp VSCS Dump” on page 155. For
more information on cP operator commands, see the CP Command Reference.
Get the vscs internal trace before recovering the logical unit if possible.

Examine the logical unit control blocks and trace output.

In the dump, find the logical unit control blocks TAB, PLB, and vLB. The vscs
internal trace, used along with information from the control blocks, may show
the reason for the hang.

Note: The VTAM VARY INACT, VSCS FORCE, and CP FORCE commands turn bits on
and off in the pLB and vLB. Those bits are used to determine the reason for a
hung logical unit. Therefore, attempt to gather documentation before using
those commands, unless you suspect one of them is the cause of the problem.

Is it a network problem?

A network problem, such as vTam failing to terminate a session successfully, or
outstanding 110, may cause logical units to hang. To diagnose vTAM problems,
see Chapter 3, "Procedures for Specific Problem Types.”

Note: Before determining that the problem is a vscs problem, issue the vscs
DISPLAY ID=luname to determine whether /0 is active (RPL is busy; VTAM V3R1.2
and later).

vm All VSCS Logical Units Are Hung (Affects Logons and Current Sessions)

If all vscs logical units are hung, the problem is likely to be in one of the following

four areas:
Problem Symptoms
Global IUCV path severed * VSCS issues great quantities of DT| messages
¢ Users cannot log on (DTIV1i2l)
¢ Message DTIP14l.
VTAM Services task ¢ Wait
problem * VTAM Services save areas show that a VTAM
request is being processed.
Presentation Services in a * Loop symptoms
large enabled loop — Response time is slower than normal
— 90 to 100% of CPU time is used
— VSCS console does not respond
¢ All VIT entries are the same.
No VTAM RECEIVE ANY ¢ Message DTIVO0S5I
RPLs active ¢ VSCS dump shows inactive RPLs.

It can be difficult to determine whether vscs is the cause of a loop. The loop can be
caused by one of the following:

[

VTAM is recovering from a network failure (if vsCs is in the same virtual
machine as VTAM).

VSCS is in SCIP recovery after a network failure.
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GCS is dumping the virtual machine.

A VTAM temporary storage shortage has occurred, and vscs is trying the vTam
request again.

VSCS, VTAM, or GCS may have a control block chained to itself, resulting in an
infinite loop.

There is a loop in cCs or IUcy, so that the vscs virtual machine appears to be
looping, but is not.

Note: Check the vscs console log to see if error recovery is in progress.

Choose the problem most like yours and follow the procedure for it.

vm Global IUCV Path is Severed

1. Determine whether the iucv path is severed.

a. Issue CP QUERY NAMES. If you do not see a “vsMm” followed by names, then
the global path is probably severed. Go to step 2.

b. vscs issues many DTIxxxX messages because all attempts to communicate
with cp are rejected. Look at the IPTYPE or return codes in these messages
(a list of IPTYPES is shown on page 105). If the IPTYPE or return code indi-
cates that the iucv path is not active, or that the path iD is invalid, go to step
2. vsCs issues message DTIP14l with a reason code indicating why the
logical unit cannot connect with cp. If the reason code indicates that the
lucv path is not active, or that the path ip is invalid, go to step 2.

2. If you have determined that the vscs global path is severed, get data from the

VSCS CCs trace and any vscs internal error dumps taken. Get the documenta-
tion if available, and then go to “Reporting Procedure” on page 68.

Note: vscs dumps must be enabled at the time of the IUCV SEVER request to get
the required documentation.

vm VTAM Services Task Problems

120 VTAM Diagnosis

1. Isvscs in a wait?

Because vscs uses both synchronous and asynchronous processing, timing
problems can cause a wait. A wait condition could indicate a problem in the
VSCS VTAM Services subtask.

. Is a request presently being processed?

Find the vTiaM Services save areas and determine if a vTAM request is presently
being processed. If vTaM does not complete a request, all vscs terminals will
be hung.

. If the problem is in vTam Services, collect the following documentation and go

to “Reporting Procedure” on page 68:
* vscs dump
e vscCs operator console listing
* vscsccs and VTAM exit traces active externally
e VvTAM internal trace, OPT=(API,MSG,PIU), MODE = EXT

e vTAM dump (use GDUMP command), unless vsCs is in the same virtual
machine.
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vm Presentation Services is in a Large Enabled Loop
1. Is vscs showing symptoms of a loop?

These symptoms are typical of a loop problem:

* Extremely slow response time
¢ 90 to 100% of cpu time used
* vscs console does not respond.

2. Do any vscs trace entries indicate a loop?

Look at the vscs internal trace table on the screen or in a dump and see if all of
the trace entries are the same. (See “vmVSCS Trace Facility” on page 159 for
a description of the vscs trace records). If so, the vsCs ccs trace entries could
indicate if vscs or cp is continuously sending IUCV requests or replies. The vscs
dispatcher trace entries show whether vscs is in an internal loop processing a
single work element.

On the screen, use the vscs QUERY command (see VTAM Operation) to find the
starting address of the vscs internal trace table. Then display the address of
the current entry with the command

D xxxxxx.20

where xxxxxx is the current trace entry (the vscs trace table address +8 is the
address of the current entry). Record what you see. Wait a minute or two and
repeat the procedure above. If the vsCs trace entries are the same, and only
the vscs ccs trace is active, then vscs is in a loop, vscs is waiting for an event
to complete, or there is currently no work to process.

To find the internal trace table in a dump, use the pointer at SABTRHDR in the
DTISAB. If vscs is in a loop, the current and preceding trace entries may look
the same, depending on the trace options that are active.

3. Find the current logical unit.

You can find the logical unit being processed by Presentation Services in the
current (last used) entry in the vscs internal trace table.

4. Use the dispatcher trace to verify the loop.

If vscs is looping on one work element block (DTIWEB), you will see it re-
dispatched for the same logical unit over and over. For information on the dis-
patcher trace, see “ym VSCS Trace Facility” on page 159.

Note: If you limit the number of users on the system at the time of the loop, the
extent of the loop may be more apparent in the save areas.

5. Examine the dispatcher work element queue in a vscs dump.

The Presentation Services dispatcher work element queue is located in module
DTIISDA1 in a dump. The address of this module in a dump is shown in the vscs
trace table header and in the link-edit listing. If the queue shows a long chain
of work to do, vscs may be in a loop or a permanent wait. If so, the problem
will be associated with the current user identified by the dispatcher.

6. Get the following documentation:
7. If so, the documentation'you need is:

¢ vscs trace for the failing logical unit with all options active (except FRE and
GET, for vTAM V3R2)

* VTAM internal trace, OPT = (API,MSG,PIU), MODE = EXT.
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* A few seconds of virtual machine branch trace on the vsm, to trace only the
VSCS address range.

The beginning of the vscs load module can be found by use of the vscs
QUERY command (if VSCS TRACE is active). Message DTIS74i contains the
starting address of the vscs trace table. Use CP DISPLAY TXxxxx.50 and VTAM
Data Areas to find the addresses in the THDRSTRT and THDRSDA2 fields.
Those addresses represent the extent of the vscs load module.

Note: Use the PER instruction to trace only address ranges of vscs that you
want to trace. (For more information on the branch trace, see the CP
Command Reference.)

¢ vscs dump

* vsCs operator console listing.

8. Go to “Reporting Procedure” on page 68.

vm No VTAM RECEIVE ANY RPLs Active

122 VTAM Diagnosis

1. Did you get message DTIV051?

vSCS maintains a pool of RECEIVE ANY RPLS, which are used by the receive RPL
exit to receive data from vTaMm for all vscs logical units. vscs monitors the
number of active RECEIVE ANY RPLs. |f none of the RPLs are active, vscs cannot
receive data from VTAM. VSCS issues message DTIVOsI for this error condition. If
you received this message, go to step 3.

Under certain error conditions, however, the RECEIVE ANY is not issued, and
VSCS runs out of RECEIVE ANY RPLS without issuing DTIVOsl. Then vsScs cannot
communicate with vTAM.

. Look for the RPL pool in a dump.

To check for this condition, look for the RPLs in a dump using this method:
a. Find DTISDA1.
b. Locate the DTIVGB contained in DTISDAT.
c. Locate the RECEIVE ANY RPLS.

DTIVGB + X'18' is the address of the 1st RECEIVE ANY RPL.
DTIVGB + X'1C' is the address of the 2nd RECEIVE ANY RPL.
DTIVGB + X'20' is the address of the 3rd RECEIVE ANY RPL.

Keep adding X'4' to the previous address to find the next RECEIVE ANY RPL.

The total number of RECEIVE ANY RPLS is controlled by the DTIGEN parameter
RPLNUM. The default is 8, but RPLNUM can range from 3 to 16. DTIVGB contains
the address of each RECEIVE ANY RPL.

Under normal conditions, all RPLs are active. Check the RPLACTIV field of the
RPL. If RPLACTIV is X'FF', then the RPL is active.

If RPLACTIV is not X'FF', then the RPL is temporarily inactive, most likely
because one of the vTAM Services exits is currently working with it, or viaM is
momentarily using it. Check the vscs vTaM Services save areas to see what is
being processed. The RPL command code is usually X'23', but it can be X'22'
or X'24' when used by the RpPL exits. The command code is in the RPLREQ field
of the RPL.
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3.

If RECEIVE ANY RPLS are inactive, get the following documentation:

VTAM internal trace, OPT = API.MSG,PIU; active externally
VSCS VTAM exit trace

vscs dump

VvSCS operator console listing.

4. Go to “Reporting Procedure” on page 68.

vm One or More Logical Units Hung
If a single terminal is hung, follow these steps:

1.

Use the “VM General Procedures to Diagnose Logical Unit Hang Problems” on
page 94.

Get the required documentation from “VM Determine When the Hang
Occurred.”

Try to clear the hang.

For local non-SNA vscs terminals, press the RESET key.

For remote vscs terminals, do one of the following:

1

2.
3.

Turn the power off, then on.
Use the TEST ON/OFF switch.

For sNa logical units, press the ALT and SYS REQ keys, then enter LOGOFF to
VTAM.

Press the ATTN key.

Have the operator issue one or more of the following commands from the
VM or VTAM console:

— VTAM VARY INACT,F,ID=luname
— VTAM VARY INACT,ID=luname
— VSCSFORCE ID=luname

— CPFORCE userid

vMm Determine When the Hang Occurred
Choose from the following list the description that most closely matches your situ-
ation, and go to that procedure.

(ol

Logical unit hangs while using a full-screen application program, such as
SPF Or XEDIT (see page 124).

Logical unit hangs while using console mode or cMS mode (see page 126).

Logical unit hangs while moving between full-screen mode and console or
CMSs mode (see page 128).

Logical unit hangs after error condition during purge, logoft, or cleanup.
This may be indicated by a message (see page 129).

Logical unit hangs after message DTIC101 because the path is already
severed (see page 131).

Logical unit remains hung after using VTAM VARY INACT, VSCS FORCE, Or CP
FORCE commands (see page 132).

Other (see page 133).
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ﬂ Logical Unit Hangs While You Are Using Full-Screen Mode or the Logical Unit
Is Dialed

1. Is a full-screen application program (such as XeDIT or SPF) responsible for the

failure?

In full-screen mode, the application program is responsible for formatting the
screen, unlocking the keyboard, and reading input data. If the application
program does not handle these functions properly, the device can be hung.

Indications of this are:
* PROGXXX message
¢ Message limit is reached

¢ Message ‘NOT ACCEPTED' appears when you press the enter key.
This indicates that the application issued a WRITE with keyboard restore, but
did not retry the previous data.

* The keyboard is locked.

If you have indications of a full-screen application program failure, get a dump
of the user’s virtual machine and go to “Reporting Procedure” on page 68.

. Is the logmode defined incorrectly?

Signs of this are:

¢ |nvalid characters appear on the screen.
¢ The colors are wroeng.

e The screen size is wrong.

¢ The logical unit is disconnected.

Use the vscs command DISPLAY ID=Iuname to see if the device is defined cor-
rectly. (See “YM Determining Device Characteristics” on page 97 for more
information.) If the logmode is defined incorrectly, see VTAM Customization
and correct the logmode definition.

If logmode is correct, continue with this procedure.

. Did an orPCHECK occur?

Signs of this are:

¢ The application program ends.
¢ The output for a color display shows the wrong colors.
* The logical unit is disconnected.

If oPCcHECK conditions exist, get the vscs ccs trace and vTaM buffer contents
trace on the failing logical unit for documentation.

Go to “Reporting Procedure” on page 68.

. Is the logical unit hung or data lost after a cP message was displayed or input

was entered?

While a logical unit is in full-screen state, vscs should display no cP messages
(except warnings and priority messages) until input is received (at which time
the full-screen application is notified of input available).
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If DTIGEN option FSREAD=N has been coded, then you can expect loss of data:
¢ If the screen is interrupted before input is received from the logical unit

¢ |f modified data input is available, cP messages were displayed, and the
buffer data is requested by the full screen application.

Note: The full-screen application program is responsible for restoring the key-
board after input is received. If the keyboard is not restored, the logical unit
remains hung.

Get the vscs trace with ccs, Disp, and VTAM active, and a vscs dump. (See “vm
VSCS Trace Facility” on page 159 and “vm VSCS Dump” on page 155 for more
information on getting this output.)

Go to “Reporting Procedure” on page 68.
5. Is the logical unit still hung? If so, get this documentation:
* VSCS CCS, DISP, and VTAM exit traces for the failing logical unit
¢ vscs dump
* vTAM SMS (buffer use) trace for the failing logical unit.

Go to “Reporting Procedure” on page 68.
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Logical Unit Hangs While You Are Using Console Mode or cmMs Mode

Note: The cwms full-screen command puts the logical unit into full-screen state.

1.

Is the logical unit waiting for the previous command to be displayed again?
If so, then one of the following occurred:

¢ The command has not completed and cp did not notify vscs (via command
completion or timer expiration) to display the input again.

* The command was executed by the full-screen application program and the
application did not display the information again.

¢ The input has not been accepted.

Get a vscs ccs trace for the failing logical unit and a vscs dump. Then go to
“Reporting Procedure” on page 68.

. Is the logical unit hung after a ‘MORE’, ‘HOLDING’, or ‘NOT ACCEPTED’ condition?

If so, get a vscs dump and the vscs ccs and dispatcher traces. Then go to
“Reporting Procedure” on page 68.

Are the vscs data translation exits coded?

The following vscs user exits affect the logical units’ reaction to any outbound
data streams and cP's reaction to inbound data streams:

DTIPDNTI  LU1 inbound data
DTIPDNTO LU1 outbound data
pTIPDDSI  display input data
pDTIPDDSO  display outbound data.

If the problem does not appear to be a problem in the user-coded exit, get the
following documentation:

® VSCS CCS trace
¢ VSCS DATA trace (V3R2)
¢ VvTAM buffer contents trace for the failing Lu.

Go to “Reporting Procedure” on page 68.

. Is the problem with a 3279 color terminal (type 0 logical unit)?

Make sure FEATUR2=EDATS is specified in one or more of these NCP definitions:

LINE
GROUP
CLUSTER
TERMINAL.
Also, check the coding of the user exits (DTIPDDSI and DTIPDDSO).

if color or highlighting still does not work correctly, get the following documen-
tation:

e vsCs cCs and VTAM exit traces, and data for the failing logical unit
¢ vTAM buffer contents trace for the failing logical unit.

Go to “Reporting Procedure” on page 68.
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5. Is the device dialed to another system?
If so, go to the full-screen procedure on page 124.

Note: Dialing to pvm and passing through to another cms system gives the
appearance of normal console and cMs screens. However, vsCs receives the
entire screen already formatted, including the status area, and processes the
data as full-screen data.

6. Documentation for problems not described above:
If you can re-create the problem, get:

e vscCs trace for the failing logical unit with all options active (except FRE and
GET, for vTAM V3R2)

¢ vscs dump
* VTAM internal trace with OPT = (API,MSG,PIU,PSS,SSCP), MODE = EXT
* VTAM buffer contents trace for failing logical unit.
If you cannot re-create the problem, get:
* vyscs trace with ccs active, for just the failing logical unit, if possible
* vsCS dump
* vTAM logmode being used.

Go to “Reporting Procedure” on page 68.
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Logical Unit Hangs When You Switch Modes

1.

Does your terminal hang when you switch between modes? For example:

L]

Console mode to cMS mode

cMs mode to console mode

CcMS or console mode to full-screen mode
Full-screen mode to cMS or console mode.

If so, get the following documentation:

If you can re-create the problem, get:

L]

vscs dump
vTAM buffer contents trace
vscs ccs and dispatcher traces with just the failing logical unit traced

VTAM internal trace with OPT = (API,MSG,PIU,PSS,SSCP), MODE = EXT.

If you cannot re-create the problem, get at least:

*

vscs dump

vscs trace with ccs and DISP active.

Go to “Reporting Procedure” on page 68.
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ﬂ Logical Unit Hangs During Logoff or Disconnect Processing
1. Have any messages been issued?

Get the operator console log and look for messages that pertain to the hang.
2. Determine the component that sent the message.

If the message has a return code, use Figure 24 to determine the component
that may have sent the message. Then look in VTAM Messages and Codes to
see what the return code means.

If the message has no return code, use the message prefix to determine where
the message is coming from. Page 104 has a list of the message prefixes for
each component.

Message Source of Return Codes
DTIPxxx GCS
VM
VSCS
DTISxxx VM
VSCS
DTIVxxx VTAM

Figure 24. VM Source of Return Codes

3. Are other components connected to the logical unit?

Answering these questions may indicate which components are still communi-
cating with the logical unit.

* Does the vscs command DISPLAY ID=luname show the status of the device?
(See “vMmDetermining Device Characteristics” on page 97 for more infor-
mation.)

* Is the user still logged on to vM? Try the CP QUERY NAMES command. If the
logical unit name and user ID appear, the logical unit is connected to vM
and the cpiucv connection is intact. If the response is gibberish, the
logical unit is not connected to vM and the cp Iucv connection has been
severed.

¢ Does vTaM show the logical unit still in session with vscs? (Use the viam
DISPLAY command.)

4. Note the status of the logical unit at this time. For example, on a display
screen note what is in the status area, and what was the last input or the last
output to the logical unit.
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. Collect documentation before recovery.

If you can re-create the problem, get:
* vscs dump
¢ VvTAM buffer contents trace

¢ vscs trace for the failing logical unit with all options active (except FRE and
GET, for VTAM V3R2).

if you cannot re-create the problem, get:
¢ vscs dump

e vscs trace with ccs active.

. Recover the logical unit with one or more of these commands:

¢ CPFORCE
® VTAM VARY INACT
® VSCS FORCE.

. Go to “Reporting Procedure” on page 68.
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Logical Unit Hangs After Receiving Message DTIC10l
1. Did these symptoms occur?

Message DTIC101 indicates that an IuCv request or response was received on the
global path after an 1uCv SEVER was issued by vscs. Most of the time this does
not cause a problem, because cP logs off or disconnects the logical unit when
the 1ucv SeveR is processed. If it is a problem, it could produce these symp-
toms:

¢ Abend or program check

® VSCS message DTII4|

* Loss of operator communications.

¢ Message CsIixT413T indicates that the signal services path was severed.

2. Collect documentation.
® vscs dump
¢ vscs trace with ccs active, running for all logical units.

3. Go to “Reporting Procedure” on page 68.
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E Logical Unit Stays Hung After You Use VARY INACT or FORCE Command
1. Try both the vTAM VARY INACT and CP FORCE commands.

If the logical unit is being terminated by vm, the vMBLOK status prevents the cp
FORCE command from being effective. The vMKILL bit in the vMBLOK indicates
whether cp is in the process of terminating the logical unit. If you issue the cp
FORCE command and the resource is unknown, CP may be waiting for an 1ucv
reply before completing the termination process for the logical unit. Try using
the VTAM VARY INACT command.

If the logical unit is still hung, continue with step 2.
2. Determine which components are still connected to the logical unit.

¢ Use the vscs command DISPLAY iD= luname to determine the status of the
logical unit and of the SEND RPL.

* |[s the user still logged on to vm?

¢ Does the logical unit name appear when you use the CP QUERY NAMES
command? If so, the vM connection has not been severed.

* Does vTAM show the logical unit still in session with vscs? Use the vTam
DISPLAY command to determine this.

From this information, try to determine which components are connected to the
logical unit.

3. Note the status of the logical unit at this time. For example, on a display
screen, what is in the status area, and what was the last input or the last output
to the logical unit?

Note: If the user logged off and the screen says “HOLDING,” you must clear the
screen before the logical unit can be disconnected from vM. (This is normal for
VSCS.)

4. Coliect documentation.
If you can re-create the problem, get:
* vscs dump
* vscs operator console listing
¢ VTAM buffer contents trace

¢ vscs trace for the failing logical unit, running externally, with all options
active (except FRE and GET, for VTAM V3R2)

* VTAM internal trace with OPT=(API,MSG,PIU,PSS,SSCP), MODE =EXT.
if you cannot re-create the problem, get:

¢ vscs dump

* vscs operator console listing

e vscs ccs and dispatcher trace.

5. Go to “Reporting Procedure” on page 68.
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Logical Unit is Hung for Other Reasons
1. Answer these questions.

a. Issue the CP QUERY NAMES command on the CP console. Does the logical
unit name appear?

b. Is vscs still controlling the logical unit? (Use the vTAM DISPLAY command to
discover this.)

c. Have any messages appeared on the VTAM or vScs operator console for this
logical unit?

d. What is the last sequence of messages issued? (See the vscs operator
console listing.)

e. Issue vscs DISPLAY ID=luname. Is the RPL busy?
2. Collect documentation.
If you can re-create the problem, get:
¢ vscs dump
* vscs operator console listing
* VTAM buffer contents trace

¢ vscs traces for the failing logical unit, running externally, with all options
active (except FRE and GET, for VTAM V3R2).

¢ vTAM internal trace with OPT=(API,MSG,PIU,PSS,SSCP), MODE =EXT.
If you cannot re-create the problem, get:
¢ vscs dump
* vscCs operator console listing
* vscs ccs and dispatcher trace.
3. Go to “Reporting Pracedure” on page 68.
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vu VSCS Operator Commands Do Not Complete

134 VTAM Diagnosis

1. Has the vscs Utility Services subtask abended?

Check the operator console listing to see if the Utility Services subtask abnor-
mally terminated. If this occurs vscs can do no further processing of operator
commands. Use the vSCS CANCEL command to terminate vsCcs. Then get the
dump generated by the abend and go to “vm Termination Problems” on

page 109.

. Does a Gcs message indicate a problem with the GCs console task? If that task

abended or could not get storage, operator commands cannot reach vscs.

. If the problem is not an abend or GCs console task, try these commands:

¢ If vscs is running in the same virtual machine as vTAM, enter a vIAM
command such as DISPLAY LU. Does it complete?

— If yes, vscs may be in a loop or a permanent wait.
— If no, the problem is in the vTAM virtual machine. Continue down this
list to determine where the problem is.

¢ Enter the cp QUERY TIME command. This shows whether Gcs is processing
and passing CP commands to cpP.

* Enter #cP QUERY NAMES. This shows whether cP commands are being proc-
essed.

. Does Gcs process some commands, but not others? Does the Pa1 key put the

terminal in cP READ mode?

If the answer to both questions is yes, GCs is looping or waiting for an event to
complete. In cP READ mode, issue SET RUN OFF. Then enter the ce command D
Psw to display the current psw. Display the storage around the address shown
in the second half of the psw. If the last instruction issued was X'B2F0xxxx', cp
has not completed an 1ucv request, and vscs and the virtual machine are per-
manently waiting for a response. If the problem does not involve an iucv
instruction, check to see if the waIT bit (bit 14) is on in the psw. If so, the
problem is in the vscs virtual machine. Get a vscs dump and go to “Reporting
Procedure” on page 68. The vscs dump is described in “vM VSCS Dump” on
page 155.
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vu Message Problems

For messages other than DTIS99I, go to “Message Procedure” on page 53.

vu Message DTIS99I Indicates a VSCS Internal Error
Message DTIS991 tells you that a vscs internal error occurred for module DTIXXXXX
and a number (n). The number identifies the reason the message was issued. Use
the lists below to determine which component of vscs issued the message. See the
following example:

DTIS991 INTERNAL VSCS ERROR — DTIPRSVR 1

This indicates that vscs attempted to issue an ucv SEVER for the vscs global path.

For this error, a dump is taken (if dumping is enabled) and the SEVER request is

ignored.

1. Presentation Services issues messages with this information:

Module n Error Description
DTIPDADV 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPICPY 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPIPUT 1 Error in logical aid

2 Invalid WEBLAID (logical aid)
DTIPISYN 1 Invalid SEND/REPLY WEB type
DTIPOCWR 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPOFWR 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPOVSR 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPOWIC 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPOWRT 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPRACT 1 Received an invalid WEB
DTIPRSVR 1 Attempting to issue a SEVER for global path ID
DTIPRWEB 1 Invalid WEB
DTIPSCFS 1 Invalid FS response WEB
DTIPSCPY 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPSFCR 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPSPIN 1 SEND-in-progress bit error (VTAM V3R1.2 and later)
DTIPSTAM 1 Queue tag error for work element queue

2 Invalid WEBFUN or WEBMODE

3 Invalid WEBFUN or LBCSTATE

Note: DTIPIPUT will request a dump if you use the wrong logmode entry when
logging on to vscs with a type 1 logical unit (Twx, 2741, or 3767). The PSERVIC

field in the logmode entry you use must contain X'01' in byte one, or vscs

assumes the terminal is a type 0 logical unit (display terminal). vsCs requires a
valid aid character to process input from a type 0 logical unit, and the type 1
logical unit does not provide this.
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2. vTam Services issues messages with this information:

Invalid request (VTAM V3R1.2 and later)
Recovery queue empty during recovery (VTAM V3R1.2 and
later)
4 Schedule request failed (VTAM V3R1.2 and later)
1 Invalid RPL response
2 Dequeue error in recovery (VTAM V3R1.2 and later)
3 Invalid data response in recovery (VTAM V3R1.2 and later)
4
5

Module n Error Description

DTIVCLSX 1 Schedule request to DTIVTRME failed
2 No storage available

DTIVLOFF 1 IUCV connection exists

DTIVPURG 1 Schedule failed

DTIVRECA 1 Error in building WEB

DTIVRECX 1 invalid input chain

DTIVREJR 1 Logical unit not in termination

DTIVSEND 1 Invalid request (VTAM V3R1.2 and later)
2
3

DTIVSNDX

Invalid RPL response (VTAM V3R1.2 and later)
Recovery queue empty during recovery (VTAM V3R1.2 and
|ater)
6 Recovery queue empty during recovery (VTAM V3R1.2 and
later)
7 Attempting to schedule DTICMT (VTAM V3R1.2 and later)
DTIVSTAM 1 Queue tag error for work element queue
2 Invalid WEBFUN or WEBMODE
3 Invalid WEBFUN or LBCSTATE
1

DTIVTPNX Cannot schedule request

3. System Services issues messages with this information:

Module n Error Description
DTISCHED 1 Invalid process identifier
DTISDEQU 1 Queue tag does not match tag in queue header
DTISENQU 1 Invalid chain pointer
2 Queue tag does not match tag in queue header
DTISFREB 1 Invalid SMP tag
2 Invalid request (releasing storage that is already free)
DTISFREM 1 Invalid SMP tag
DTISGETB 1 Control block error or request is too big to obtain
2 Invalid free block count
DTISGMGR 1 PDBUSCNT (chain pointer) is invalid
2 Empty PDBSDB queue found
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4. Documentation to collect for vscs internal error problems:

¢ |ssuer of the message: Presentation Services, vTaM Services, or System
Services

* Reason the message was issued

¢ vscs dump (produced automatically as a result of message DTiSsgl if dumps
were enabled prior to the problem occurring)

* vscs operator console listing

¢ Any vscCs traces that were active at the time of the error.
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vu Incorrect Output Problems

1. Describe the incorrect output. The following list shows some of the possible

138 VTAM Diagnosis

2.

symptoms:
e The size of display screen is incorrect.
¢ The status area of the display screen does not work as expected.
¢ Highlighting or color do not work as expected.

¢ Invalid characters appear in the output, such as EBCDIC, APL, TEXT, or double-
byte Kanji characters. (Invalid characters are any characters that are obvi-
ously wrong or that you don’t expect.)

¢ Input data is lost.

* PROGXxxx occurs on SNA 3270s. If this happens during full-screen mode, the
contents of the data stream may be invalid. If the terminal is not in full-
screen mode, this message is more likely to indicate a vscs problem or a
logmode problem.

¢ The device does not function like a vM-supported terminal and the problem
is not due to a known restriction.

¢ The incorrect output does not involve full-screen data or the vMm/sp logo,
and one or more of the following symptoms occur:

— Data is misplaced on the screen.
— Data is missing.
— Content of data is incorrect.

— Device errors occur or the logical unit is disconnected when you
execute a command or a program.

Check to see that product restrictions are not causing the incorrect output.

3. Does the incorrect output invoive the logo? See “vm VM/SP Logo Problems on

~!

an SNA Device” on page 113 for more information.

Note: If you enter both the user 1D and the password on the user 1D line, you
may receive a different bMk message than you would if you entered only the
user ID.

. Is the device defined correctly to vscs?

Use the vscs command DISPLAY ID=luname to determine if the device is defined
correctly to vscs. If the DISsPLAY command is not successful, get a dump of vscs.
The logical unit control blocks in a dump also show the Lu definition.

If the LU definitions are not correct for the device, correct them and retest the
logical unit. See VTAM Installation and Resource Definition for more informa-
tion on defining logical units.

Check to see if the appropriate viam logmode for the device is being used. See
VTAM Customization for more information on logmodes.

Are user translation exits involved?

If your system has user-written translation exits, try to re-create the problem
without them. Use the DTIGEN parameters and see if the problem still occurs.

Is Kanji support involved?
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Double-byte character support for Kanji does limited editing. Check the data
stream sent to see if it is within the limitations of double-byte support.

Note: vscs does not check whether the device supports Kanji. The application
has this responsibility.

8. Are Twx 3101 configuration switches set up as documented by vmM? See the
VM/SP Terminal Reference to find out how these switches should be set up.

9. Other possible causes of incorrect output are listed here. You may choose to
investigate these further.

¢ Functional limitation due to the release of vm/sp used
* Hardware problem

¢ vsCs problem

¢ vM problem

¢ vM application problem.

10. If the problem has not been solved, collect the following documentation:

* For status area problems, lost input, device errors, and disconnections:
— vscs dispatcher trace of the failing logical unit.
— vscs trace with ccs active, of the failing logical unit.
— VSCS VTAM exit trace of the failing logical unit.
— VvTAM buffer contents trace.

* For all other incorrect output problems:
— VvTAM buffer contents trace of the failing logical unit.
— vscs trace with ccs active, of the failing logical unit.

— If a vscs dump is necessary, limit the number of users on the system
and use the vscs BFRFIFO command before re-creating the problem.
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. Storage-Related Problems

Storage problems in vscs can occur for several reasons; they may indicate a
problem in vscs. For VTAM V3R2, issue the vsCs STORAGE command whenever you
suspect that storage is causing problems.

1. Determine whether the virtual machine in which vscs resides in is large
enough. Estimate this using NPP Storage Estimates.

Note: If vscs resides in the same virtual machine as vTaM, add the storage
requirements for VTAM.

If the virtual machine is large enough for your environment, continue. Other-
wise, correct the vscs virtual machine size.

2. If you are using new vscs start parameters, evaluate changes made with DTIGEN
parameters:

¢ Trace table size

* Increase in the number of printers

* Receive buffer size

* BLKMULT greater than one

* VSAMLM number increased

¢ Transmit buffer sizes for both logical units and displays
* RECEIVE SPECIFIC option (VTAM V3R1.2 and later)

¢ Exception response option (VTAM V3R1.2 and later).

If vscs ran properly before these changes, review the size of the vscs virtual
machine before reporting a problem.

You can use the vSCS STORAGE command (VTAM V3R2) to see:
e Current number of vTAM sessions and cp connections
¢ |Indicator of storage shortage in message DTIS15l
¢ Some of the DTIGEN options that are currently active
e Storage management parameters for vTAM v3R2 that have been specified
¢ Number of veiBs allocated (controlied by vsaMLM).

If vscs is running in the same virtual machine as vTAM, use the VTAM DISPLAY
BFRUSE command to determine VTAM’s storage usage.

3. Is the network in slow-down or recovery mode?

If the network is in slow-down mode, it will take additional storage to maintain
data destined for the logical unit. This symptom could also be caused by one
of the following:

* VTAM is recovering from a network failure.
* VSCS is in SCIP recovery after a network failure.

e vscsis in a different virtual machine than vramM, and a dump is being taken
for vscs or VTAM

* A VTAM temporary storage shortage has occurred.

¢ The 110 buffer has expanded for a viam-controlled device.
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4.

Are several logical units hung?

The storage being used by hung logical units remains allocated until the
logical unit is released or is terminated. If you are using the exception
response mode and RECEIVE SPECIFIC options, the amount of storage used could
be enough to cause a storage shortage. See “vm General Procedures to Diag-
nose Logical Unit Hang Problems” on page 94 before continuing.

If you can re-create the problem, or if it is occurring frequently, gather the fol-
lowing documentation:

* vscsinternal trace with options CCs, DISP, FRE, and GET active
* Dump of the vscs virtual machine.
Did you receive message DTIS99I for DTISFREB Or DTISGETB?
This indicates that vscs is having a problem managing storage blocks.

Note: As with other DTIS991 problems, dumps must be enabled prior to the error
or you cannot get proper documentation.

If you can re-create the problem, or if it is occurring frequently, gather the fol-
lowing documentation:

* vscs internal trace with the options ccs. DISP, FRE, and GET active
* Dump created when message DTIS99! is issued.

Get a vscs dump and go to “Reporting Procedure” on page 68.

Did you receive message DTIS10l, followed by DTIv121?

This sequence of messages indicates that either the virtual machine is too
small, or all available storage has been depleted. If the vscs virtual machine is
large enough, the available storage may be allocated to a different vscs
storage pool than the current storage requester.

For example, if storage is available in the Presentation Services pool, but vTam
Services needs it, then GCS cannot provide additional storage. Logons are
rejected until Presentation Services releases the storage.

In VTAM V3R2, you can control the distribution of dynamic storage by coding the
DTIGEN parameters that allow swapping of storage segments in one pool to a
different pool, or returning them to G¢cs. The default for the DTIGEN storage
options is to work as previous release of vscs.

Get the following documentation:

® vscs trace with ccs and DISP active (and FRE and GET, for vTAM Vv3R2), for all
logical units, before the problem occurred (externally if possible).

* vscs dump.

Go to “"Reporting Procedure” on page 68.
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7. Is it an iucv pacing problem?

IuCv pacing is controlled by the value specified in the DTIGEN parameters (DPACE
for displays and KPACE for keyboard/printers).

For displays, the default value is the screen depth, which is also the default if
the pace is set to 0. The screen depth varies by display type.

For keyboard/printers, the default is 10. If the pace is set to 0 for
keyboard/printers, there is no iucv pacing.

For Twx logical units, the default is 1, and cannot be changed in vscs. That can
lead to increased Iucv traffic, which can lead to a vscs storage shortage in a
large network, or if vSCs is running in a small virtual machine.

If iucv pacing is not set properly, change the DTIGEN parameter and reinitialize
vscs with the new DTIGEN. [f the problem persists, get the following documenta-
tion:

* vscs trace with ccs active, started before the problem occurs
* vscs dump.

Go to “Reporting Procedure” on page 68.

. Other

If the problem cannot be isolated from previous steps, then a dump of the vscs
virtual machine is required. After obtaining the dump, use the vscs dump for-
matter to print the vscs storage control blocks. [f vscs is in the same virtual
machine as VTAM, then also evaluate the vTAM storage.

Get the output from the vscs formatter and the console log, and go to
“Reporting Procedure” on page 68.
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vww Performance Problems

1. Do not use a large value for the DTIGEN parameter vsaMLM. This can lead to
excessive paging in a medium-to-large environment. See VTAM Customization
for more information on vsaMLM, and NPP Storage Estimates to see if the
virtual machine size is correct.

Note: If vscs is running in the same virtual machine as vTAM, include the vTAM
storage size required when you determine the virtual machine size.

If you think your performance problem is related to paging and storage, (for
example, you are getting slow response time for operator commands or logical
units,) collect this documentation:

¢ vscs dump
* DTIGEN parameters
* GCs internal trace for GETMAIN and FREEMAIN.

2. If you think your performance problem is related to logical units, (for example,
you are getting slow response time for 170 operations,) collect this documenta-
tion:

* VTAMI/O trace
e VvTAM buffer contents trace

¢ vscs trace for the failing logical unit, running externally, with all options
active (except FRE and GET, for VTAM V3R2)

e GCs internal trace for sio and 1/0.

3. If you do not know the cause of the performance problem, collect all of the doc-
umentation in the two lists above, plus supply the values for MAXBFRU, UNITSZ,
and I0BUF.

4. When you have collected the necessary documentation, go to “Reporting
Procedure” on page 68.
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w Other VSCS Problems

Miscellaneous topics are covered in this section:

¢ “vMm SNA Dial Problems" on this page
e “vm Printer Sharing Problems” on page 146
¢ “vMm Operator Commands Are Rejected” on page 147.

v SNA Dial Problems

SNA dial keeps the logical unit in full-screen state from the time the dial is complete
until the dial is dropped or reset. All of the information on the screen is supplied
by the resource that was dialed.

1. If the screen size changed after one of the following occurred, take the indi-
cated action:

a. A vTaMm logical unit dialed another virtual machine.

Make sure the virtual machine you are dialing supports the features pro-
vided by your logical unit.

b. A vTam logical unit, dialing PvM, dialed another GCs group or host con-
taining VTAM.

When dialing pvM, the logical unit is defined as a logical address, which
may prevent the real device characteristics from being known. If you are
dialing another vTaM machine, supply a logmode name that describes the
type of terminal you are using.

If the screen size is still incorrect, collect the following documentation:
* vscCs trace with ccs active
® vscs dump

e vTAM buffer contents trace (in both hosts if connecting to another vTAMm
machine).

2. Is the logical unit hung?

If you are using PvM, find out whether the resource you are attempting to dial is
active. An inactive resource could result in a hung logical unit. If the resource
is active and the logical unit is hung, the resource, PvM, VSCS, CP, Or GCS may be
experiencing problems. Note whether other PvM users’ terminals are also
hung.

If you cannot determine the reason, get the following documentation:
® vscs dump
* vscs trace with ccs active (must be active before the hang occurs).

In the vscs dump, find the logical unit control blocks and the last few trace
entries for that specific logical unit. From this, answer the following questions:

a. Is the pLB LBCSTATE of the logical unit 20, 40 or 607
b. Is the SEND RPL busy, indicating vscs is waiting for a response?
c. Did vscs respond to all outstanding requests?
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If everything is specified correctly, then get the following documentation:
¢ vscs dispatcher and viaM exit traces
* VTAM internal trace, OPT=API
* vscs dump.
Go to “Reporting Procedure” on page 68.
3. Is the 1o interrupt missing?

If the situation is caused by missing 10, run these traces externally on just the
failing logical unit:

* vSCSs cCs and VTAM exit traces

* VTAM internal trace, OPT=CIO, MODE =EXT

* CP SIO SIOF, and /0 traces (See the CP Command Reference)

® GCs sIo and 1o traces (See the VM/SP Planning Guide and Reference).

Go to “Reporting Procedure” on page 68.
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vm Printer Sharing Problems

146 VTAM Diagnosis

1. Is vscs printer sharing failing?

If you coded a DTIGEN macro with PRTSHR=N, then change to PRTSHR=Y, reas-
semble DTIUSER, link DTIUSER into the vSCS LOADLIB, and reinitialize vscs with the
correct DTIUSER number.

If you are using default parameters or you are using a DTIUSER with PRTSHR=Y
coded, then get the following documentation;

* vscs dispatcher and VTAM exit traces
® vscs dump.

Go to “Reporting Procedure” on page 68.

. Does vram SIMLOGON fail after you use the vsScs PRINTER command?

If the vTAM SIMLOGON fails, then make sure:
* The printer name was spelled correctly
* The resource is known and available to vTAM (use VTAM DISPLAY command)

e The viAM logmode for the printer logical unit is correct.

. Does ‘NOT AVAILABLE' appear in the status area of the display?

In order for vscs to access a VTAM printer, either the vSCS PRINTER command or
a VTAM VARY ACT command must be issued first. See VTAM Operation for more
information on commands.

If the proper command was not issued or the printer name was misspelled,
issue the command again with the correct name.

If the proper command was issued to identify the printer to vscs, get the fol-
lowing documentation:

¢ vscs dispatcher and vTAM exit traces

* VTAM internal trace, OPT=API

¢ vTAM buffer contents trace for the printer logical unit
¢ vscs dump.

Go to “Reporting Procedure” on page 68.

. Is vscs not releasing a printer when requested to?

If the printer was allocated to vscs by using the VTAM VARY ACT,LOGON=VSCS
command, then a VTAM VARY INACT command is the only way to release it.

If the vTAM SIMLOGON was used (check the vscs operator console listing), then
vscs will use the time value specified in the DTIGEN parameters. TIMEREL is used
to determine when the printer will be released. (See VTAM Installation and
Resource Definition for more information on TIMEREL.)

If the correct value for TIMEREL is specified and vscs was initialized with the
proper DTIUSER module, then get the following documentation:

¢ vscs dispatcher and VTAM exit traces
* vscs dump

¢ VTAM internal trace, OPT=API
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¢ vTAM buffer contents trace for the printer logical unit before the Release
was requested.

Go to “Reporting Procedure” on page 68.
5. Other printer problems:
For problems not described above, get the following documentation:
e vscs dispatcher and VTAM exit traces
* VTAM internal trace, OPT=API
* vscs dump.

Go to “Reporting Procedure” on page 68.

vm Operator Commands Are Rejected
Does vscs reject a command that was entered correctly and issue an error
message? You may have entered the command at an inappropriate time. For
example, a vsSCs START command is rejected when vscCs is already active. Try using
some other commands to see if they work.

Note: Avoid using VSCS HALT, CANCEL, or QUIT; they could cause further problems.

If the problem is unique to one command, or to a certain sequence of commands,
get the operator console listing and go to “Reporting Procedure” on page 68.
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Chapter 6. . Using VSCS Service Aids

The following tools can help you diagnose vscs problems:

* Messages

¢ QOperator console listing

¢ QOperator commands: BFRFIFO, QUERY, DISPLAY, FORCE, and STORAGE
® vscs dump

* vscs trace facility.

These service aids, along with service aids for vTaMm, can help you isolate problems
to a single component and identify problems within vscs.

w Message and Module Conventions

For most messages, the module name appears as the first word in the message
text. For example, in message DTIC01! below:

DTICINIT VSCS IUCV INITIALIZATION IS IN PROGRESS

DTICINIT is the module name. If the module name is not given in the message text,
see the message-to-module cross-reference in VTAM Messages and Codes for the
module name.

All vscs message and module identifiers begin with bTi. Module names are in the
form DTIcaaaa, where aaaa is the unique module identifier and ¢ represents the
issuing subcomponent, as follows:

C Communication Services for Inter-User Communication Vehicle (lucv)
F  System Services
I Initialization and Termination Services
P Presentation Services
In this subcomponent ( DTiIPaaaa), the fifth letter is one of the following:
Device manager
Input manager
Output manager
Request services
State manager
S System Services
V  vTAM Services
In this subcomponent, a module with the last character of x (DTivaaax) indi-
cates a vTAM exit routine.

»w>VMO~TO

Message identifiers are in the form pTicnni, where ¢ indicates the issuing compo-
nent (as above), nn is the two-digit serial number, and i is the action indicator:

A Action
E Eventual action
| Information.
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For internal vscs errors, module DTIMSGE issues the following message:
DTIS99I INTERNAL VSCS ERROR modname n

where modname indicates the name of the module that issued the message, and n
identifies the nth occurrence of DTIMSGE within the module. This number n can be
used to identify the reason the message was issued. See “vM Message DTIS99I
Indicates a VSCS Internal Error” on page 135 and VTAM Messages and Codes for
more information.

v Operator Console Listing

The operator console listing is a printout of the messages that appear at the vscs
operator console. The listing contains everything that appears on the operator’s
console during the entire session. It can help you find out the sequence of events
when a problem occurs. If vsCs is running in the same virtual machine as vTaMm, the
console listing includes VTAM messages as well as vsCs messages.

To obtain a console listing, issue the CP command SPOOL CONSOLE START. If you are
using a hardcopy terminal, such as a 3767, this is not necessary because all input
and output already comes out on paper. For more information on this command,
see the VM/SP CP Command Reference.

Note: If the operator console is in conmode 3270, the CP SPOOL CONSOLE command
produces no output.

v Operator Commands

vm BFRFIFO Command

152 VTAM Diagnosis

BFRFIFO affects the dequeueing and dispatching structure for storage. Generally,
storage is used from the top in a last-in-first-out fashion (BFRLIFO). This is the
default. For diagnostic purposes, however, you can turn on BFRFIFO. This first-in-
first-out method of storage preserves the queue long enough for you to see the ele-
ments that have just been processed.

To start BFRFIFO, use the vsCcs BFRFIFO command or the DTIGEN macro. For more
information, see VTAM Operation.

Note: Using BFRFIFO can seriously degrade system performance, especially in a
large network.
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via DISPLAY Command
The vscs command DISPLAY ID=luname shows the status of a logical unit.
Figure 25 shows an example of the vSCS DISPLAY command.

vscs display id=13e0

R;

DTIS60I DISPLAY COMMAND ACCEPTED

DTIS61I LU NAME = L3EO DEVICE TYPE = 3277 MODEL = 2
DTIS621 LU TYPE = O DEVICE FEATURES = NEDS APL( OLD )
DTIS631 SCREEN SIZE = 24 BY 80 ALTERNATE SIZE = BY PACE = 24
DTIS651 IUCV PATHIDS = 2 3 CURRENT RPL COMMAND = SEND
DTIS591 RECEIVE SPECIFIC RPL BUSY

DTIS661 CURRENT STATES: PS = NMH VS = NORM ER

DTIS671 LOGON TIME = 16 : 05 : 17

DTIS68I SEND COUNT = 00000001 RECEIVE COUNT = 00000000
DTIS771 VSCS COMMAND PROCESSING COMPLETE

Figure 25. vim Example of the VSCS DISPLAY Command

vt FORCE Command
The vscs command FORCE 1D =1luname terminates the CP session and VTAM session
for a logical unit. This command may be used when the cp FORCE and VTAM VARY
INACT commands do not terminate a logical unit.

vi: QUERY Command

The vscs QUERY command displays the following information:

* The location of the vscs trace table (if it has been allocated)
* The status of vscs traces

* The status of a vscs dump

¢ The status of buffer queues.

Figure 26 shows an example of the vSCS QUERY command.

VvSCS query
R;

DTIS741 TRACE TABLE STARTS AT 001C5020 , ENDS AT 002BFO5F

DTIS841 SELECTIVE TRACE ACTIVE FOR LOGICAL UNIT ELU3101

DTIS841 SELECTIVE TRACE ACTIVE FOR LOGICAL UNIT LU1920

DTIS871 SELECTIVE VTAM, DISPATCHER AND CCS TRACE ACTIVE FOR 2 LU(S), 30
DTIS93I VSCS EXTERNAL TRACE IS ENABLED

DTIS76I VSCS DUMP PROCESSING IS ENABLED

DTIS78I BUFFER DEQUEUE IS IN NORMAL MODE(BFRLIFO)

DTIS77I VSCS COMMAND PROCESSING COMPLETE

Figure 26. vm Example of the VSCS QUERY Command
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Figure 27 shows an example of the vsCs STORAGE command when both STCHKTM and

STRELTM are zero.

vscs storage

R;

DTIS151 DYNAMIC STORAGE UTILIZATION
DTIS16I RCVBFRL - 00010C DPXMTL - 0006BC
DTIS171 RPLNUM - 08 VSAMLM - 000A
DTIS18I BLKMULT - 01 STCHKTM - 000000
DTIS191 GETMAIN - 00000B FREEMAIN - 000000
DTIS20I VTAMSES - 000000 CPCONNS - 000000
DTIS771 VSCS COMMAND PROCESSING COMPLETE

KPXMTL - 00010C
VEIBS - 000003
STRELTM - 000000
SWAP - 000000
CPMAX - 000000

Figure 27. VM Example of the VSCS STORAGE Command, STCHKTM =0 and STRELTM =0

Figure 28 shows an example of the vscs STORAGE command when either STCHKTM or

STRELTM is greater than zero.

vscs storage
Ready;

DTIS15I DYNAMIC
DTIS16I RCVBFRL -
DTIS17I RPLNUM
DTIS18I BLKMULT
DTIS19I GETMAIN
DTIS20I VTAMSES
DTIS21I POOL

00011C DPXMTL
08 VSAMLM
08 STCHKTM
0000OA FREEMAIN
000000 CPCONNS
HIGHWATER/VTAMSES

DTIS221 PS 000004 / 000000
DTIS221 VS 000001 / 006000
DTIS221 VX 000001 / 000000

STORAGE UTILIZATION

00079C
000A

000001
000000
000000

CURRENT
000004
000001
000001

DTIS771 VSCS COMMAND PROCESSING COMPLETE
Figure 28. VM Example of the VSCS STORAGE Command, STCHKTM >0 or STRELTM >0

KPXMTL -
VEIBS
STRELTM
SWAP
CPMAX -

00011C
000003
00000A
000000
000000
AVATLABLE
000002
000001
000000

LIFO

LY30-5601-1 © Copyright IBM Corp. 1984, 1989



“Restricted Materials of IBM”
Licensed Materials — Property of IBM

vw VSCS Dump

The vscs dump contains all of the storage for vscs. It also contains common, group
control system (GCS), and VTAM storage if they are in the same virtual machine as
VSCS.

To enable the dump, use the vsCs DMPENABL command or the DTIGEN macro. For
more information, see VTAM Operation. With dumping enabled, vscs can create a
dump as soon as an internal error occurs. This ensures that the proper data is
recorded before recovery processing begins. If an abend occurs, vscs creates a
dump automatically, whether dumping is enabled or not. Use the GCS GbUMP
command to obtain a dump of the vscs virtual machine for problems that do not
cause vscCSs to dump automatically.

While the dump is being taken, all network activity temporarily stops in order to
keep the contents of the dump intact. When the dump is requested, vscs issues a
message containing the name of the module requesting the dump and a dump
identifier number. vscs dumps are numbered to correlate to the console mes-
sages.

Use the link-edit listing to locate key modules or work areas in the dump. The
addresses of CSECTs DTIISDA1 and DTIISDA2 also appear in the trace table header
record, as shown in Figure 31 on page 162. pTusDA1 and DTHISDA2 contain the global
control blocks, which can be identified in the dump by their unique identifiers. For
more information on control block identifiers, see “vmVSCS Storage and Control
Block Identifiers” on page 659.

vm Dump Formatting Routine

vscs provides a dump formatter to format vscs control blocks and the vscs internal
trace table in a dump. The routine runs as part of PRTDUMP.

1. Use the Gcs GbuMp command to dump vScCs storage.
2. Use Ipcs to process the reader file produced by the dump.
3. Use PRTDUMP to format the vSCs control blocks and internal trace table.

Note: Use the vscs QuERY command to find the location of the vscs internal trace
table, and record its address. That way, if you cannot find the proper control
blocks, you can still use the table’s address to find them via the dump formatter.
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Five options allow you to choose what portion of the dump you want to format:

1 2 3 4 5
Trace table DTIPDBs DTITAB Trace table Module list
DTIPRM DTISDBs DTIPIBs
DTISAB SCBsummary DTIPLB
DTICGB DTICLB
DTIPGB DTIVLB
DTIVGB Send RPL
DTIGTD DTIWEB
DTISCB DTIVEIB
DTIUGB DTICMT
DTICIA ) DTIXMT
DTICMDs Logical unit
DTISWBs trace
DTIPACT entries
DTIDSBs
VTAM work

area
Path table
DTITABs
DTIPIBs
DTIPLBs
DTICLBs
DTIVLBs
Send RPL
SCB summary

Formatting may terminate if the following conditions occur:

¢ [f vscs cannot find the control blocks in the dump. Early in initialization and
late in termination, the appropriate pointers and exits may not exist. If vscs
cannot find the control blocks, it issues a message asking you for the vscs
trace table address. From this, it can locate the control blocks.

¢ If validity checking shows that a control block has been overlaid with data.
¢ If a page of storage that vscs needs is unavailable.

if formatting fails, you may print the dump unformatted.

Figure 29 on page 157 shows how to use the dump formatting routine. It is taken
from an operator console listing.

156 VTAM Diagnosis LY30-5601-1 © Copyright IBM Corp. 1984, 1989



"Restricted Materials of IBM"
Licensed Materials — Property of IBM

prtdump prb00001

PROCESSING FILE 'PRB0OOOG1 DUMP'
CSIIPR550R DO YOU WISH TO FORMAT VTAM CONTROL BLOCKS? REPLY YES OR NO

4
FORMAT VSCS CONTROL BLOCKS? (YES OR NO)

Y

DTIFTO4 - VSCS DUMP FORMATTING

DTIFTO5 - VSCS CONTROL BLOCKS LOCATED

DTIFTO1 - VSCS DUMP FORMATTING OPTIONS

1. TRACE, GLOBAL AND LU RELATED CONTROL BLOCKS
STORAGE CONTROL BLOCKS

SPECIFIC LU CONTROL BLOCKS

VSCS TRACE TABLE ONLY

VSCS MODULE CROSS REFERENCE LISTING

PRINT ENTIRE DUMP

EXIT

O T o wWwN

ENTER OPTION(1-5) P-PRINT OR Q-EXIT:

3
ENTER LUNAME(1-8 CHARACTERS):

vtam

DTIFTO3 - FORMATTING VTAM LU CONTROL BLOCKS
DTIF204 - SEARCHING FOR LU....

DTIF205 - EXTRACTING LU TRACE ENTRIES...
DTIF201 - LU NAME VTAM PROCESSED

DTIFTO1 - VSCS DUMP FORMATTING OPTIONS

1. TRACE, GLOBAL AND LU RELATED CONTROL BLOCKS
STORAGE CONTROL BLOCKS

SPECIFIC LU CONTROL BLOCKS

VSCS TRACE TABLE ONLY

VSCS MODULE CROSS REFERENCE LISTING

PRINT ENTIRE DUMP

EXIT

O oA whN
« e e e e e

ENTER OPTION(1-5) P-PRINT OR Q-EXIT:

5

DTIFTO9 - SEARCHING FOR MODULE NAMES

DTIFT10 - SORTING MODULE NAMES...

DTIFTO1 - VSCS DUMP FORMATTING OPTIONS

1. TRACE, GLOBAL AND LU RELATED CONTROL BLOCKS
STORAGE CONTROL BLOCKS

SPECIFIC LU CONTROL BLOCKS

VSCS TRACE TABLE ONLY

VSCS MODULE CROSS REFERENCE LISTING

PRINT ENTIRE DUMP

EXIT

Figure 29 (Part 1 of 2). VM Using the VSCS Dump Formatting Routine

O T H wWwhN
« « e e e e
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ENTER OPTION(1-5) P-PRINT OR Q-EXIT:

1
DTIF101 - SHOULD THE VSCS INTERNAL TRACE TABLE BE FORMATTED? Y]N
n

DTIFTO1 - VSCS DUMP FORMATTING OPTIONS

1. TRACE, GLOBAL AND LU RELATED CONTROL BLOCKS
. STORAGE CONTROL BLOCKS

. SPECIFIC LU CONTROL BLOCKS

VSCS TRACE TABLE ONLY

VSCS MODULE CROSS REFERENCE LISTING

PRINT ENTIRE DUMP

EXIT

O T wiN
e e e .

ENTER OPTION(1-5) P-PRINT OR Q-EXIT:

2

DTIFTO1 - VSCS DUMP FORMATTING OPTIONS

1. TRACE, GLOBAL AND LU RELATED CONTROL BLOCKS
STORAGE CONTROL BLOCKS

. SPECIFIC LU CONTROL BLOCKS

VSCS TRACE TABLE ONLY

VSCS MODULE CROSS REFERENCE LISTING

PRINT ENTIRE DUMP

EXIT

O DO W
e e e e .

ENTER OPTION(1-5) P-PRINT OR Q-EXIT:

3
ENTER LUNAME(1-8 CHARACTERS):

vtam

DTIFTO3 - FORMATTING VTAM LU CONTROL BLOCKS
DTIF204 - SEARCHING FOR LU....

DTIF205 - EXTRACTING LU TRACE ENTRIES...
DTIF201 - LU NAME VTAM PROCESSED

DTIFTO1 - VSCS DUMP FORMATTING OPTIONS

1. TRACE, GLOBAL AND LU RELATED CONTROL BLOCKS
. STORAGE CONTROL BLOCKS

SPECIFIC LU CONTROL BLOCKS

VSCS TRACE TABLE ONLY

VSCS MODULE CROSS REFERENCE LISTING

PRINT ENTIRE DUMP

EXIT

O VoV wN
« e e e o

ENTER OPTION(1-5) P-PRINT OR Q-EXIT:

q
FORMAT VTAM CONTROL BLOCKS? (YES OR NO)

n

Figure 29 (Part 2 of 2). YMUsing the VSCS Dump Formatting Routine
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The general format of control blocks in a formatted dump is:

Control block
Control block
Offset .......

name and address
information
..data in dump format......... *..printable..*

vw VSCS Trace Facility

The vscs trace facility offers the following trace options:

¢ ccs (Console Communications Services)

e Cleanup
¢ Data (v3R2)
¢ Dispatcher
* FRE (V3R2)
® GET (V3R2)
* VTAM exit.

All of the traces except cleanup are started with operator commands. (For the ccs
and VTAM exit trace options, the default is active.) The cleanup trace starts auto-
matically with any of the other traces.

The following list shows when each kind of trace entry is created:

ccs trace

Cleanup trace

Data trace (v3R2)

Dispatcher trace

FRE trace (V3R2)

GET trace (V3R2)

VTAM exit trace

Figure 30 on page

LY30-5601-1 © Copyright IBM Corp. 1984, 1989

Creates one entry for each iucv request or response sent or
received by vscs.

Creates one or two entries for each logical unit at logoff or dis-
connect. This trace is activated automatically when one or
more of the other traces is activated. It cannot run by itself.

Creates one entry for logical unit-bound data (output), and one
entry for ccs-bound logical unit data (input).

Creates one entry each time DTIPSTAM or DTIVSTAM gives control
to another module to process a work element block. This can
occur more than once for a single work element block.

Creates one entry for each request to free a block of storage.
Creates one entry for each request for a block of storage.

Creates one entry each time vTAM gives control to a vSCS VTAM
exit.

160 shows where each trace occurs.
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l—’ GET |——> FRE
, !
f !
‘ System Services ]
Communication l Presentation 1 VIAM VIAM
Services i Services | Services Services
| \ Exits
CP«— > . < VTAM
. . AP|
Dispatch Dispatch
Data
—p CCS L—p Dispotcher <~ VTAM Exit <

t—————P» Cleanup ¢——

Figure 30. VM The VSCS Traces

VSCS records the data in an internal table that wraps around when full. The size of
the trace table is variable and is specified during vscs initialization. The default
size is 1000 records of 32 bytes each.

The external trace option prevents trace information from being overlaid when the
internal table wraps. If MODE=EXT, vSCS maintains both the internal trace table and
the external trace table. This ensures that a dump taken for an unrecoverable
error will contain the relevant data from the internal trace table. The external vscs
trace entries are sent to CPTRAP. See “vM How to Run External VSCS Traces” on
page 161 for information on obtaining the external trace output.

Storage for the trace table is not allocated until the trace is activated and tracing
begins. When the trace facility is turned off, storage for the trace table is pre-
served and can be dumped by the operator using the cP buMp command. The vscs
QUERY command gives the starting and ending address of the trace table. In addi-
tion, the trace table can be found through a pointer at SABTRHDR in the DTISAB. See
“vm How to Run External VSCS Traces” on page 161 and VTAM Operation for
information on starting the vscs traces.

vm Trace Degradation

160 VTAM Diagnosis

Each trace option causes some system degradation, but it can be controlled to
some extent. The cleanup and ccs traces cause the least system degradation. The
VTAM exit trace causes a little more; and the data, dispatcher, FRE, and GET traces
cause the most. That is why ccs is the default.

If one or very few logical units are experiencing a problem, and you are re-creating
the problem to get documentation, run the traces on only one logical unit. This
reduces the impact of the trace on system performance and reduces the frequency
of the trace table wrapping.
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vm How to Run External VSCS Traces
To run the vscs traces externally, issue the following commands from the vscs
console:

CPTRAP 3D
CPTRAP GROUPID gcsgroup
CPTRAP START TO userid userid is the receiver of the spool file

VSCS TRACEON (EXT ALL EXT means run the trace externally. ALL means turn on
the ccs, data, dispatcher, FRE, GET, and VTAM exit trace
options.

VSCS TRACEON Tuname This is required only for selective tracing.

VSCS starts tracing to a spool file. When you have collected enough data and you
want to stop tracing, issue the following commands from the vscs console:

VSCS TRACEOFF (EXT ALL  Turn off external tracing.

VSCS TRACEON * Turn off selective tracing. This command is needed
only if selective tracing was used above.

VSCS TRACEON (CCS Activate the ccs trace option and use the internal trace
table. It is recommended that you run with this
minimum trace at all times.

CPTRAP STOP

cp spools a file to the reader of the user iD specified in the CPTRAP START command.
Use TRAPRED to look at the output as follows:

ACCESS 193 x The Gcs formatting routines are on this disk. “x” is a
user-specified file mode.

TRAPRED fileno “fileno” is the reader file number (Q RDR). (Make sure
the reader file is not in hold status.)

3D Read vTAM and vscs records only.

FORMAT Format the records.

PRINTER 999999 Print the records. (There are other commands which

allow you to view the CPTRAP file online. See the VM/SP
System Programmer’s Guide for vM R4, or the VM/SP
Facility for System Programming for vM Rs.)

QuIT

vm VSCS Trace Table
A trace may be started for one logical unit, up to 32 specific logical units, or all
logical units at any time. If a trace is running for all logical units and the TRACEON
command is specified for a single logical unit, then the trace only records data for
the logical unit specified. In the same manner, if you are tracing a specific logical
unit and issue TRACEON ALL, the trace now records data for all logical units.
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The vsCcs QUERY command shows:

* What traces are active

* Which logical units are being traced (if selective tracing is used)
* Which trace options are in effect

* The location of the internal trace table (if it is allocated).

vm Trace Table Header
The vscs trace table contains a header record (DTITHDR) followed by the trace
records (DTITREC). Figure 31 shows the trace table header.

162 VTAM Diagnosis

00 T R Number of entries
04 Zero

08 Current trace entry address

0c First trace entry in table

10 Last trace entry in table

14 Storage address used to free table

18 Zero

1C Zero

20 Address of DTIISDAl

24 Address of DTIISDA2

28 Address of first CSECT in load module
2C Address of DTIPATCH

30 Address of DTIIPARM

34 Zero

38 Zero

3C Zero

Figure 31. VM VSCS Trace Header Format

The header shows this information:

Byte (hex) Contents

00—-01
02—-03
04—-08
08—-0B
0C—0OF
10—13
14—-17
18— 1F
20—23
24-27

DTITHDR element header (TR)

Number of entries in table

Zero

Pointer to current entry in table

Pointer to first entry in table

Pointer to last entry in table

Address to be used in freeing the trace table storage
Zero

Address of DTIISDA1

Address of DTIISDA2

LY30-5601-1 © Copyright IBM Corp. 1984, 1989
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28—-2B Address of DTIISTRT
2C—2F Address of DTIIPATCH
30—-33 Address of DTIIPARM
34-3F Zero

vm Examples of VSCS Trace Output

There are three ways to look at the vscs trace table:

* Online at the operator console
* |n dump output
* Formatted with TRAPRED.

1. To view the trace table online, issue the vM DISPLAY command from the vscs
operator console. (For more information on this command, see the VM/SP CP
Command Reference.) Figure 32 on page 164 shows an example of the
output. (The trace record titles were added to identify the ditferent trace entry

types.)

Note: You can also use TRAPRED to view the output online. The output looks the
same whether you use the vM DISPLAY command or TRAPRED. See the VM/SP
System Programmer’s Guide (for vM R4) or the VM/SP Facility for System Pro-
gramming (for vMm R5) for more information about TRAPRED.

2. Figure 33 on page 165 shows what the trace table looks like in dump output.
(The trace record titles were added to identify the different trace entry types.)

3. Figure 34 on page 166 shows an example of a vscs trace running externally
and formatted with TRAPRED. (The procedure for obtaining this output is
described in “vmHow to Run External VSCS Traces" on page 161.) For more
information on using TRAPRED, see the VM/SP System Programmer’s Guide.
(for vM R4) or the VM/SP Facility for System Programming (for vM Rs).
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Storage
Address
Trace header
156020 E3D97F58 00000000 0015E780 0015E060 *TR"....... Xoo..=%
15E030 0025CB40 0015£E008 00000000 00000000 X e eieeieaneaes *
15E040 0013A948 001588F8 0012E000 0015C0D8 o 8....... Q*
15E050 0013A568 00000000 00000000 00000000 Lo *
VSCS CCS data trace entries
15E060  C3D5C3E3 00012000 000AQOOO 5CC3C3E2 *CNCT........ *CCS*
15E070 40404040 01010000 O0O0GOOGA E5D44040 oS W™ *

VSCS CCS global trace entries
15E080 00125028 00000001 C7D3C203 D9010310 * &L, GLBLR...*

15E090 0CO00000 00110000 00000000 E2E240C5 o SS E*
VSCS VTAM exit trace entries
15E0A0  E5D3D6C7 00124028 001241B8 00001910 *VLOG. . veevennnn *
15E0B0 00008006 00000000 10000000 00000000 o *
15E0CO  E5D6D7D5 00124028 171241B8 00000000 *VOPN.. ...iil.. *
15E0D0 10758000 00000000 10000000 00070002 ol *
VSCS dispatcher trace entries
15EQ0E@  D7020704 00124028 00127028 80000000 o N *
15EQ0F0 00000000 00000010 00000000 E2C9D5E3 Lo SINT*
15E100 D7020000 00124028 401254E0 81000080 o N *
15E110 00001DOO 00000010 00000000 D6GEGDIE3 ol 2 OWRT*
15E120 E5031604 00124028 40250028 81000080 ol P *
15E130 00000000 00000010 00000000 E2C5D5C4 o SEND*
VSCS CCS LU trace entries
15€220 0O011E2BO 00020000 10751054 F2830009 oS 2...*%
15E230 01000001 00020000 00000000 40040050 Lol N &&
15E240 0O011E310 00020000 10751054 (3830002 o I C...*
15E250 OEOOGO0O0 00040000 00000000 00040000 Lo *
VSCS cleanup trace entries
15E6C0  D7D9C2D2 02124028 00840000 80000060 *PRBK.. cevnnnnnn *
15E6D0 00000000 00000000 10751054 0025F188 [P 1.*

Figure 32. vMVSCS Trace Records Displayed at the Operator Console
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STORAGE
ADDR

15E020
15E040

15E060

15E080

15E0AQ
15E0CO

15EQEQ
15E100
156120

15£220
15E240

15E6CO

Trace header

E3D97F58 00000000 0O015E780 0015E060
0013A948 001588F8 0012E000 0015C0D8

0025C840 0015E008 00000000 00000000
0013A568 00000000 00000000 00000000

VSCS CCS data entry

LE}DSCSES 00012000 O0OOAOCO0O 5CC3C3E2

4040404C 01010000 O0O000Q0OA ESD44040

VSCS CCS global trace entry

00125028 00000001

C7D3C2D3

09010310

0CO00000 00110000

00000000 E2E24CCS

VSCS VTAM trace entries

ESD3D6C7 00124028 001241B8
£5D6D7D05 00124028

17124188

00001910
00000000

00008000 00000000
10758000 00000000

10000000
10000000

00000000
00070002

«VLOG. .
«VOPN. .

VSCS Dispatcher trace entries

D7020704 00124028
D7020000 00124028
ES031004 00124028

00127028
401254E0
40250028

80000000
81000080
81000080

00000000 00000010
00001D0C 00000010
00000000 00000010

00000000
00000000
00000000

E2C9D5E3
DBEBDIES
E2C5D5C4

VSCS CCS trace entries

0011E2BO 00020000
0011E310 00020000

10751054
10751054

F2830009
C3830002

01000001 00020000
OEOO00OCO 00040000

00000000
00000000

40040050
00040000

VSCS Cleanup trace entry

D7D09C2D2 02124028 00840000

80000000

00000000 00000000

10751054

0025F 188

Wal jo Auadoid — s|eldie pasuadi

W8I JO S|elIBlBN paldLIsay,
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3D OE VTAM VM/GCS USER REQUESTED GTRACE
TIME OF DAY CLOCK = 9A1222FFE3ABCO00
LENGTH OF GTF HEADER AND TRACE DATA = 0030
FORMAT ROUTINE 1D = F5
EVENT IDENTIFICATION = EFAA
VREC ~ RTN CODE G0 TAB 179840 RPLREQ 23 RPL 17627C RPLFDBK 0000 RPLSENS 0000 NAU 0100
PS STATE 00 PLBSM 00 00 00 00 VS STATE 00 VLBSWAP 30 80 00 00  VLBLRCD 00 EXIT DATA 04 00 00
3D OE VTAM VM/GCS USER REQUESTED GTRACE
TIME OF DAY CLOCK = 9A1222FFE727C000
LENGTH OF GTF HEADER AND TRACE DATA = 0030
FORMAT ROUTINE ID = F5
EVENT IDENTIFICATION = EFAA
PDISP LBCSTTUS 02 WEBFUN 04 WEBMODE 04 WEBVSRPS 7D TAB 179840 WEB 17A9C8 PS STATE 00 PLBSM 00 00 98 00 PLBDFLG 02
PLB- OFLG1 00 NOM 00 00 EDIT 00 PLBIA 00 VS STATE 00 VLBSWAP 30 80 00 00 VLBLRCD 00 MODULE IKIN
3D OE VTAM VM/GCS USER REQUESTED GTRACE
TIME OF DAY CLOCK = 9A1222FFEBEF8000
LENGTH OF GTF HEADER AND TRACE DATA = 0030
FORMAT ROUTINE 1D = F5
EVENT IDENTIFICATION = EFAA
ccs WEB  17A9C8 PATHID 0003 0006 CID 0100 O0QA TYPE Y PS STATE 00 WEBCOUNT 0003 WEBFUN 04 WEBMODE 00
WEB- CHAR 00 EDIT 00 FLAGS 00 04 LINE 00GA CURSR 0000 TABCH 00 WEBRSVSA 00  WEBDATA 172FB100 *....*

Figure 34. vMVSCS Trace Records Formatted with TRAPRED

vm VSCS CCS Trace Record Format
When the ccs trace option is active, vscs traces all traffic to and from ccs. You can
limit the ccs trace to a selected set of logical units when you start it. The ccs trace
produces three types of record formats:

Logical unit-related for traffic associated with logical units
Global for traffic not associated with a logical unit
Data for traffic associated with logical units or global traffic.

vmFormat for a CCS Trace Entry for a Logical Unit

00 B'O’ DTIWEB ADDRESS

04 PATH IDs

08 VTAM CID

oc Flow ind.| LBCSTATE WEBCOUNT

10 WEBFUN WEBMODE WEBCHAR WEBEDIT

14 WEBFLAGS | WEBCPFLG WEBLINE
18 WEBCURSR WEBTABCH | WEBRSVSA
1C First four characters of data

Displacement:

00 Zero
01—03 Address of DTIWEB associated with this request or response
04—07 Path ID from Communication Services local block (CLB)
04—05 VSCS pathID
06—07 CCS pathID
08—0B VTAM communication identifier (CID), either OAF or DAF
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0C Flow indicator

R (Receive)

Y (Reply)

1 (1-way send)
2 (2-way send)
T (Reject)

Flow direction

CCS = > VSCS (outbound)
VSCS = > CCS (inbound)
VSCS = > CCS (inbound)
VSCS = > CCS (inbound)
VSCS = > CCS (inbound)

C (Message complete) CCS = > VSCS (outbound)
Note: In this book, whenever a flow is referred to as inbound or out-
bound, you should take the Console Communications Services (CCS)
as the reference point. That is, flows toward the CCS are inbound,
flows away from the CCS are outbound.

oD LBCSTATE from PLB (See “vMLBCSTATE Values for PLBINxxx" on

page 214))

........

OE—OF WEBCOUNT

10 WEBFUN
11 WEBMODE
12 WEBCHAR
13 WEBEDIT
1111 ....

LY30-5601-1 © Copyright IBM Corp. 1984, 1989

LBCINT Internal mode if on (on=1). If LBCINT is
on, see “"vMLBCSTATE Values for
PLBINxxx" on page 214. If LBCINT is off,
the following values apply:

LBCFSSMF  Full-screen support mode flags

LBCFSAV Screen available

LBCFSII Full-screen input inhibited:
B‘00’ CP (Console) mode
B‘O1’ Virtual machine mode state

between ATTN and READ,
QUEUE CP messages.
B*10’ Virtual machine mode queue CP

messages.

B'11’ Virtual machine mode available
for switch.

LBCCOPY Copy mode: on=1

LBCNAL NAL flag: on=1

LBCHOLD Holding flag: on=B'11’

LBCM10 ‘More’ 10 flag: on=1

LBCM50 ‘More’ 50 flag: on=1

LBCCMSD Screen written with a CMS DIAGNOSIS:

on=1
No more holding state
Length of actual data in WEBDATA
WEB function code. This is explained in “vm WEB Func-
tion Codes"” on page 215.
Mode:

00 Console

01 CMS

02 Full-screen

04 Internal

Character set (set by CCS for Console and CMS modes)

00 EBCDIC character set
01 APL character set
02 TEXT character set

Editing characteristics
Zero
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168

. 1.
..
.. 1
....... 1
14 WEBFLAGS
11.. ....
N
. 1.
1.,
.1
....... 1
15 WEBCPFLG
15 WEBSAFLG
) PN
.1..
1
. 1.
1.,
1.,
1
1.
o eeel
....... 1
16—17 WEBLINE
16 WEBLAID
17 WEBNLLOS
18—19 WEBCURSR
1A WEBTABCH
1B WEBRSVSA
l... ...,
...
N P
..11...
1.,
.. 1.
....... 1
1C—1F WEBDATA

VTAM Diagnosis

WEBMIEKO

WEBEDPTI
WEBNOEKO
WEBEDCUP

WEBRSV1
WEBCONMD
WEBLED
WEBANFSW

WEBDIAL
WEBNOMOR

wEBPRMPT
WEBPASPA

“Restricted Materials of IBM”
Licensed Materials — Property of IBM

Highlight input display

Do not print or do not display
Do not redisplay input on next output line
Convert to upper case

Zero

Request for display in conmode 3270
Lirhited edit diagnose

Allow any full-screen write; first full-
screen write after reset.

SNA dialed logical unit

CMS ERASE WRITE NO ‘MORE'
requested
WEBDATA contains pre-logon prompt

Pass PA1 (FSSM) as data to application

GCs status flags for VSCS
VSG$ status flags

WEBCPACR
wEBCPPRI

WEBCPALM
wEBSAHLD
WEBCPMDE
WEBSAMOR
WEBGPHLW
wiBcPAsp
wEBSARSP
WEBCPRRR
WEBSARRR
WEBCPRNR
WEBSARNR

No carriage return (hardcopy terminal)
Priority flag

Ring the alarm

Holding

CP-generated bit = 1

‘More’ VM-generated bit = 0
Highlight write requested

Indicatés CCS response

Indicates VSCS response

CCS request, requires response
VSCS request, fequires response
CCS request, réquires no response
VSCS reéquest, requires no response

Lide dumber for CMS WEBCMWRT

Logical attention identifier

Nurhbet of lines left on screen

Cursof position may be a relative address or a buffer

address

Tab (not DTITAB) character

Résétved

WEBCPRDS
WEBNOVCK
WEBATTNW

wEBCHDIR
WEBMASKW

DTIWEB is a redisplay DTIWEB

Do not validity check data

Attention write (VSCS only) yes = 1
Zero

Change direction required

Write inhibit mask

Zero

First four bytes of data field
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vm Format for a Global CCS Trace Entry
A global entry occurs if cCs receives a request for a path 1D that has been severed.

00

04

08

oc

10

14

18

1C

B'OQ' DTIWEB address

PATH 1Ds

G L

B L

Flow ind.| LBCSTATE

WEBCOUNT

WEBCAN WEBMODE

WEBCHAR WEBEDIT

WEBFLAGS | WEBCPFLG

WEBLINE

WEBCURSR

WEBTABCH | WEBRSVSA

First four characters of data

Displacement:

00

01-03

Zero

Address of DTIWEB associated with this request or response

04—07 PathID (from CLB)

04—05 VSCS path ID
06 —07 CCS path ID
08 —0B Characters ‘GLBL’

0C

oD
OE
10

11

12

13

Flow indicator
R (Receive)

Y (Reply)

1 (1-way send)
2 (2-way send)
T (Reject)

Flow direction

CCS = > VSCS
VSCS = > CCS
VSCS = > CCS
VSCS => CCS
VSCS = > CCS

C (Message complete) CCS = > VSCS

WEBCAN

—0F WEBCOUNT

WEBFUN

WEBMODE

WEBCHAR

WEBEDIT
1111 ...

LY30-5601-1 © Copyright IBM Corp. 1984, 1989

Number of control areas

Length of actual data in WEBDATA

WEB function code. This is explained in “vm WEB Func-
tion Codes"” on page 215.

Mode:

00 Console

01 CMS

02 Full-screen

04 Internal

Character set (set by CCS for Console and CMS modes)

00 EBCDIC character set
01 APL character set
02 TEXT character set
Editing characteristics
Zero
WEBHIEKO  Highlight input display
WEBEDPTI Do not print or do not display
WEBNOEKO Do not redisplay input on next output line
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14

15

16—-17
16
17
18—19

1A
18

WEBLINE
WEBLAID
WEBNLLOS
WEBCURSR

WEBTABCH
WEBRSVSA

1C—1F WEBDATA

170 VTAM Diagnosis

WEBEDCUP

WEBRSV1
WEBCONMD
WEBLED
WEBANFSW

WEBDIAL
WEBNOMOR

WEBPRMPT
WEBPASPA

“Restricted Materials of IBM”
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Convert to upper case

Zero

Request for display in conmode 3270
Limited edit diagnose

Allow any full-screen write; first full-
screen write after reset.

SNA dialed logical unit

CMS ERASE WRITE NO ‘MORE’
requested

WEBDATA contains pre-logon prompt
PA1 (FSSM) pass as data to application

CCS status flags for VSCS

WEBCPNCR
WEBCPPRI
WEBCPALM
WEBSAHLD
WEBCPMDE
WEBSAMOR
WEBCPHLW
WEBCPRSP
WEBSARSP
WEBCPRRR
WEBSARRR
WEBCPRNR
WEBSARNR

No carriage return (hardcopy terminal)
Priority flag

Ring the alarm

Holding

CP-generated bit = 1

‘More' VM-generated bit = 0
Highlight write requested

Indicates CCS response

Indicates VSCS response

CCS request, requires response
VSCS request, requires response
CCS request, requires no response
VSCS request, requires no response

Line number for CMS WEBCMWRT

Logical attention identifier

Number of lines left on screen

Cursor position may be a relative address or a buffer

address

Tab (not DTITAB) character

Reserved

WEBCPRDS
WEBNOVCK
WEBATTNW

WEBCHDIR
WEBMASKW

DTIWEB is a redisplay DTIWEB

Do not validity check data

Attention write (VSCS only) yes = 1
Zero

Change direction required

Write inhibit mask

Zero

First four bytes of data field
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vm Format for CCS Data Trace Entries

0 4 1F
/7
Header Data
//
Displacement:
00—03 Header
‘ACNT’ Accept connection CCS = > VSCS
'CMSG’ Completion of a 1-way send CCS = > VSCS
‘CNCT’ Connect VSCS = > CCS
‘CXIT' Invalid external interrupt CCS => VSCS
‘GMSG’ Ignored traffic on global path CCS = > VSCS
‘LIER’ Logical interface error CCS => VSCS
‘SCNT’ Sever connection CCS => VSCS
‘SEVR’ Sever VSCS = > CCS
or
CCS => VSCS
04— 1F First 28 bytes of data from area passed
ACNT Entry: Accept connection, cCs = > vsCSs
0 4 8 o 1F

"ACNT' [Module ID

Zero

IUCV parameter list

Displacement:

00—03 Characters 'ACNT’
04—07 Last four characters of module making trace entry. First four charac-
ters are always DTIP.

08—0B Zero
0C—-0D PathID
0E IPFLAGSH1
) I
A
S D
S
R DN
1.,
.. 1.
....... 1
OF IPTYPE
10—11 IPSMGLIM
12—13 Zero
14—15 IPAUDIT
14 IPAUDIT1

LY30-5601-1 © Copyright IBM Corp. 1984, 1989

IPALL Quiesce, resume, and sever all
IPQUSCE Connect in quiesce mode
IPPRTY Priority message, reply required

IPNORPY One-way protocol
IPCPENTY Entry from CP

IPFGMID Message ID specified
IPFGPID Path ID specified
IPFGMCL Message class specified
External interrupt code

Message limit

Audit trail as follows:

Audit trail byte 1
IPADRPLE Reply too long for buffer

Chapter 6. VM Using VSCS Service Aids
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15

16—-17
18—18

IPAUDIT2
cees 111
Zero

User data

IPADSNPX

IPADSNAX
IPADANPX
IPADANAX
IPADRJCT

"Restricted Materials of IBM”
Licensed Materials — Property of IBM

Protection exception on send buffer

Address exception on send buffer
Protection exception on answer buffer
Address exception on answer buffer
Message was rgjected

Zero

Audit trail byte 2

IPADRCPX
IPADRCAX
IPADRPPX
IPADRPAX
IPADSVRD

Protection exception on receive buffer
Address exception on receive buffer
Protection exception on reply buffer
Address exception on reply buffer
Path was severed

Zero

1C—1F First four bytes of logical unit name

CMSG Entry: Completion of a one-way send, ccs = > vsCs

0 4

8

c

IF

'CMSG'

Module ID

Zero

IUCV parameter list

Displacement:

00—03
04-07

08—-08B
0C-0D
OE

OF
10—13
14-17
14—-15
14

Characters '‘CMSG’

Last four characters of module making trace entry. First four charac-
ters are always DTIP.

Zero
Path ID
IPFLAGS1

.1..
..1.
IPTYPE
IPMSGID
IPTRGCLS
IPAUDIT
IPAUDITH

IPALL
IPQUSCE
IPPRTY
IPNORPY
IPCPENTY
IPFGMID
IPFGPID
IPFGMCL

Quiesce, resume, and sever all
Connect in quiesce mode
Priority message, reply required
One-way protogol

Entry from CP

Message ID specified

Path ID specified

Message class specified

External interrupt code

Message ID
Target class

Audit trail as follows:
Audit trail byte 1

IPADRPLE
IPADSNPX
IPADSNAX
IPADANPX

Reply too iong for buffer

Protection exception on send buffer
Address exception on send buffer
Protection exception on answer buffer
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. 1.,
1.,
...... 11
15 IPAUDIT2
... ...
1.
R P
1.,
R
..... 111
16—17
18—1B |IPBFADRI1
iC—1D
1E—1F IPBFLN1

CNGT Entry: Request for conngction, vscs = > ccs
0 4

IPADANAX
IPAPRICT

Address exception on answer buffer

Message was rejected
Zero

Audit trail byte 2

IPADRCPX Protection exception on receive buffer
IPAPRCAX Address exception on receive buffer
IPADRPPX Protection exception on reply buffer
IPAPRPAX Address exception on reply buffer
IPADSVRD Path was severed

Zero
Zero

Agddress of buffer 1

Zerp

Length of buffer 1

1F

'CNCT!

IUCv parameter list

Displacement:

00—03 Characters ‘CNCY’

04—05 PathID

06 IPFLAGS1
1... ...,
.1..
S P
A R
I
.1..
..1.
...... b1
07 IPRCODE
08—09 IPSMGLIM
0A IPFCNCD
0B Zero
0C—13 IPVMID
14—1B **CCS’
1C—1F
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IPALL Quiesce, resume, and sever all
IPQUSCE Connect in quiesce mode
IPPRTY Priority message, reply required
IPNORPY One-way protocol

IPCPENTY Entry from CP

IPFGMID Message ID specified

IPFGPID Path ID specified

IPFGMCL Message class specified

Return code

Megsage limit

Function code

Target virtual machine ID

First four bytes of logical unit name

Chapter 6. VM Using VSCS Service Aids
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CXIT Entry: Invalid external interrupt, ccs = > vscs

0 4

1C 10 1F

'CXIT!

Bytes 0-23 of external parameter list

Error

Code VEIB

Displacement:

00—03 Characters ‘CXIT’

04-05 PathlID
06 IPFLAGS1
) P
1.
N PA
1.
. l...
B
oo oo l,
....... 1
07 IPTYPE
08—-0B [IPMSGID
0C—-0F IPTRGCLS
0C—-0D IPAUDIT
oC IPAUDIT1
S P
S P
.1,
R P
e |
oD IPAUDIT2
... ...
1., .
1.
.1 ...
. 1.
..... 111
OE—OF
10—13 [IPBFADR1
14—-15
16—17 IPBFLN1
18—1B IPSRCCLS

IPALL
IPQUSCE
IPPRTY
IPNORPY
IPCPENTY
IPFGMID
IPFGPID
IPFGMCL

Quiesce, resume, and sever all
Connect in quiesce mode
Priority message, reply required
One-way protocol

Entry from CP

Message ID specified

Path ID specified

Message class specified

External interrupt code

Message ID
Target class

Audit trail as follows:
Audit trail byte 1

IPADRPLE
IPADSNPX
IPADSNAX
IPADANPX
IPADANAX
IPADRJCT

Reply too long for buffer

Protection exception on send buffer
Address exception on send buffer
Protection exception on answer buffer
Address exception on answer buffer
Message was rejected

Zero

Audit trail byte 2

IPADRCPX
IPADRCAX
IPADRPPX
IPADRPAX
IPADSVRD

Zero

Protection exception on receive buffer
Address exception on receive buffer
Protection exception on reply buffer
Address exception on reply buffer
Path was severed

Zero

Address of buffer 1

Zero

Length of buffer 1

Source class
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1C

DTICEXIT Error code point

01

02
03
04
05
06
07
08
09
0A

0B
0C

VSCS abnormally terminating

Pending connect received - not supported
Error dequeueing VEIB or no available VEIBs
Error enqueueing VEIB on CGBCGMQ

Error found - not specific

Error enqueueing or dequeueing

Scheduling with priority failed

Scheduling failed

No match found for path ID in VSCS path tabie
Control block address passed does not point to a valid VSCS
control block (SAB or TAB)

Storage shortage obtaining additional VEIBs
Storage shortage obtaining additional VEIBs

iD—1F VEIB Address

GMSG Entry: Traffic on global path is ignored, ccs = > vscs

0 4

1C 1F

'GMSG' |[Bytes 0-23 of external parameter list VEIB

Displacement:

00-03
04—-05
06

07
08—-0B
0C—0F
0C—-0D
oC

oD
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Characters ‘GMSG’

Path ID

IPFLAGSH1

lo.. .... IPALL Quiesce, resume, and sever all

I PO IPQUSCE Connect in quiesce mode

S D, IPPRTY Priority message, reply required
R IPNORPY One-way protocol

LRI IR

sene

cece

1... IPCPENTY Entry from CP

.1.. IPFGMID Message ID specified
..1. IPFGPID Path ID specified

. | IPFGMCL Message class specified

IPTYPE External interrupt code
IPMSGID Message ID

IPTRGCLS Target class

IPAUDIT Audit trail as follows:
IPAUDIT1 Audit trail byte 1

1...
.1..

e IPADRPLE Reply too long for buffer

veee IPADSNPX Protection exception on send buffer

e IPADSNAX Address exception on send buffer

e IPADANPX Protection exception on answer buffer
... 1... IPADANAX  Address exception on answer buffer

.. IPADRJCT Message was rejected

.11 Zero

IPAUDIT2 Audit trail byte 2

IPADRCPX Protection exception on receive buffer
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I PN IPADRCAX  Address exception on receive buffer
S DR IPADRPPX Protection exception on reply buffer
R S IPADRPAX  Address exception on reply buffer
vens 1oa. IPADSVRD Path was severed
oo o111 Zero
0E-OF Zero
10—13 IPBFADR1 Address of buffer 1
14-15 Zero
16—17 |IPBFLN1 Length of buffer 1
18—1B [IPSRCCLS Source class
1C—1F VEIB Address
LIER Entry: Logical interface error, ccs = > vscs
0 4 8 10 14 18 1F
Last four | LU name DTITAB | INPUT
'LIER' | char of with DTIWEB | 'O'
module logic err ADDR ADDR

Displacement:

00—03 Character ‘LIER’
04—07 Last four characters of module making trace entry. First four charac-
ters are always DTIP.
08—0F Logical unit name of device with logical interface error.
10—13 Address of DTITAB
14—17 Address of DTIWEB that was input to module making trace entry.
18—1F Zero
SCNT Entry: Request to sever connection, cCs = > vsCS
0 4 6 14 18 1 10 1F
Path Address Reason
'SCNT' '0' of TAB ‘o’ ‘0
10 or SAB Code
Displacement:
00—03 Characters 'SCNT’
04—-05 ID of path that was severed
06—13 Zero
14—17 Address of Terminal Anchor Block (TAB) or Service Application Block
(SAB)
18—1B Zero

176 VTAM Diagnosis
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1C Reason code
1 VSCS not enabled by CP
2  Maximum logical unit limit exceeded
3 No VSCS global CONNECT accepted
4 VTAM service machine (VSM) not enabled
5 Duplicate logical unit name found on VSM RDEVBLOK chain
6 This path ID is currently in use
7  VTAM service machine was previously connected
8 Message limit exceeded
9 VTAM service machine global path severed
1D—1F Zero

SEVR Entry: Connection severed, vSCS = > CCS or CCS to = > VSCS

0 4 6 14 18 1F
Path Address
'SEVR' ‘0 of TAB ‘0!
1D or SAB

Displacement:

00—03 Characters ‘SEVR’
04—-05 ID of path that was severed

06—13 Zero
14—17 Address of TAB or SAB
18—1F Zero

vm VSCS Dispatcher Trace Record Format
When the dispatcher trace option is active, vscs traces all traffic through the vscs
state managers (DTIPSTAM and DTIVSTAM). This trace can be limited to one or
several logical units by starting the vscs dispatcher trace for selected logical units.
Use the vSCS TRACEON (DISP command to start the vscs dispatcher trace. See VTAM
Operation for additional information. The dispatcher trace produces two types of
record formats:

Logical unit-related for traffic associated with logical units
Global for traffic not associated with a logical unit.

The following examples show the format of records created for each event.
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vm Format for a Dispatcher Trace Entry for a Logical Unit

178 VTAM Diagnosis

00

04

08

oc

10

14

18

1C

Header LBCSTTUS WEBFUN WEBMOD
WEBVSRPS DTITAB address
PLBDFLG1 DTIWEB address
LBCSTATE | PLBFSSMF | PLBLFLGl | PLBFLG1
PLBPRLBC | PLBOFLGI PLBNOM
PLBEDIT PLBIAFLG | LBCSTATE | VLBFLG
VLBFLGL VLBFLG2 VLBSENDF | VLBLRCD
Last four characters of module name

Displacement:

00

01

02

03

04

Header ID

D No module ID found or address of module is zero

P

Presentation Services dispatcher

V  VTAM Services dispatcher
LBCSTTUS and current task running

WEBFUN

WEBMODE

WEBVSRPS

01

02
03
04
05
06
07
08
0C
oD
OE
OF
10

LBCSIP

1 =
Zero
Presentation Services task running
VTAM Services task running
Unknown task running

busy, 0 = not busy

WEB function code from input WEB. This is explained in
“VMWEB Function Codes” on page 215.

WEB mode from input WEB

00 Console

01 CMS

02 Full-screen

04 Internal

VTAM Services response to SEND request from Presen-
tation Services

WEBVSOPC Operation check

WEBVSLFU  Unconditional logoff

WEBVSERR Unrecoverable /O error
WEBVSBSY Printer busy

WEBVSIRQ Intervention required
WEBVSNAV  Printer not available
WEBTWXER TWX read error, sense code 0827
WEBVSAOK Successful completion
WEBVSVER Unrecoverable internal error
WEBVSPSL Presentation space integrity lost
WEBVSCNL SEND canceled by cancel key
WEBVSCC1 Reflect attention, CC1 on SIO
WEBVSECU Equipment check and unit specify
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11

12
13
14
15
05—-07

.......

09—-0B DTIWEB

page 214.)

.....

.......

........

oD PLBFSSMF
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DTITAB
08 PLBDFLG1

WEBVSDCU

WEBVSEC
WEBVSCRJ
WEBVSDC
WEBVSCC

Data check and unit specify

Equipment check
Command reject
Data check

Command check

Address of TAB passed
Device manager flags

PLBDASS
PLBDNEW
PLBNOVCK
PLBDCH

PLBDXTDS
PLBDXCLR
PLBDXHLI
PLBDATTN
PLBDMASK

Display has alternate size

Bit is on for a 3278, bit is off for a 3277
Do not validity check data

Display has new color or highlight func-
tions, no B'000’

Extended data stream available
Extended color available

Extended highlight available

Printer attention

Password mask

Address of current WEB
oC LBCSTATE from PLB (See ‘vm LBCSTATE Values for PLBINxxx" on

LBCINT

LBCFSSMF
LBCFSAV
LBEESI

LBCCOPY
LBCNAL
LBCHOLD
LBCM10
LBCM50
LBCCMSD

Internal mode if on (on=1). If LBCINT is
on, see “vm LBCSTATE Values for
PLBINxxx" on page 214. If LBCINT is off,
the following values apply:

Full-screen support mode flags

Screen available

Full-screen input inhibited:

B'00" CP (Console) mode

B'01' Virtual machine mode state
between ATTN and READ,
QUEUE CP messages.

B*10"  Virtual machine mode QUEUE CP
messages.

B'11" Virtual machine mode available
for switch.

Copy mode: on=1

NAL flag: on=1

Holding flag: on=B'11’

‘More’ 10 flag: on=1

‘More’ 50 flag: on=1

Screen written with a CMS DIAGNOSE:

on=1

No more holding state

Full-screen support mode flags

PLBFPA1
PLBFSRFC
PLBFSAFC
PLBFCNMP
PLBFVSIP

PA1 key received switch mode

Mode switch required (FSSM to Console)
Switch available (FSSM to Console)
Console message pending

VTAM Services SEND in progress
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OE PLBLFLG1

OF PLBFLG1

10 PLBPRLBC
11 PLBOFLGH

12-13 PLBNOM

12 PLBNFLG1
... ....
1.,
Y P
N AN
. 1.,
A,
..1.
....... 1
13 PLBNFLG2
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Conditional logoff received

CP message pending, response required

PLBCMSEW Screen has just been erased
VTAM Services logoff flags for Presentation Services

PLBLVS

PLBLGFC
PLBLGFU

PLBLERR
PLBLLERR

PLBLVERR

PLBLSEVR
PLBLNSTR
PLB flags
PLBLGO
PLBINAR
PLBLFLNP
PLBCONCT
PLBCNCTI
PLBINREC
PLBPRMPT
PLBSDIAL

VTAM Services logoff received, bypass
logo
WEBINLGF sent to CCS conditional logoff

WEBINLGF sent to CCS unconditional
logoff
WEBINERR sent to CCS for hard error

WEBINLER sent to CCS for interface
error

WEBINVER sent to CCS for internal logic
error

CP CCS SEVER received, must sever
No storage indicator in logoff

Logo mode logical unit

APL/TEXT starting in input area

Logon from logo not permitted

Current count incremented

IUCV CONNECT issued

Input received during purge processing
Usability prompt message flag
SNA-dialed logical unit

Previous logical unit LBCSTATE
Output manager flags

PLBSDIAG
PLBPSMSG
PLBOSRIP
PLBOKLOK
PLBOKPMI
PLBOSWRT
PLBOCRRQ

PLBOEXRQ

CMS DIAGNOSE on screen

Priority message on screen

SEND retry in progress

Keyboard locked

Keyboard printer mask input area sent
CMS WRITE active (no input received)

Carriage return required before SEND on
hardcopy terminal

‘I’ required before SEND on hardcopy ter-
minal

Notify output manager

NOM flag 1
PLBCEND
PLBRDTX
PLBSAC
PLBCLROA
PLBCLRIA
PLBRING

PLBUNLK
NOM flag 2

Command end (read)

The redisplay timer has expired
Status area change required
Clear output area

Clear input area

Ring the alarm

Zero

Unlock keyboard
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14

15
15

16

17

18

19

1A

<111 1111
PLBEDIT
JA11 ...,
. L.
.1..
PLBIATTN
PLBIAFLG
...1 1111
LBCSTATE

VLBFLG

... 1111
VLBFLG1

.1..

VLBSENDF
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PLBRDPND

Editing flags
PLBNCONV

PLBHIEKO
PLBEDPTI
PLBNOEKO
PLBEDCUP

Redisplay pending

Zero

User-translated output data

Zero

Highlight input redisplay

Do not print or do not display

Do not redisplay input on next output line
Convert to upper case

Input manager attention handling
Input manager attention handling flags

PLBMATTN
PLBSATTN
PLBIPA1

VLB
LBCVSST

VLB flags
VLBBSPBB
VLBBSPEB
VLBBSINB
VLBSR

VLB flag 1
VLBIOTR
VLBCLSD
VLBPCS
VLBSIGNL
VLBCHGD
VLBRETR
VLBRETS

VLB flag 2
VLBRPLB
VLBCLPND

VLBBUSY
VLBNAV
VLBOPCK
VLBWAIT

Multiple attention received
Single attention received
Attention received in ‘MORE’
Zero

VTAM Services state: 0 = Normal,
1 = Termination

Bracket-state pending begin bracket
Bracket-state pending end bracket
Bracket-state in bracket

Application SEND or RECEIVE state:
1 = SEND state, 0 = RECEIVE state
Zero

Inbound data received since last SEND
CLSDST not required

Purging chain state

Signal sent

Change direction required

Retry RECEIVE request

Retry SEND request

Zero

RPL in use

VTAM CLSDST pending
Zero

Printer busy

Printer not available
Operation check occurred
Waiting for data or LUSTAT

Special SEND indicator

VLBCLR
VLBSDT
VLBCANC
VLBSIGRQ
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. 1111 Zero
1B VLBLRCD Logoff reason codes
) VLBVTLO VTAM LOGOFF
I I VLBVRYI VARY INACTIVE
T P VLBHLTQ HALT QUICK
PR R VLBHLTC HALT CANCEL
AU VLBIOE Unrecoverable 1/0 error
R T VLBINERR Internal error
...... 11 Zero

1C—1F Last four characters of module ID

vm Format for a Dispatcher Trace Entry for a Global Connection

182 VTAM Diagnosis

00 |Header ID | Task/Busy SABIQECB

04 Address passed

08 DTIWEB address

oC SABFLG1 SABABIPF | SABLFLGl | SABRFLG1

10 WEBFUN WEBMODE WEBCHAR WEBEDIT

14 WEBFLAGS | WEBCPFLG WEBLINE
18 WEBCURSR WEBTABCH | WEBRSVSA
1C Last four characters of module name

Displacement:

0 Trace record header ID

D No module ID found or module address is zero
P  Presentation Services dispatcher
V  VTAM Services dispatcher

1 LBCSTTUS and current task running

S Address of SAB included

J111 1., Zero

..l Presentation Services task running

,,,,,, 11 VTAM Services task running

A B Unknown task running
02—03 SABIQECB First two bytes of SABIQECB event control block (ECB)
04-—-07 Address passed
08—-0B DTIWEB Address of WEB
oC SABFLGS1

loo. ..., SABDMPNO Do not take a dump

I SABVSCSV  VSCS running in VTAM machine

D SABDUIP Dump in progress

U R SABCSOPN  VSIUCV open
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oD

OE

OF

10

11

12

13

14

eeee 1111
SABRFLG1

WEBFUN

WEBMODE

WEBCHAR

WEBEDIT
1111 ....
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SABBUFDQ

SABGETFL

SABNEWLG
SABVEIBS

DTISGETB dequeue type: FIFO=1,
LIFO=0

GETMAIN failed

Zero

New logo format allowed

VEIB shortage has occurred

Zero

Abend-in-progress flags

SABVABIP
SABPABIP
SABUABIP

VTAM Services abend in progress
Presentation Services abend in progress
Utility Services abend in progress

Zero

Global termination flags

SABTETPE
SABTESIQ
SABTETIP

SABTEATP
SABINVQT

TPEND in progress

Termination scheduled by DTIIQUIT
Termination in progress

Abnormal termination in progress
Invalid termination request detected
Zero

Global recovery flags

SABVSCTL
SABPSCTL
SABTICTL

SABCXCTL

VTAM Services task in control
Presentation Services task in control
Timer exit in control

Communications Services exit in control
Zero

WEB function code. This is explained in “vm WEB Func-
tion Codes” on page 215.

Mode:

00 Console
01 CMS

02 Full-screen

04 Internal

Character set (set by CCS for Console and CMS modes)

00 EBCDIC character set
01 APL character set

02 TEXT character set
Editing characteristics

WEBHIEKO
WEBEDPTI
WEBNOEKO
WEBEDCUP

WEBRSV1
WEBCONMD
WEBLED
WEBANFSW

Zero

Highlight input display

Do not print or do not display

Do not redisplay input on next output line
Convert to upper case

Zero
Request for display in conmode 3270
Limited edit diagnose

Allow any full-screen write; first full-
screen write after reset.
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15

16—17
16
17
18—19

1A
1B

1C—1F

WEBLINE
WEBLAID
WEBNLLOS
WEBCURSR

WEBTABCH
WEBRSVSA

WEBDIAL
WEBNOMOR

WEBPRMPT
WEBPASPA
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SNA-dialed logical unit

CMS ERASE or WRITE NO ‘MORFE’
requested
WEBDATA contains pre-logon message

Pass PA1 (FSSM) as data to application

CCS status flags for VSCS

WEBCPNCR

WEBCPPRI
WEBCPALM
WEBSAHLD
WEBCPMDE
WEBSAMOR
WEBCPHLW
WEBCPRSP
WEBSARSP
WEBCPRRR
WEBSARRR
WEBCPRNR
WEBSARNR

Do not imbed carriage return in data
stream (on hardcopy terminal)
Priority flag

Ring the alarm

Holding

CP-generated bit = 1

‘More’ VM-generated bit = 0
Highlight write requested

Indicates CCS response

Indicates VSCS response

CCS request, requires response
VSCS request, requires response
CCS request, requires no response
VSCS request, requires no response

Line number for CMS WEBCMWRT

Logical attention identifier

Number of lines left on screen

Cursor position may be a relative address or a buffer

address

Tab (not DTITAB) character
Reserved for VSCS use

WEBCPRDS
WEBNOVCK
WEBATTNW

WEBCHDIR
WEBMASKW

DTIWEB is a redisplay DTIWEB

Do not validity check data

Attention write (VSCS only) yes = 1
Zero

Change direction required

Write inhibit mask

Zero

Last four characters of module ID (or entry address)

v VSCS VTAM Exit Trace Record Formats
If you are running the default vscs trace (vscs v3r1.2 and later) and you have acti-
vated the trace with an operator command, or by starting vscs with the vTam exit
trace active, vscs traces all inbound traffic through the vscs viam exits. You can
limit the vTAM exit trace to a selected set of logical units by starting vscs vTAM trace
for those logical units.

You can produce the vTAM exit trace in two formats:

Normal trace record if the request is a valid vscs logical unit
Data trace record if the request or response was invalid, or if the data traced is
different from the normal VTAM exit trace record.

184 VTAM Diagnosis
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Below is the format for the records created for each event.

vm VSCS VTAM Exit Trace Entries

00 v Module ID DTIVCLSX
DTIVDFAX
04 RTN CODE DTITAB address DTIVLOGX
DTIVNSEX
08 RPL REQ RPL address DTIVOPNX
DTIVRECX
oc RPLFDBK RPLSSNSI or RPLUSNSI DTIVRESX
DTIVRLQX
10 SOURCE NAU LBCSTATE | PLBFSSMF DTIVSCIX
DTIVSNDX
14 PLBLFLG1 | PLBNFLGL | PLBOFLG1 | LBCSTATE
18 VLBSWAP
1C VLBLRCD VXIT data
Displacement:
00 V=VTAM Services
01—03 Three-character module ID DTIVxxxx
04 Return code from module
05—07 TAB address for current request
08 RPL request code

09—-0B RPL address

0C—-0D RPLFDB2

OE —OF RPLUSNSI (user sense) or RPLSSNSI (system sense)
10— 11 Source network address
12 LBCSTATE from PLB (See “vm LBCSTATE Values for PLBINxxx" on

page 214.)

-----

LY30-5601-1 © Copyright IBM Corp. 1984, 1989

LBCINT

LBCFSSMF
LBCFSAV
LBCFSII

LBCCOPY
LBCNAL
LBCHOLD
LBCM10
LBCM50

Internal mode if on (on=1). If LBCINT is
on, see “vm LBCSTATE Values for
PLBINxxx" on page 214. If LBCINT is off,
the following values apply:

Full-screen support mode flags

Screen available

Full-screen input inhibited:

B'00" CP (Console) MODE

B'01" Virtual machine mode state
between ATTN and READ,
QUEUE CP messages.

B*10' Virtual machine mode QUEUE CP
messages.

B‘11"  Virtual machine mode available
for switch.

Copy mode: on=1

NAL flag: on=1

Holding flag: on=B'11’

‘More’ 10 flag: on=1

‘More’ 50 flag: on=1
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16

17
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LBCCMSD
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Screen written with a CMS DIAGNOSE:
ON=1

No more holding state

Full-screen support mode flags

PLBFPA1
PLBFSRFC
PLBFSAFC
PLBFCNMP
PLBFVSIP
PLBFCLGF
PLBFCMRR
PLBCMSEW

PA1 key received switch mode

Mode switch required (FSSM to Console)
Switch available (FSSM to Console)
Console message pending

VTAM Services SEND in progress
Conditional logoff received

CP message pending, response required
Screen just cleared

VTAM Services logoff flags for Presentation Services

PLBLVS

PLBLGFC
PLBLGFU

PLBLERR
PLBLLERR

PLBLVERR

PLBLSEVR
PLBLNSTR
NOM flag 1
PLBCEND
PLBRDTX
PLBSAC
PLBCLROA
PLBCLRIA
PLBRING

PLBUNLK

VTAM Services logoff received, bypass
logo
WEBINLGF sent to CCS conditional logoff

WEBINLGF sent to CCS unconditional
logoff

WEBINERR sent to CCS for hard error

WEBINLER sent to CCS for interface
error

WEBINVER sent to CCS for internal logic
error

CP CCS SEVER received, must sever
No storage indicator in logoff

Command end (read)

The redisplay timer has expired
Status area change required
Clear output area

Clear input area

Ring the alarm

Zero

Unlock keyboard

Output manager flags

PLBSDIAG
PLBPSMSG
PLBOSRIP
PLBOKLOK
PLBOKPMI
PLBOSWRT
PLBOCRRQ

PLBOEXRQ

From VLB
LBCVSST

CMS DIAGNOSE on screen

Priority message on screen

SEND retry in progress

Keyboard locked

Keyboard printer mask input area sent
CMS WRITE active (no input received)

Carriage return required before SEND
(on hardcopy terminal)

‘I' required before SEND (on hardcopy
terminal)

VTAM Services state: 0 = Normal,
1 = Termination ’
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18

19

1A

1B

1C

1D—1F

VLBFLG

eeee 1111
VLBFLG1

VLB flags

VLBBSPBB
VLBBSPEB
VLBBSINB
VLBSR

VLB flag 1
VLBIOTR

VLBCLSD

VLBPCS
VLBSIGNL
VLBCHGD
VLBRETR
VLBRETS

VLB flag 2
VLBRPLB
VLBCLPND

VLBBUSY
VLBNAV
VLBOPCK
VLBWAIT

Bracket state-pending begin bracket
Bracket state-pending end bracket
Bracket state-in bracket

Application SEND or RECEIVE state:
1 = SEND state, 0 = RECEIVE state

Zero

Inbound data received since last SEND
indicator

CLSDST: 0 = required, 1 = not
required

Purging chain state

Signal sent

Change direction required

Retry RECEIVE request

Retry SEND request

Zero

RPL in use

VTAM CLSDST pending
Zero

Printer busy

Printer not available
Operation check occurred
Waiting for data or LUSTAT

Special function flags

VLBCLR
VLBSDT
VLBCANC
VLBSIGRQ

Clear required
SDT required
Cancel required
Signal required
Zero

Logoff reason codes

VLBVTLO
VLBVRYI
VLBHLTQ
VLBHLTC
VLBIOE
VLBINERR

VTAM LOGOFF

VARY INACTIVE

HALT QUICK

HALT CANCEL
Unrecoverable I/O error
Internal error

Zero

VTAM exit-module-dependent data
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vm VTAM Exit-Module-Dependent Data

DTIVCLSX
1-3

DTIVDFAX

DTIVLOGX

DTIVNSEX
1-3
DTIVOPNX

1

188 VTAM Diagnosis
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WEB address or zero

WEBFUN value. This is explained in “vm WEB Function Codes” on

page 215.

Zero

Module flow indicator

.......

s XX XXXX

SO NN =

DTIVPURG called

Space reserved for module flow indicator
SEND issued support command

SEND issued unsupported command
DTIWBLD issued

DTISCHED issued

WEBFUN value. This is explained in “vm WEB Function Codes” on

page 215.

SABTFLG1 field
Module flow indicator

XX XXXX

O ~NOO O A WN =

Asynchronous CLSDST issued
Synchronous CLSDST issued

Space reserved for module flow indicator
Start NIB build process

INQUIRE TERMS issued

Started building session parameters
INQUIRE SESSPARM issued

DTIVTRMI called

Attempting OPNDST

Invalid device or invalid bind format

Unsupported auxiliary device or unsupported screen
size

Bytes 0-2 of input data field

WEBFUN value. This is explained in “vM WEB Function Codes” on

page 215.

Zero

Module flow indicator

< XX XXXX
1
2

Check failed

Space reserved for module flow indicator
DTIWBLD issued

DTISKED issued
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DTIVRECX

1 WEBFUN value. This is explained in ‘'vMm WEB Function Codes" on
page 215.

2 Return code from CHECK macro

3 Module flow indicator
11.. .... Zero
o XX XXXX Space reserved for module flow indicator
1 Major (non-recoverable) error detected
2 Asynchronous device end received
3 Failure sending exception response (to exception

request)
4 SEND failure trying to issue a normal response
5 DTIVRECM failure
6 DTINQ failure
7 DTIWBLD failure
8 DTIDQ failure
9 Chaining accumulator error
A Error attempting to send chain format error response
B Error attempting to send RU length error response
C In purging chain state
D First in chain received
E Middle of chain received
F End of chain received
10 VTAM chain indicator error
11 LUSTAT = No input mechanism
12 TWX read error
13 Null RU with CHANGE DIRECTION processed
14 Entry invalid — TAB invalid or CID mismatch
15 Entry ignored — logical unit undergoing CLSDST
16 DTIVLOFF called for logical unit
17 Null RU without CHANGE DIRECTION processed
DTIVRESX

1 WEBVSRPS
X'15' WEBVSCC Command check
X'14"' WEBVSDC Data check
X'13" WEBVSCRJ Command reject
X'12! WEBVSEC Equipment check
X'11! WEBVSDCU Data check and unit specify
X'10' WEBVSECU Equipment check and unit specify
X'OF' WEBVSCC1 Reflect attention, CC1 on SIO
X'OE' WEBVSCNL SEND canceled - CANCEL key
X'oD! WEBVSPSL Presentation space integrity lost
X'0C' WEBVSVER Unrecoverable internal error
X'08' WEBVSAOK Successful completion
X'07' WEBTWXER TWX read error sense X'0827'
X'06' WEBVSNAV  Printer not available
X'05' WEBVSIRQ Intervention required
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190 VTAM Diagnosis

DTIVRLGX

1-3

DTIVSCIX

1
2
3

DTIVSNDX

1

X'04'
X'03"
X'02'
X'01'
VLBERGVY

WEBVSBSY

WEBVSERR
WEBVSLFU
WEBVSOPC

VLBERCLR
VLBERBRK
VLBERSDT
VLBERSIG

VLBERCNL
VLBERCDR
VLBERPSL
VLBERHRD

Module flow indicator

o e XX XXXX
01
02
03
04
05
06
07
08
14
15

Zero

Request code
UNBIND type

Zero

WEBVSRPS
X'15'
X'14'
X'13'
X'12'
X'11!
X'10'
X'OF'
X'OE'
X'0D!'

Reserved

“Restricted Materials of IBM"
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Printer busy

Unrecoverable 1/0 error
Unconditional logoff
Operation check

Clear requested

Bracket error occurred

Start Data Traffic required
Signal required

Change received

Change direction required
Presentation space integrity lost
Hard error occurred

Module flow indicator

Purge logical unit

SEND requested

Error recovery pending

Error recovery in progress, request ignored
Error element not found

Unrecoverable error occurred

Dequeue failure

Logical unit being purged

{invalid entry — TAB invalid or CID mismatch
Entry ignored — logical unit undergoing CLSDST

WEBVSCC
WEBVSDC
WEBVSCRJ
WEBVSEC
WEBVSDCU
WEBVSECU
WEBVSCC1
WEBVSCNL
WEBVSPSL

Command check

Data check

Command reject

Equipment check

Data check and unit specify
Equipment check and unit specify
Reflect attention, CC1 on SIO
SEND canceled - CANCEL key
Presentation space integrity lost
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X'0C!'
X'08'
X'07'
X'06'
X'05'
X'04'
X'03'
X'02'
X'01'
VLBERCVY

WEBVSVER

WEBVSAOK
WEBTWXER
WEBVSNAV
WEBVSIRQ

WEBVSBSY
WEBVSERR
WEBVSLFU

WEBVSOPC

VLBERCLR
VLBERBRK
VLBERSDT
VLBERSIG

VLBERCNL
VLBERCDR
VLBERPSL
VLBERHRD

Module flow indicator
DTIVPURG called
DTIVLOFF called
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