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About This Guide

The purpose of this guide is to provide assistance for you to:

¢ Identify problems or errors that system users are unable to resolve using online
reference information or the IBM Operating System|2 Extended Edition Version
1.3 User’s Guide, Volumes 1, 2, and 3 (hereafter referred to as the User’s Guide,
Volumes 1, 2, and 3).

¢ Gather information to resolve such problems.
One copy of this guide is available free of charge to all registered service
coordinators. Additional copies can be purchased from an authorized IBM* sales
representative.
This guide contains information to resolve only relatively complex problems that:

¢ Are considered to be beyond the capability or training level of many system
users. (The problem could be caused by an equipment failure, an error in
programming, Or a USer error.)

¢ Cannot be resolved using the information in any of the reference sources listed
in “Sources of Related Information” on page vi.

The panels, screen, and menus shown are only examples and may not exactly depict
what you may see on your workstation.

Who Should Use This Guide

The IBM Operating System/2 Extended Edition Version 1.3 Problem Determination
Guide for the Service Coordinator is designed to be used by the person who is:

¢ Designated as service coordinator for your system

¢ Registered as service coordinator with IBM at the time the program license was
acquired.

Conventions Used in This Guide

The format for date and time, and the characters used as separators for date and
time, are for a system configured to use the United States national language format.
These may be different on your display, depending on the national language format
used by your system.

Before You Begin

IBM Operating System/2* program service coordinators should be familiar with the
following:

¢ Base operating system, communications, database, and local area network
(LAN) concepts

¢ Hardware and software requirements and options (see Appendix I, “Supported
Hardware and Software Considerations™)

¢ The overall configurations of the OS/2* systems they support
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e Application programs and other special operations being run on these systems
¢ The information and special diagnostic tools described in this guide

e The types of reference information available in “Sources of Related
Information” that follows.

Sources of Related Information

This section describes online information and related publications.

Information Available Online
The OS/2 program provides an extensive array of online reference and help
information. A description of related facilities follows. Additional information is
provided in the User’'s Guide, Volumes 1, 2, and 3.

Introducing OS/2 provides an online overview of the basic tasks you can perform
using the OS/2 program.

Panel and Menu Item Helps provide additional information. To access this
information, select Help when F1=Help is displayed. These are context-sensitive
Helps, which means that Help information is displayed for the menu, panel, or menu
item on which the cursor is positioned.

Message Helps are available for many OS/2 program messages. These Helps
describe the cause of the message and any action you should take to resolve related
problems. For the Communications Manager and Database Manager messages that
have online Help information, select Help when F1=Help is displayed. For the base
operating system messages that have online Help information, type HELP xxxx (xxxx
is the message number) at the. OS/2 command prompt and type HELP NETxxxx (xxxx
is the message number) at the OS/2 command prompt and select Enter.

Key Helps provide descriptions of commonly used keys. To access key helps for
Communications Manager, Database Manager, F9=Keys when a menu Help panel
or message Help panel is displayed. The list of keys is displayed. To display
commonly used key definitions at the top of the base operating system command
prompt screen, type HELP ON and select Enter. The system displays a description of
keys used to switch between programs and the Start Programs window. To remove
the description, type HELP OFF and select Enter. For a description of other
commonly used base operating system keys, type HELP at a base operating system
command line and select Enter.

Help on Help provides additional information about the online Help facility. To
view Help on Help, select Help when a menu Help or message Help is displayed.
This feature is available for the Communications Manager and Database Manager
components only.

Vi Problem Determination Guide for the Service Coordinator



Prerequisite Publications

You should have access to the following publications:
o [BM Operating System(2 Extended Edition Version 1.3 Getting Started

* [BM Operating System|2 Extended Edition Version 1.3 User’s Guide, Volume 1:
Base Operating System

® IBM Operating System/2 Extended Edition Version 1.3 User’'s Guide, Volume 2:
Communications Manager and LAN Requester

o IBM Operating System/2 Extended Edition Version 1.3 User's Guide, Volume 3:
Database Manager

o IBM Operating System/2 Extended Edition Version 1.3 Guide to Information.

List of Related Publications
Related publications are listed on the following pages. If you need more
information about these publications, refer to the Guide to Information, or contact
your IBM representative or authorized dealer.

Application Programming Books
Following is a list of related application programming books:

e [BM Operating System|2 Extended Edition Version 1.3 ACDI Programming
Reference

e IBM Operating System/2 Extended Edition Version 1.3 APPC Programming
Reference

¢ IBM Operating System|2 Extended Edition Version 1.3 ECF Server-Requester
(SRPI) Programming Reference

e IBM Operating System|2 Extended Edition Version 1.3 EHLLAPI Programming
Reference : '

e IBM Operating System/2 Extended Edition Version 1.3 Database Manager
Programming Guide and Reference

o IBM LAN Technical Reference Manual

e IBM Operating System|2 Extended Edition Version 1.3 X.25 Programming
Reference.

IBM OS/2 LAN Server Books
Following is a list of IBM OS/2 LAN Server books:
e IBM OS/2 LAN Server Version 1.3 Getting Started
o IBM OS/2 LAN Server Version 1.3 User's Guide
e IBM 0S/2 LAN Server Version 1.3 Network Administrator's Guide.
Other Related Publications
Following is a list of other related publications:

o IBM Operating System/2 Extended Edition Version 1.3 Programming Services and
Advanced Problem Determination for Communications

o IBM Operating System/2 Extended Edition Version 1.3 System Administrator’'s
Guide for Communications
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® |BM Operating System|2 Extended Edition Version 1.3 Database Manager
Administrator’s Guide

e [BM Operating System/2 Extended Edition Version 1.3 Commands Reference
* IBM Operating System/2 Information and Planning Guide

¢ [BM Operating System{2 Extended Edition Version 1.3 Keyboard Layouts

e IBM Systems Network Architecture Network Product Formats

¢ IBM Operating System/2 Version 1.2 Programming Tools and Information

o IBM Operating System/2 Extended Edition Version 1.3 Database Manager
Structured Query Language (SQL) Reference

e [BM Operating System|2 Extended Edition Version 1.3 Structured Query
Language (SQL) Concepts

® IBM PC Network Hardware Maintenance and Service Manual

® IBM Token-Ring Network Problem Determination Guide

*  AS/400 Communications: User's Guide

o IBM 5250 Information Display System Functions Reference Manual

¢ [BM 5250 Information Display System Planning and Site Preparation Guide

* [BM 5251 Display Station Models 1 and 11 and IBM 5252 Dual Display Station
Operator

e [BM 5251 Display Station Models 2 and 12 Operator

e [BM 5291 Display Station Operator

* [BM 5292 Color Display Station Models 1 and 2 Operator
* GDDM Base Programming Reference, Volume 2

® GDDM Installation and System Management

e Yellow Book, Volume VIII - Fascicle VIIL.2, Data Communications Networks
Services and Facilities, Terminal Equipment and Interfaces, Recommendations X.1
- X.29 (VIIth Plenary Assembly, Geneva, November 1980)

* Red Book, Volume VIII - Fascicle VIII.3, Data Communications Networks
Interfaces, Recommendations X.20 - X.32 (VIIIth Plenary Assembly,
Malaga-Torremolinos, October 1984)

¢ Data Communication Networks Interfaces, Volume VIII, Fascicle VIIIL.3, Rec.
X.20-X.32, Malaga-Torremolinos, October 1984

e [BM X.25 1984 Interface for Attaching IBM SNA Nodes to Packet-Switched
Data Networks: General Information Manual

e IBM X.25 Interface Co-Processor[2: Technical Reference.

Other X.25 technical information documents may be available from your X.25
network provider.
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How This Guide Is Organized

This guide presents a comprehensive strategy and process for registered service
coordinators to assist users in resolving or identifying the source of hardware or
software problems. The following chapters and appendixes are arranged (and should
be read) in an order that allows service coordinators to prepare for, identify, and
accomplish procedures associated with the roles described in “Service Coordinator’s
Role” on page 1-1.

¢ Chapter 1, “Before You Begin”

Provides information and preliminary preparations to develop an understanding
of the related resources that are available for service coordinators and the users
they support to resolve problems. These resources include other system support
personnel and the “Sources of Related Information” described earlier in this
preface. The information is designed to help service coordinators determine
when it is appropriate to respond directly to a user’s problem or redirect a user
to another resource.

e Chapter 2, “Problem Determination: Getting Started”

Provides information to help determine the course of action, or path, that service
coordinators should take to resolve various types of problems. Information is
provided to help determine when it is appropriate to (a) use one or more of the
diagnostic tools described in Chapter 3, “Using Diagnostic Tools” and (b)
contact IBM.

e Chapter 3, “Using Diagnostic Tools”

Provides a description of and procedures for using the OS/2 program diagnostic
tools. These tools are used to gather and process data that may help identify the
cause of a problem. They include logging utilities, trace utilities, and dump
utilities. These tools are designed to be used as part of the overall problem
determination process and should be used only upon direction provided in
Chapter 2, “Problem Determination: Getting Started,” in Appendixes A
through H, “Messages That May Require Service Coordinator Intervention,” or
by an IBM Support Center representative. Only procedural information is
provided in this chapter.

e Chapter 4, “When and How to Contact IBM”

Provides a description of the types of assistance IBM can provide to registered
service coordinators for suspected program defects.

These services are designed to be used as part of an overall problem
determination process and should be used only after service coordinators have
(a) followed a problem path in Chapter 2, “Problem Determination: Getting
Started” or responded to an error message as directed in Appendixes A through
H, “Messages That May Require Service Coordinator Intervention,” and (b)
were directed in that information to refer to the procedures in this chapter for
contacting IBM.
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¢ Chapter 5, “Installing Program Updates”

Describes the circumstances under which IBM develops and distributes a
Corrective Service diskette that includes a program update designed to resolve a
user’s problem. Directions for accessing and printing related installation
instructions are also presented.

e Appendix A, “Base Operating System (SYS) Messages”

Contains lists of messages that may be reported to the service coordinator, along
with actions users are supposed to take and procedures for the service
coordinator to follow in responding to each message. The information and
procedures in these appendixes are provided as part of the overall problem
determination process and are designed to be used upon direction from or in
concert with the information and procedures provided in “Responding to Error
Messages” on page 2-8.

* Appendix B, “ACS Messages That May Require Service Coordinator
Intervention”

Contains lists of messages that may be reported to the service coordinator, along
with actions users are supposed to take and procedures for the service
coordinator to follow in responding to each message. The information and
procedures in these appendixes are provided as part of the overall problem
determination process and are designed to be used upon direction from or in
concert with the information and procedures provided in “Responding to Error
Messages” on page 2-8.

¢ Appendix C, “MACH Messages That May Require Service Coordinator
Intervention”

Contains lists of messages that may be reported to the service coordinator, along
with actions users are supposed to take and procedures for the service
coordinator to follow in responding to each message. The information and
procedures in these appendixes are provided as part of the overall problem
determination process and are designed to be used upon direction from or in
concert with the information and procedures provided in “Responding to Error
Messages” on page 2-8.

® Appendix D, “File Transfer (TRANS) Messages That May Require Service
Coordinator Intervention”

Contains lists of messages that may be reported to the service coordinator, along
with actions users are supposed to take and procedures for the service
coordinator to follow in responding to each message. The information and
procedures in these appendixes are provided as part of the overall problem
determination process and are designed to be used upon direction from or in
concert with the information and procedures provided in “Responding to Error
Messages” on page 2-8.

e Appendix E, “GDDM (ADM) Messages That May Require Service
Coordinator Intervention”

Contains lists of messages that may be reported to the service coordinator, along
with actions users are supposed to take and procedures for the service
coordinator to follow in responding to each message. The information and
procedures in these appendixes are provided as part of the overall problem
determination process and are designed to be used upon direction from or in
concert with the information and procedures provided in “Responding to Error
Messages” on page 2-8.
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Appendix F, “LAN Requester or OS/2 LAN Server (NET) Messages That May
Require Service Coordinator Intervention”

Contains lists of messages that may be reported to the service coordinator, along
with actions users are supposed to take and procedures for the service
coordinator to follow in responding to each message. The information and
procedures in these appendixes are provided as part of the overall problem
determination process and are designed to be used upon direction from or in
concert with the information and procedures provided in “Responding to Error
Messages” on page 2-8.

Appendix G, “Database Manager (QRW or SQL) Messages That May Require
Service Coordinator Intervention”

Contains lists of messages that may be reported to the service coordinator, along
with actions users are supposed to take and procedures for the service
coordinator to follow in responding to each message. The information and
procedures in these appendixes are provided as part of the overall problem
determination process and are designed to be used upon direction from or in
concert with the information and procedures provided in “Responding to Error
Messages” on page 2-8.

Appendix H, “User Profile Management (UPM) Messages That May Require
Service Coordinator Intervention”

Contains lists of messages that may be reported to the service coordinator, along
with actions users are supposed to take and procedures for the service
coordinator to follow in responding to each message. The information and
procedures in these appendixes are provided as part of the overall problem
determination process and are designed to be used upon direction from or in
concert with the information and procedures provided in “Responding to Error
Messages” on page 2-8.

Appendix I, “Supported Hardware and Software Considerations”

Provides operating considerations associated with supported hardware and host
and other software.

Appendix J, “Problem Report Form”

Contains the OS/2 Problem Report Form (PRF), describes when and why a
- PRF should be used, and provides information for completing a PRF.

Appendix K, “Authorized Program Analysis Report (APAR) Mailing Labels”

Contains the OS/2 APAR mailing labels, describes when and why a mailing label
should be used, and provides information for using an APAR label.

Glossary

Provides definitions for OS/2 program terms, phrases, and acronyms that may be
of interest to service coordinators.

Index.
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Chapter 1. Before You Begin

If users experience a problem and the cause is not immediately apparent, they may
call you, the service coordinator. In some cases, users are directed to call you. The
information in this guide is designed to help you determine the nature of the
problem and provide assistance to resolve it.

To help resolve or define problems in a timely manner, IBM suggests that you use
the information in this chapter to:
e Complete the preliminary preparations described in this chapter.

¢ Identify resources (other than this guide) and other system support personnel
that may be of assistance to you and the users you support.

Note: If, while reading this guide, you find a word or phrase you do not
understand, the glossary or index at the back of this guide can provide assistance.

Service Coordinator’s Role
See “Chapter 1, Before You Begin .”
Service coordinators for the OS/2 program are designated and registered at the time

the program license is acquired. Service coordinators assist users to resolve or define
their problems.

To help resolve or define problems in a timely manner, IBM suggests that registered
service coordinators:
¢ Establish and maintain problem-related records including:
— A list of the users they support

— A history of problems that have been reported and actions taken to resolve
them.

¢ Provide the following types of assistance to users:

— Advise users that a service coordinator is available to help resolve or define
problems that users cannot resolve using other resources available to them.

— Use the information and special diagnostic tools described in this guide.
¢ Interface with IBM:
— Report suspected OS/2 program defects to IBM.

— When necessary, use special diagnostic tools described in this guide and
respond accordingly under the direction of the IBM Support Center to resolve
a user’s problems. :

— Receive Corrective Service diskettes from IBM and help users install
corrections.

Service coordinators must inform IBM if they are relocated, reassigned, or if a new
person assumes these responsibilities.
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Maintaining Records

Service coordination requires a certain amount of record keeping. In particular, you
should establish and maintain problem-related records. Some specific suggestions
follow.

Creating and Maintaining a List of Users and Their Environments

IBM recommends that you gather, and update as necessary, the following
information:

¢ A list of users of the system or systems you support.

In addition to user names, you should establish a record of system user addresses
and IDs, and any other information, such as users’ office and telephone
numbers, that may be pertinent to day-to-day service coordination.

* Descriptions of the users’ operating environments, including:
— The overall configuration of the OS/2 systems you support.

— The latest level of corrective service installed on each user’s system (see
Chapter 5, “Installing Program Updates” for additional information).

Creating and Maintaining a Record of Problems and Solutions
IBM also recommends that you maintain a history of problems that have been
reported and actions taken to resolve or identify them. This information can help
you isolate some problems and anticipate or avoid others. In particular, you should:

* Make several copies (and maintain originals to make additional copies if needed)
of the Problem Report Form (PRF) provided in Appendix J, “Problem Report
Form.”

* As you complete the procedures and answer the questions associated with the
flow chart contained in Chapter 2, “Problem Determination: Getting Started,”
record the information you gather in the appropriate places on the PRF.

Should you be directed to contact IBM to resolve your problem, the information
contained on the PRF helps IBM respond to you in a prompt and effective
manner.

¢ Make copies of a completed PRF before sending it to IBM for analysis.

Information should be sent to IBM for analysis only upon direction from the
IBM Support Center. Additional information, including the types of
information you should send to IBM, is provided in “Sending Problem
Determination Information to IBM” on page 4-6.

¢ Update the PRF as additional information becomes available. In particular, be
sure to note the resolution of problems on the PRF.

¢ Keep completed PRFs for your records and for later reference.

Knowing When to Redirect a Problem

You may be contacted by users who do not know where to turn for assistance.
Depending upon the nature of the problem, you may be able to assist the user by
relying on your knowledge and experience or on one of the resources described in
“Sources of Related Information” on page vi.

1-2 Problem Determination Guide for the Service Coordinator



In other cases, it may be appropriate for you to direct a user to other available
resources or system support personnel to resolve the problem. To determine when
this is appropriate, read the information in the following sections:

e “Other Sources of Information Available for System Users”
e “Role of Other System Support Personnel.”

For example, usage problems (such as how to questions) should be directed to the
appropriate user reference information. Usage problems do not include suspected
program bugs (code defects) or system problems.

Other Sources of Information Available for System Users
In many cases, the cause of a problem may be readily apparent and the user can
recover without assistance. In most other cases, the user can recover using one of
the resources described in the following sections:

e “Information Available Online” on page vi
e “List of Related Publications” on page vii.

A user should attempt to resolve problems using the appropriate items before calling

you. Similarly, as service coordinator, you should use these resources along with this
book to attempt to solve problems or to determine when it is appropriate to contact

IBM for assistance.

Role of Other System Support Personnel
Your IBM computer may be part of a complex system that includes both mid-range
and mainframe host computers, as well as other personal computers. As a result,
there can be numerous procedures associated with setting up and maintaining a
computer system. Many of these procedures may be performed and supported by
personnel other than the service coordinator.

This section describes the roles of other system personnel. Use this information to
determine when it is appropriate to:

e Direct a user to someone else for assistance
or

e Act as go-between for users and other system support personnel.

Other system support personnel include local hardware personnel, system and
network administrators, host personnel, and in some cases, application programmers.
An overview of their roles and the types of problems they may be able to help
resolve follows.

Local Hardware Personnel and Procedures
General information and directions for resolving some types of hardware problems
are provided in “Determining if Your Hardware is Functioning Properly” on
page 2-3. However, local personnel have the primary responsibility for maintaining
system hardware and for providing problem-recovery procedures and assistance.
The primary focus of this guide is on the OS/2 program software.

If you are unable to resolve a hardware problem using the information provided in
this guide, refer to your local hardware personnel and procedures.
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Administrator Roles in the 0OS/2 Program
The following definitions describe four different types of administrators. These roles
can be performed by one or more individuals, depending upon your organization.
For example, the Communications Manager system administrator and network
administrator can be the same person, or they can be two different people. These
same people can also have different titles in your organization. In some cases, an
organization can have many people responsible for different aspects of one or more
of these roles.

Communications Manager System Administrator
The Communications Manager system administrator (referred to as system
administrator) helps users plan for, install, configure, and use Communications
Manager and helps to ensure the successful operation of the communications system
by users.

Communications Manager provides a variety of communications capabilities.
However, this component must be configured to customize a system to fit the needs
of a particular user and environment. For larger networks, there may be a staff of
system administrators to support a large number of Communications Manager users.
A system administrator’s role includes:

¢ Installing and configuring Communications Manager.

This includes determining the requirements for all users in the network and
creating configuration diskettes or configuration worksheets for the users.

If Communications Manager is being used by entry-level or first-time users, the
system administrator provides run books or instruction sheets to assist the user
in performing Communications Manager functions. The information provided is
customized to the specific Communications Manager functions being used.

¢ Verifying the proper operation of Communications Manager in the end-user
environment.

e Interfacing with the network administrator to identify local area network (LAN)
specific Communications Manager requirements, such as the IEEE 802.2 and
NETBIOS Profiles.

Database Manager System Administrator
The database manager system administrator helps users plan for, install, configure,
and use Database Manager. To perform many of these tasks, this person must have
SYSADM (system administrator) authority for Database Manager.
A database manager system administrator’s role includes:
¢ Creating and controlling databases
¢ Determining where databases are stored

¢ Establishing users and groups

¢ Helping users understand database server and requester concepts and use.
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Network Administrator
The network administrator has primary responsibility for setting up and maintaining
the LAN to which the computers are connected. The network administrator should
be an experienced user or an application programmer who:

¢ Serves as network installer, coordinator, and analyst by:

— Configuring (and changing as necessary) the LAN Requester and OS/2 LAN
Server environment

— Interfacing with end users to answer questions or resolve problems
associated with LAN hardware or non-IBM LAN application software

— Monitoring system performance and fine tuning as necessary to improve
performance and resolve problems.

o Interfaces with other network administrators

¢ Interfaces with system administrators to identify LAN specific Communications
Manager requirements, such as the IEEE 802.2 and NETBIOS Profiles.

Host Computer Personnel
Host personnel maintain the mid-range and mainframe computers that may be part
of your network. In particular, host personnel should:

e Configure the host system software to function properly with the OS/2 program
and the other computers in your network

¢ Resolve host-related problems.

Application Programmers
Many systems require application programs and programmers to meet required work
needs. User-written programs occasionally contain errors that can cause problems
for the programmer who wrote the application or for other system users. Such
problems commonly result from incomplete debugging of an application.

If you suspect that a problem is the result of an error in an application program,
direct the user to the programmer who wrote the application for assistance. When
writing OS/2 applications, programmers should adhere to the writing and debugging
guidelines contained in the guides listed in “Application Programming Books” on
page Vvii.

Before You Begin  1-5



Summary of Roles of Other System Support Personnel
The main points of this chapter consist of recognizing:

e When it is appropriate to direct a user to other information or personnel

¢ When you should take the lead in helping to resolve a user’s problem.

To determine a correct course of action, you should be familiar with:
* The type of information provided in the OS/2 program online facilities
¢ Reference books described in “Sources of Related Information” on page vi

¢ The roles, summarized in Table 1-1, of other system support personnel.

Table 1-1. Summary of System Support Personnel Roles
Support Person Support Provided Types of Problems

Local hardware

Maintain system hardware and

Hardware problems that cannot be

personnel provide related problem recovery resolved using the procedures
procedures and assistance. described in “Determining if Your
Hardware is Functioning Properly”
on page 2-3.
Communications Configure, help install, and verify Damage to, loss of, or errors in
Manager system correct operation of configuration files or related
administrator Communications Manager. profiles.

Database Manager
system administrator

Control, operate, and determine the
content, data structures, and
locations of databases.

Optimize for performance, monitor
use and resolve problems resulting
from damage to, loss of, or errors in
database configuration files, and
from the use of Remote Data
Services (RDS).

Network administrator

Set up and maintain LANs to which
workstations are connected.

LAN Requester and OS/2 LAN
Server software configuration
problems, and LAN hardware or
system performance problems.

Host personnel

Maintain and configure systems
controllers and host computers to
function with the OS/2 program.

Host system failure.

Application
programmers

Write, install, and debug application
programs.

Problems resulting from application
programming errors (sources of
debugging information are listed in
“Application Programming Books”
on page Vvii).
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When and How to Use the Information in This Guide

The procedures in this guide are designed to help you respond to a user’s problem

by:

Determining if a problem is software- or hardware-related.

Determining if a problem is caused by equipment or programming other than

‘that supplied by IBM (for example, a problem might be isolated to a telephone

circuit, in which case it can be corrected only by a telephone company).
Attempting to isolate the problem to a particular workstation or to a LAN.

Correcting the problem when possible and resuming operations without having
to call IBM for assistance, or circumventing the problem temporarily and
continuing operations while you arrange for service.

Using the diagnostic tools described in Chapter 3, when appropriate, to gather
information that can help the IBM Support Center find and correct the problem.

Discovering patterns of similar problems by maintaining a file consisting of
copies of completed Problem Report Forms (a blank form is contained in
Appendix J); this knowledge may be useful in the event of recurring problems.

For specific information about the contents of each chapter and appendix, refer to
“How This Guide Is Organized” on page ix.

When to Call IBM

The process for identifying the cause or source of a problem is described in Chapter
2 and in the Messages Appendixes A through H. Procedures for contacting IBM are
provided in Chapter 4.

Information should be sent to IBM for analysis only upon direction from the IBM
Support Center. Do not send IBM information that is considered confidential or
proprietary by you or any licensed end user. If you are directed by an IBM Support
Center representative to send information to IBM, refer to “Sending Problem
Determination Information to IBM™ on page 4-6.
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Chapter 2. Problem Determination: Getting Started

As service coordinator, users may call upon you to resolve a variety of problems that
differ in nature and severity. Your response depends on:

¢ The specific nature of the problem
¢ Any related information that you can gather
* Your experiences resolving similar problems.

For example, your response to a hardware problem should be different from your
response to a software problem. There is a different course of action, or path, that
you should take for each of these cases.

Understanding the Problem Determination Process

The OS/2 problem determination paths are illustrated in the flow chart that begins
on the following page. The purpose of this flow chart and the supporting text is to
get you started on the correct path to find the source of a problem.

When appropriate, additional information is provided to explain or expand upon
actions and concepts (a number in a black box next to an action or question
indicates that additional information follows the chart).

The OS/2 program offers a variety of diagnostic tools to help you identify the source
of a problem. Additional support is available from IBM. The information in this
chapter is intended to help you decide when it is appropriate to use one or more of
the OS/2 program diagnostic tools to identify the source of a problem and when you
should contact IBM.

Directions on how to use these tools or contact IBM are provided in the following
chapters:

e Chapter 3, “Using Diagnostic Tools”

As part of an overall problem determination process, these tools should be used
only upon direction provided in this chapter; in the Messages Appendixes A
through H; or by an authorized IBM representative.

e Chapter 4, “When and How to Contact IBM”

Information should be sent to IBM for analysis only upon direction from the
IBM Support Center. Additional information, including the types of
information you should send to IBM, is provided in “Sending Problem
Determination Information to IBM” on page 4-6.
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Getting Started

Each major section of this chapter begins with an important question you may need
to answer and a flow chart designed to help you answer the question and proceed in
a logical manner toward identifying the source of the problem.

Obtain a copy of the Appendix J, “Problem Report Form” and answer these
questions in the appropriate places on the form. A description of each item on the
PREF is also provided-in this appendix.

If there is not a specific space provided on the PRF to answer a particular question,
use the space provided in Part B: “Problem Description.”

The first question you should ask is, “Does the problem involve hardware or
software?”

Determining if the Problem Involves Hardware or Software

2-2

Determining if the problem is related to the hardware or software is your first
important decision. If you know or suspect the problem is hardware-related, follow.
the hardware path.

Do you suspect
the problem
involves

hardware?

YES Refer to '"Determining if
Your Hardware is Functioning

Properly?" on Page 2-3.

Refer to "Determining if
Your IBM Software is
Functioning Properly?"
on Page 2-5.

If the user is usually able to successfully complete the operation that failed,.
there were no messages indicating a software problem, and no software has

been changed, a hardware problem may have occurred.

When You Are Not Sure, Use the Process of Elimination: If you are not sure if the
problem is hardware- or software-related, begin by following the hardware path.

If you determine that the hardware is working properly, but the problem persists, the
next question you should ask is, “Does my IBM software function properly?” and
refer to “Determining if Your Hardware is Functioning Properly” on page 2-3.
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Hardware Problems

Determining if Your Hardware is Functioning Properly

hardware

recently been
added to the

Perform a
hardware check.

l [ 2]
Did
the
hardware check\\No.{ Run hardware
Refer to the resolve the diagnostics.
appropriate problems [ 3]
hardware
documentation
or repair YES
organization. hardware Refer to the
functioning? appropriate
hardware
documentation
or repair
lYES organization.
Resume Refer to the path a
operations. for software
problems that

begins on page 2-5.

New Hardware Installed

If new hardware has been added to the system just before the problem
occurred, refer to the documentation provided with that hardware. If new
hardware was not recently installed, proceed to H.

Perform a Hardware Check

A good technique for determining a hardware failure is to attempt to run the
failing operation on another OS/2-supported system. If it works on another
system, you should suspect a hardware failure. If this is the case, proceed by
checking all switches and personal computer hardware products attached to or
installed in the user’s computer to ensure that:

¢ Power switches are on
¢ Contrast and brightness controls are properly adjusted
¢ Any physical connections to the user’s computer, including electrical
outlets, cables, and power cords, are secure and functional
* Any installed options, such as adapters, are:
— Designed for use with your system
— Installed according to their instructions
— Properly installed (seated).
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Hardware Problems

Notes:

1. Some devices that attach to your system, such as modems or printers, have
test instructions of their own. Refer to the directions provided with those
products when testing such attached devices.

2. When a user is running applications in more than one DOS or OS/2
session, performance degradation can result from certain problems
associated with hardware configuration. If you suspect such a problem,
refer to the discussion of hardware-related considerations under “Running
Multiple Applications Using Different Modes” on page 2-19.

Run the Hardware Diagnostics

Use the procedures provided with your IBM Personal Computer AT* or IBM
Personal System/2* computer.

If you suspect a problem is associated with LAN hardware such as an adapter,
refer to the IBM LAN Guide to Operations that was shipped with the adapter
that is installed on the user’s workstation.

Problem is not Hardware-Related

If, after completing both the hardware check described on the previous page
and a hardware diagnostics test, you determine that the problem is not
hardware-related, but you have not yet identified the source of your problem,
refer to “Determining if Your IBM Software Is Functioning Properly” on
page 2-5.

Hardware Problem
If the hardware diagnostics procedures indicate a hardware problem:

¢ For an IBM Personal Computer AT, refer to the Guide to Operations for
the computer.

¢ For an IBM Personal System/2 computer, refer to the Quick Reference or
Reference Diskette.

¢ For other hardware devices, refer to local hardware personnel, procedures,
or documentation.
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Software Problems

Determining if Your IBM Software Is Functioning Properly

There are three important questions associated with this portion of the software
path:

¢ Is the problem associated with an application program?
¢ What is the nature of the problem?
* Were there any error messages?

Is the
problem associote

YES

with a user-written
application?

Describe the problem
by answering questions
A through C in the box

Refer the user

to the program-
mer who develop-
ed the applica-
tion, to the doc-
mentation supplied
with the applica-
tion program, or
to the guides
listed in "Appli-
cation Program-
ming Books" on

Problems with an Application Program

User-written programs occasionally contain
errors that can cause problems for system
users. Such problems commonly result from
incomplete debugging of an application.

If you suspect that a problem is resulting
from an error in an application program,

on the following pages. AR consult the programmer who wrote the
l B application or the appropriate programming
support personnel for assistance. When
writing OS/2 applications, programmers
un%“‘;;i*;iielp VES P should adhere to the writing and debugging

resolve the

the problem
involve "how to
use" the 0S/2 Extended
Edition program?

Turn to "Responding
to Error Messages"
on page 2-8.

operations.

Refer the user
to the

User's Guide,
Volumes 1, 2, and 3,

or
Commands Reference

guidelines contained in the guides listed in
“Application Programming Books” on
page vii.

Related error information can be found in
one of the logging utilities. See “Logging
Utilities” on page 3-2.

Describing a Software Problem

In your own words or the words of the user

7 Did > I;rn t?f . who reported the problem, describe the
receive any o Softwore? problem. Some pertinent questions are
messages? §;°:"§2 9-12. provided in the box following this section.

Write your answers in the space provided for
Part B, question 2 on the Appendix J,
“Problem Report Form,” that you are using
to document this problem.

Responding to Error Messages

If the user received an error message on the
display screen or in a message log, refer to
“Responding to Error Messages” on

page 2-8.

If there were no messages displayed or logged
when the problem occurred, refer to
“Classifying a Software Problem” on

page 2-12.
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Software Problems

Identifying the Application or Scenario Needed to Re-Create the Problem

The advanced problem determination procedures presented later in this guide require
an attempt to re-create the problem for the purpose of gathering diagnostic
information to identify the source of the problem.

By answering the following questions, you may isolate the source of the problem.
Or, should you later be directed to re-create the problem, this information can be
used to help identify the application or scenario needed to reproduce the problem.

Answer the Following Questions to Describe the Software Problem

A. How would you describe the problem?

Specifically, what tasks is the user unable to perform?
Is the user’s keyboard locked (keys do not respond when
pressed)?

B. What was going on when the problem occurred?

Was the user working in an OS/2 full-screen session, an OS/2 window,
or a DOS session?

Did the system stop when the problem occurred?

What is the exact sequence of events, including user actions, that

led up to the problem?

Were these actions successfully executed in the past? If yes, was

there anything different about the way or circumstances in which they
were attempted when the problem occurred?

Can you or the user reduce the size of the failing application or
scenario as much as possible to eliminate extraneous symptoms and to
demonstrate the failure more clearly?

If the failure is associated with a specific statement or operation,
note its parameters or variables on the PRF.

Were there any indications (messages or otherwise) that a problem
might occur?

If the user received any messages, request that the user note the
message identification number and any error codes contained in the
message. If there is no identification number associated with a
message, ask the user to record the text of the message.

If possible, correct all problems reported by messages and ensure

that any messages previously generated have nothing to do with the

problem being worked on. If you have not yet followed the path for

messages, do so at this time (refer to “Responding to Error Messages” on page 2-8).

If no messages were displayed or logged, continue as follows.
What was the last operation that worked?

What was the last screen that was displayed?

What other programs are active at the workstation?

Is this a recurring problem?

Additional questions are provided on the following page.

2-6 Problem Determination Guide for the Service Coordinator




Software Problems

Answer the Following Questions to Describe the Software Problem

C. Are there any special or unusual operating
circumstances?

Is this a new application?
* Are new procedures being used?
Are there recent changes that might be affecting the system?

Has the OS/2 program .been changed since the application

or scenario last ran successfully? If you suspect

that the problem has been caused or is related to such a change,
note the change on the PRF (Part B, question 2).

e For application programs, what application programming
interface (API) was used
to create the program?

* Have other applications that use Database Manager or
Communications Manager APIs been run on the user’s system? If yes,
list the applications on the PRF (Part B, question 2).

* Has corrective service recently been installed? If the problem
occurred when a user tried to use a feature that had not been used (or
loaded) on their system since the OS/2 program was installed, determine
IBM’s most recent level of corrective service and load that level
after installing the feature. For more information, refer to
Chapter 5.
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Software Problems

Responding to Error Messages

Use this portion of the flow chart if the user received any messages that can be
associated with the problem. Messages may be displayed or sent to a message log or
error log at the time a problem occurs or is discovered. For additional information
about the OS/2 program logging utilities, refer to “Logging Utilities” on page 3-2.

The information in this section is designed to help you respond to the following

situations that can involve a displayed or logged message:

An abnormal termination (abend)

A message displayed at an inappropriate time

Directions on how to proceed for each situation follow. Use this portion of the flow

chart to determine which situation applies.

Complete Part B of the
Problem Report Form.

Was
Help
information avail-
able for this message NO
(online or in any of the books

A message that specifically directs users to contact the service coordinator

Other messages associated with a problem a user cannot resolve.

listed in the explanatory
notes on the following

Direct the user
to attempt to
resolve the prob-
lem using the
Help information.

ed in the Help
informa-

Refer to
"Classifying a
user directed NO Softwar?'
to contact the service |Problem
coordinator? on Page 2-12,

Turn to the Message
Appendixes A through H.

Information describing the numbered items in this section of the flow chart is

provided on the following pages.
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Software Problems

For all problems involving messages, begin by asking the user to provide the
information that follows. Record this information on the Problem Report
Form; refer to Part B, question 1:

1. Place a check mark (/) next to MSG.
2. Then record:

o The 8-digit alphanumeric message identification number.

¢ Any return or error codes contained in the message (if applicable).

¢ The following, if the message is contained in Appendixes A through H
or in a message log, and if it is specified directly following the text of
the message:

— The Originator for messages that begin with an ACS prefix
or

— The Environment for messages that begin with an SQL prefix.

If an abbreviation is provided for the originator or environment, use
the abbreviation on the PRF.

* The text of the message (necessary only if the message did not include
an identification number or code or if you are directed elsewhere to
provide the text).

Note: If information on the screen indicates an abnormal termination
(such as a TRAP error like the one illustrated in Figure 2-1) refer to
“Responding to ABEND Messages” on page 2-10.

Session Title: CM.CMD
SYS1943: A program caused a protection violation.

TRAP 000D

AX=0070 BX=1818 CX=1890 DX =3030 BP=01EE
SI=0234 DI =1888 DS =0207 ES =3DS8F FLG = 2006

CS =013F IP =003E SS =026E SP =01E0 MSW = FFFD
CSLIM =0318 SSLIM=D3 D3ACC=F3 ESACC=F3
ERRCD =0000 ERLIM = ***% ERACC = **

End the program

Figure 2-1. TRAP Error Sample

If the user received an error message on the display screen or in a message log,
determine if additional Help information about the message is available in one
of the following:

¢ An online Help (the online Help facility for messages is described in
“Information Available Online” on page vi)

or
¢ If no online Help is available:

— The User's Guide, Volume 2: Communications Manager and LAN
Requester or the User's Guide, Volume 3: Database Manager
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— The Commands Reference for many base operating system messages

— The Database Manager Programming Guide and Reference for
messages whose identification number begins with SQL.

- Also, if there was Help information, whether the user took the recommended
action:

e What was the user’s initial action in response to the message?

o Did the message or the Help information instruct the user to contact you
- (the service coordinator)?

If the user responded as directed in available Help information but the
problem persists, refer to item that follows.

If you suspect the message was displayed at an inappropriate time, refer to
“Responding to a Message That Is Displayed at an Inappropriate Time.”

If a message or message Help (either online or in a reference guide) directed
the user to contact the service coordinator, refer to Appendixes A through H
for information to respond to the message.

If the message or Help information did not direct the user to the service
coordinator, refer to “Classifying a Software Problem” on page 2-12.

Note: When responding to a problem that was brought to the user’s attention by a
message on the display screen, it is important to remember that the user should have
tried to resolve problems using one or more of the other available resources before
calling you. Some of these are described in “Other Sources of Information Available
for System Users” on page 1-3.

The recommended actions for service coordinators provided in Appendixes A
through H assume that the users, and when appropriate, system administrators or
network administrators, have performed all recommended recovery procedures
prescribed in online Helps or in the User’'s Guide, Volume 2: Communications
Manager and LAN Requester, the User's Guide, Volume 3: Database Manager, the
System Administrator’s Guide, or the LAN Server Network Administrator's Guide.

Responding to ABEND Messages: If the message indicates an abnormal
termination such as a TRAP error, also place a check mark (,/) next to ABEND for
Part B, question 1.

If you suspect a particular component may be associated with the abnormal
termination, proceed as follows:

-o If the base operating system reported an abnormal termination, refer to
“Operating System Problems” on page 2-16.

e If Database Manager reported an abnormal termination, refer to “Database
Problems” on page 2-24.

¢ If Communications Manager reported an abnormal termination, refer to
“Communications Problems” on page 2-30.

Responding to a Message That Is Displayed at an Inappropriate Time: If you
suspect a message has been displayed at an inappropriate time (for example, a
message that describes a problem that does not exist, or is associated with a different
operating environment from the one the user was in when the message occurred):

1. Verify that the user responded as directed in Help information, but that this
action did not resolve the problem.

2. On the Problem Report Form:
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Place a check mark (,/) next to MSG (Part B, question 1).

Record the message identification number (including the alphabetic prefix
SYS for base operating system messages; ACS, MACH, TRANS, or ADM
for Communications Manager messages; QRW or SQL for Database
Manager messages; UPM for User Profile Management messages) and any
return, error, or reason codes or statement type.

Place a check mark (,/) next to that component on the PRF (Part A,
question 3d).

3. Respond as directed for the component you checked:

For the base operating system, refer to “Operating System Problems” on
page 2-16.

For Communications Manager, refer to “Communications Problems” on
page 2-30.

For Database Manager:

a. If the message text indicates the problem may have resulted from the
processing of multiple statement or command types, include (if possible)
the statement or command that caused the error.

b. If user actions associated with the message directed the user to the
service coordinator, see Appendix G, “Database Manager (QRW or
SQL) Messages That May Require Service Coordinator Intervention”
for specific actions for this message or return code.

c. If the problem was experienced with trace event 183 and 184 active,
format the contents of the trace buffer. Related procedures are
discussed in “Preliminary Considerations for Using the System Trace
Utility” on page 3-31.

d. If the problem was experienced during application development using
database services API, record the values in the following fields of the
SQL Communication Area (SQLCA). SQLCODE, SQLERRMC,
SQLERRP, and SQLERRD.

e. If the problem can be re-created, gather trace information:

1) Refer to the preliminary considerations provided in “Tools for
Advanced Problem Determination of the Base Operating System,
LAN Requester, and Database Manager” on page 3-31.
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2) Modify the CONFIG.SYS file to allocate maximum trace buffer
(TRACEBUF =63). For additional information, refer to
“Modifying the CONFIG.SYS File” on page 3-5.

3) Activate a trace using one of the following methods:

— Modify the CONFIG.SYS file to activate trace events 176, 182,
183, 184, and 191 (TRACE=ON 176,182,183,184,191). For
additional information, refer to “Modifying the CONFIG.SYS
File” on page 3-5. )

or

— Use the procedures described in “Recommended Procedure for
Collecting and Formatting System Trace Information” on
page 3-34 to activate trace events 176, 182, 183, 184, and 191
from an OS/2 command prompt.

Note: If the problem has been associated with a specific operation,
do not activate trace events from the CONFIG.SYS file. Rather,
activate the trace events from the OS/2 command line immediately
before invoking the failing operation.

f. After completing the “Recommended Procedure for Collecting and
Formatting System Trace Information,” or if the problem cannot be
re-created, refer to Chapter 4. If you are directed by an IBM Support
Center representative to send information to IBM, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

Other Message Sources
When running other programs on OS/2, you may receive messages with prefixes
other than those mentioned in the messages appendixes in this book.

For example, a host program called IBM SAA Application Connection Services
issues messages with BPS as a prefix. For information on these messages, see the
publications that you received with that program product.

Classifying a Software Problem
If there were no messages associated with a user’s problem or if the user was unable
to resolve the problem using available message Help information, the next step is to
try to classify the problem by component and type.

Component refers to the portion of the OS/2 Extended Edition program (the base
operating system, Database Manager, Communications Manager, that caused or
reported the problem.

A general description of several types of software problems follows. Proceed by
familiarizing yourself with these descriptions. Then, use the flow chart under
“Determining Which Component Is Associated with the Problem” on page 2-15 for
component-specific recovery assistance for each type of problem.

Note: Remember, if the user received any error messages that may be associated
with the problem, use the path associated with “Responding to Error Messages” on
page 2-8.
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Using the Problem Report Form

The problem reporting utilities and databases described in Chapter 4, “When and
How to Contact IBM,” and the Problem Report Form contained in Appendix J,
“Problem Report Form,” are structured based upon the categories of problems listed
in the following table. By categorizing a problem by type and component, and
specifying this information on the PRF, you can narrow the range of probable
causes, expedite the search of IBM’s Known Problems Database, and quicken the
problem resolution process.

Table 2-1 (Page 1 of 2). Types of Software Problems

Problem

Keywords Description of the Problem

Installation Problems caused by program changes, or experienced during or resulting from the installation of

(INSTALL) the OS/2 program, applications, or new hardware can be classified as install problems.

Abnormal Abnormal termination refers to a recurring or unrecoverable problem caused by a program defect

termination that unexpectedly ends processing by a component, application, or function.

(ABEND) An abnormal termination can result from a software compatibility problem or from problems
associated with a workstation’s hardware configuration. If you suspect such a problem, refer to
the discussion of the impact that software incompatibility and hardware restrictions may have on
performance on page 2-18 for additional information.

WAIT/LOOP | If the user’s keyboard is locked (there is no response when pressing any keys) or if the program

is not responding as it should, an unexpected program suspension, referred to as a wait, may
have occurred (pressing the Alternate (Alt)+ Escape (Esc) keys or the Control (Ctrl) + Esc keys
return the user to the Task List window).

If a program encounters a problem or contains a coding error that causes it to repeatedly
execute a certain sequence of instructions while the error condition persists, an uncontrollable
program loop may be occurring.

Based upon external symptoms, you may not be able to distinguish between a wait and a loop.
For this reason, these two types of problems have been grouped together.
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Table 2-1 (Page 2 of 2). Types of Software Problems

Problem
Keywords

Description of the Problem

Performance
problems

Refers to unusually slow or delayed system execution or response time that causes programs to
take longer than usual to complete a task. Poor server performance problems can be caused by
many factors including the shortage of disk space, improper allocation of buffers, and OS/2
program resources.

Many performance problems can be resolved through system tuning. Before proceeding to
directions for a particular component, check the CONFIG.SYS entries to ensure they are
appropriate for the number of applications and files currently running on your system. The
following CONFIG.SYS entries can affect performance:

¢ BUFFERS
DISKCACHE

FCBS (DOS mode only)
MAXWAIT
MEMMAN
PRIORITY
TIMESLICE
SWAPPATH

RMSIZE

THREADS.

A performance problem may also result from a software compatibility problem or from problems
associated with a workstation’s hardware configuration. If you suspect such a problem, refer to
the discussion of the impact that software incompatibility and hardware restrictions may have on
performance on page 2-18 for additional information.

Note: The OS/2 program optimizes performance by executing some subsystems in the calling
application’s process. This exposes some internal data area Local Descriptor Table (LDT)
selectors to potential misuse by application programs that have not been fully or correctly
debugged. Accordingly, IBM recommends that applications ensure the correct use of LDT
selectors and avoid LDT selector manipulation.

Deficient
documentation

If a user’s documentation is deficient in a way that results in lost time for the user (or for other
users), the problem should be reported using the procedure described in Chapter 4, “When and
How to Contact IBM.” Examples of documentation problems include Help information that is
incorrect or insufficient, or steps or procedures that are inaccurate.

If you suspect that any product documentation is in error:

1. Place a check mark (/) on the Problem Report Form next to DOC (Part B, question 1).

2. Describe the documentation error in detail in the space provided for Part B, question 2.
Include the title and part number of the book (with the page numbers) or the online screen
or help containing the erroneous or incomplete information.

3. If possible, note the involved component on the PRF (Part A, question 3d).

4. Refer to Chapter 4 to contact IBM.

Incorrect
output

Refers to the displaying of unexpected data or the loss or failure of expected data to be
displayed. For user-written applications, this type of problem commonly results from incomplete
debugging of an application program. When writing an OS/2 application, programmers should
adhere to the writing and debugging guidelines contained in the guides listed in “Application
Programming Books” on page vii.

Incorrect output may be caused by a software compatibility problem or from problems
associated with a workstation’s hardware configuration. If you suspect such a problem, refer to
the discussion of the impact that software incompatibility and hardware restrictions may have on
performance on page 2-18 for additional information.

Note: Sometimes external symptoms match more than one problem type. If this occurs, review each description
to determine the best match, and then respond as directed for each component.
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Determining Which Component Is Associated with the Problem

Use this portion of the flow chart to determine which component reported, caused,
or experienced the problem.

Determine the component that reported
or caused the problem.

the user work-
ing with when the problem
occurred, or which
function failed?

Base operating Local area Database Communications Ccnnot.
system network determine
Turn to Turn to "LAN Turn to Turn to Refer to the
"Operating Requester or "Database "Communications e:plonotory
System Problems" 0S/2 LAN Problems" on Problems" on text.
on page 2-16. Server page 2-24. page 2-30.

et m o o o

For each path you select:

1. Identify the associated type of problem that best describes the situation
described by the user.

2. Note your response as directed on the PRF.

Base operating system problems include those that occur when responding to
OS/2 prompts and when using:

¢ Windows

¢ System editor
e File system
¢ Print spooler.

LAN problems include those that occur when using:

¢ LAN Requester
¢ 0S/2 LAN Server
¢ Network commands.

For other types of LAN problems, refer to .
Database problems include those that occur when using:

¢ Query Manager
¢ -SQL applications.

Problem Determination: Getting Started 2-15



Operating System Problems

Communications problems include those that occur when using:

¢ Terminal emulation
¢ File transfer
e Application programs using a communications API.

n If you cannot determine which path to follow:

¢ If, based upon the descriptions provided in “Classifying a Software
Problem” on page 2-12, you suspect that a particular type of problem has
occurred, refer to that problem under the branch in the flow chart on page
2-15 that describes either what the user was working with when the
problem occurred or which function failed.

o If, after reading the component-specific information, you are not able to
determine the component, place a check mark (\/ ) next to the abbreviation
for that type on the PRF (Part B, question 1), but do not specify a
component. Then continue problem determination procedures as directed
for that type of problem.

Note: Do not follow any of the paths on the preceding page for problems
associated with user-written applications unless you were unable to resolve the
problem using the information provided for item in “Determining if Your IBM
Software Is Functioning Properly” on page 2-5.

Operating System Problems
If you suspect an operating system problem, place a check mark (,/) on the Problem
Report Form next to Base Operating System (Part A, question 3d). Operating
system problems include:

¢ Installation problems (INSTALL)

If you suspect that a user’s installation problem is associated with the operating
system, complete the following procedures:

1. Try to re-create the problem.

2. Review the information in the following two files:
— CUSTBLD.HST for customer build errors
— EEINST.HST for all other errors.

3. Reinstall the OS/2 program with the original diskettes. Do not change any
files or add any other software. Install the latest corrective service diskettes
you have available and retry the failing operation. If the operation runs
successfully, your problem has been corrected. If not, proceed as follows.

4. Remove any non-IBM or non-supported IBM hardware and retry the failing
operation. If the problem resolves, refer to the information supplied with
the hardware, and use that information to correct your problem. If the
problem still persists, refer to Chapter 4, “When and How to Contact
IBM.”
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¢ Abnormal termination (ABEND)

Indicators of an abnormal termination include:

An unexpected return to the OS/2 program Group —Main window or to the
Task List window.

One of the following is displayed on the user’s screen:

— A TRAP error.

For example, TRAP D displayed on a user’s screen indicates that a trap
error has caused the abnormal termination. Traps are generated when
the base operating system or the hardware terminates an application
because it has violated one of the rules maintained by the base operating
system or the hardware.

Two possible causes of traps are:
¢ An application attempting to access storage that it does not own

» The processor trying to execute a privileged or unexecutable
instruction.

Trap message panels typically include the session title, a system error
message with an error description, the trap type (that is, TRAP000D for
a general protection fault), the registers, code, stack pointers, and other
pertinent data.

Note: For many trap conditions, the CS or IP, as displayed in the trap
message, points to the instruction that caused the trap. Application
programmers may find that this information is all they need to localize a
problem. Record all of the data in the TRAP error and save it for
comparison purposes. Refer to Figure 2-1 on page 2-9 for a sample of
the information displayed.

Once the system error message is recorded, check it for additional
information or instructions. If the base operating system is suspected as
the reason for the trap, refer to Chapter 4, “When and How to Contact
IBM.”

A message indicating that the system has stopped unexpectedly.

If you receive such a message, note the occurrence of an abnormal
termination on a PRF. If either the message or the help directed the
user to contact you, refer to the Messages Appendixes A through H.

* Wait or loop

It may be difficult to tell if an application is blocked (waiting for something),
hanging (in an apparently unrecoverable wait state), or looping. If a blockage or
hanging has occurred, a WAIT condition may exist. If you suspect such a
condition, attempt to collect information as follows:

1.

Try to isolate the problem to a single application. If the problem can be
isolated to a single application, suspect that application. Correct the problem
using the information supplied with the application.

Try to isolate the set of concurrent applications or the circumstances leading
up to the WAIT condition.

. Document the steps leading to the failure.

. Refer to Chapter 4, “When and How to Contact IBM.”
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If you suspect a loop condition involving the base operating system has
occurred, attempt to isolate a specific application that is involved. If the
problem can be isolated to a specific application, use the information supplied
with the application to correct the problem.

¢ Performance problems:

Performance problems are difficult to diagnose. Collect as much of the
following types of information as possible:

1. If something was altered before this problem occurred, refer to “Operating.
System Problems” on page 2-16.

2. Try to isolate the problem to a single application. If this is not possible, try
to isolate the set of concurrent applications or the circumstances that lead to
the performance problem.

3. Check the CONFIG.SYS entries to ensure that they are appropriate for the
number of applications and files currently running on your system. The
following CONFIG.SYS entries can affect performance:

— BUFFERS

— DISKCACHE

— FCBS (DOS mode only)
- MAXWAIT

- MEMMAN

— PRIORITY

-~ TIMESLICE

— THREADS

—~ SWAPPATH

— RMSIZE.

4. If possible, try to re-create the problem on another system. If the problem
cannot be re-created on another system with the same configuration and
memory size, suspect a hardware problem.

5. If you have followed the preceding instructions and the problem remains,
refer to Chapter 4, “When and How to Contact IBM.”

A performance problem may result from:
— Software incompatibility.

Programs being run in DOS mode that can affect the performance of OS/2
components or application programs. Conversely, OS/2 program
components or applications programs can affect the performance of
programs being run in DOS mode:

— O8S/2 program components or application programs that can affect other
0S/2 components or applications.

— Hardware restrictions that impact operation in both modes.
In these cases, the following problems may result:

— Unusually slow or delayed system processing or response time that causes
programs to take longer than usual to complete a task

— Program suspension when a user switches from one OS/2 session to another
0S/2 session

— Unpredictable (incorrect or incomplete) program processing, sometimes
resulting in incorrect output

— Program or system failure (abnormal termination).
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If, while using the OS/2 program, system operations slow down or fail, there may be
a problem with one or more other applications running simultaneously in a DOS or
08/2 mode. The following information may help users avoid or circumvent this type
of problem.

Running Muitiple Applications Using Different Modes: The following information
applies when different applications are run simultaneously in DOS and OS/2 modes
or in different OS/2 modes:

e DOS programs can run only within the first megabyte (MB) of system storage
and are limited to not more than 640 kilobytes (KBs).

e Applications that may not run or that execute unpredictably in DOS mode
include time-dependent programs such as communications and real-time
applications, hardware-specific routines such as device drivers, and
network-dependent applications.

e Performance degradation or errors in time-dependent programs (such as
communications) running in OS/2 mode can occur as a result of programs that
have excessive interrupt disable times. The recommended maximum interrupt
disable time is 400 microseconds. Programs that have the privilege to disable
interrupts are device drivers, input output privilege level (IOPL) segments, and
DOS mode programs when displayed on the screen.

¢ When switching among active modes:

Only one COMMAND.COM command processor can process a command or
program at a time. Thus, only one DOS program can run at a time, and it is
processed only when it is displayed on your screen as your current task. For
example, if you are working on a DOS program and you switch to an OS/2
program, the DOS program stops running. It begins running again when you
refer to it. If the DOS program was keeping track of the time of day by
counting clock ticks, it may have an incorrect time when it resumes.

Programs running in DOS mode and displayed on the screen can cause
performance degradation or errors in time-dependent programs (such as
communications) running in OS/2 mode in the background. If undesired effects
occur in time-dependent programs (such as communications) that are running in
a background OS/2 session while a DOS session is displayed, users can resolve
or avoid this problem by switching to the OS/2 session in which the affected
program is running and avoid switching back to the DOS mode until the
displayed program finishes processing.

¢ Hardware-related considerations:

Performance degradation or errors in time-dependent programs (such as
communications) running in OS/2 mode on a Personal System/2 computer can
occur due to Personal System/2 direct memory access (DMA) or bus master
adapter cards installed in the user’s Personal System/2 computer. These
hardware devices compete with the central processing unit (CPU) for access to
memory and input/output (I/O) and are at a higher priority bus arbitration level
than the CPU. Therefore, processor execution is delayed when these devices are
actively using the system resources.

Also, these devices compete with each other for system bus time. A problem can
occur if a device that normally occupies the system bus for a lengthy period of
time to complete an activity, such as a hard file controller moving a sector, does
not yield (as configured) to devices that require shorter periods of time per
activity (like a Synchronous Data Link Control (SDLC) adapter moving a byte).
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To avoid this type of problem, device arbitration level assignments and device
fairness selections should, if the option is available, be reviewed for consistency.

If applications are adhering to the preceding considerations, but the problem
persists:

1. Place a check mark (,/) on the Problem Report Form next to PERFM (Part
B, question 1).

2. Complete all relevant sections of the Problem Report Form (leave Part F:
“Problem Resolution” blank until the problem has been resolved).

3. Refer to Chapter 4, “When and How to Contact IBM” for procedures for
contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

Additional hardware diagnostic procedures are described in “Determining if
Your Hardware is Functioning Properly” on page 2-3.

¢ Incorrect output.

Unpredictable output or intermittent problems are those that occur infrequently
or do not seem to follow any set pattern. Refer to the procedures in this section
if:
— A user or an application programmer reports incorrect or unpredictable
output, or if a user’s problem occurs intermittently
and
— You suspect that the problem is associated with the base operating system.
If a user reports incorrect or unpredictable output:

1. Attempt to localize the problem to the smallest possible executable program
or to a .CMD or .BAT file.

2. If possible, re-create the problem on another system to ensure that the
hardware is not at fault.

3. If the problem can be isolated to a specific software package, suspect that
package. Use the information supplied with that package to correct the
problem.

4. If you have followed the preceding instructions and the problem remains,
refer to Chapter 4, “When and How to Contact IBM.”

If a problem occurs intermittently:

1. If the system was altered before this problem occurred, refer to “Operating
System Problems” on page 2-16 before continuing.

2. For each occurrence, record as much information about the problem as
possible.

3. Once you have gathered enough information to see a pattern, refer to
“Determining if the Problem Involves Hardware or Software” on page 2-2.
Now that you have identified a pattern, you may be able to identify a
problem path that will lead to the source of the problem.

4. If this process fails to lead to a resolution of the problem, refer to
Chapter 4, “When and How to Contact IBM.”
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LAN Requester or 0OS/2 LAN Server Problems
Information for responding to suspected LAN Requester or OS/2 LAN Server
problems follows. General information is provided first, followed by specific
responses for LAN Requester or OS/2 LAN Server users to the types of problems
listed in “Classifying a Software Problem” on page 2-12.

General Response: If you suspect a LAN Requester or OS/2 LAN Server problem:

On the PRF you are using to document the problem:

— Place a check mark (\/ ) on the Problem Report Form next to LAN
Requester (Part A, question 3d).

— Complete all questions for Part E: LAN Requester-Server Information on
page J-10.

If no error messages are displayed, check the LAN Requester error log.

Before proceeding to the problem determination procedures for the specific type
of failure the user experienced, determine if the problem is related to using an
application program on the LAN.

Determine if:

— User-written application programs were designed to be used in an OS/2
network environment.

— All shared programs have been tested and are compatible with LAN
Requester and OS/2 LAN Server software and they are compatible with
each other.

If this investigation does not lead to a resolution of the problem, refer to the
information that follows for specific types of LAN Requester or OS/2 LAN Server
failures.

Specific Response by the Type of Problem on a LAN Requester or 0S/2 LAN
Server: LAN Requester and OS/2 LAN Server problems include:

Installation problems (INSTALL)

Relatively simple problems sometimes occur during installation such as the LAN
Requester already running when the attempt to install was completed. Users or
network administrators should be able to recover from these types of problems
without your assistance.

If, however, more serious problems occur during initial startup, or if the cause is
not apparent after reviewing available Help information and other
documentation, proceed as follows:

1. Review the information in the following two files:
— CUSTBLD.HST for customer build errors
— EEINST.HST for all other errors.

2. Place a check mark (\/) on the Problem Report Form next to INSTALL
(Part B, question 1).

3. Ensure that Communications Manager had no errors relating to the LAN
Requester when installed.

4. If errors occurred during install, reinstall the LAN Requester and the OS/2
LAN Server.
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5. Install the Corrective Service diskette if you have one (refer to “Determining
the Level of Corrective Service Currently Loaded on a Workstation” on
page 5-2 for additional information) and retry the failing operation. If the
operation runs successfully, your problem was corrected.

6. If you are using the command line interface, make sure that path and dpath
are set appropriately.

7. If you get an error while using the menus, try to re-create the problem using
the command line interface. This may help in isolating and fixing the
problem.

8. THREADS should be set to at least 128 for correct operation of the server.
(This is a CONFIG.SYS parameter.)

9. Make sure that the Communications Manager configuration file is set up
correctly for the network and adapter and is used by the CFG = parameter
on the LAN device driver statements in CONFIG.SYS.

10. Make sure that IBMLAN.INI parameters and options are set correctly.

If the problem persists, refer to “Advanced Isolation Procedures for LAN
Requester or OS/2 LAN Server Problems” on page 2-24.

¢ Wait or loop

If you suspect this type of problem is associated with a LAN Requester or OS/2
LAN Server problem:

1. Place a check mark (/) on the Problem Report Form next to WAIT/LOOP
(Part B, question 1).

2. If appropriate, refer to LAN Requester “Performance Problems” on the
following page.

3. Try to isolate the problem to a single application. If the problem can be
isolated to a specific application, suspect that application. Use the
information supplied with the application to correct the problem.

4. If the problem is occurring in an application that is using the LAN
Requester or the OS/2 LAN Server (an application being shared by several
requesters or an application using redirected resources), attempt to ensure
that the wait or loop has not occurred in the application by determining the
statement or command in which the problem occurred.

5. Direct the user to press the Enter key to ensure that the requester is not
awaiting input. If the requester does not respond to keyboard input,
perform the following steps:

a. Check the server to see if it is responding to keyboard input. If the
server is responding to input, use the NET SESSIONS command to
check the status of the requester. Then refer to step b.

If the server is not responding, stop the server; then restart the server
and attempt to determine what program or part of a program is causing
the error condition.

b. Check the status of other requesters accessing the server (if a server has
a problem, requesters attached to it can also have problems).

If one or more servers are experiencing problems, determine which of
the following server functions are affected by the error:

1) File requests: Use a requester to work on a file stored on the server.
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2) Printer requests: Use a requester to print a file on the server’s
printer.

3) Transferring messages: Send a message from a requester to the -
server.

4) Access to other OS/2 sessions.

If no server functions can be used, stop all servers. Then restart the
servers.

If the problem persists, refer to “Advanced Isolation Procedures for LAN
Requester or OS/2 LAN Server Problems” on page 2-24.

¢ Incorrect output

1. Place a check mark (,/) on the Problem Report Form next to
INCORROUT (Part B, question 1).

2. If the data printed by the program is incorrect, or if data files to which the
program writes are incorrect, check the data used as input by the program.
Make sure that it should produce output different from what it actually
produced.

3. Attempt to localize the problem to the smallest possible executable program.

If the problem persists, refer to “Advanced Isolation Procedures for LAN
Requester or OS/2 LAN Server Problems” on page 2-24.

¢ Performance problems.
1. On the Problem Report Form:

— Place a check mark (/) next to PERFM (Part B, question 1).

— In the “Problem Description” (Part B, question 1), include the actual
and expected performance, and the reason why this level of performance
is expected (such as past experience).

2. Poor server performance problems can be caused by resource problems; if
you have not yet eliminated this possibility, refer to Table 2-1 on page 2-13.

3. If the hardware or software configuration was altered before this problem
occurred, refer to Installation Problems on page 2-21.

4. Poor server performance problems can be due to heavy network traffic.

S. Try to isolate the problem to a single application. If this is not possible, try
to isolate the set of concurrent applications or the circumstances that lead to
the performance section:

Note: Verify that the symptoms are not caused by tuning problems.

6. The IBMLAN.INI file contains parameter values and options settings for
running OS/2 LAN Server. These parameters and options should be
reviewed with the network administrator and set for optimum server
performance. For additional information, refer to the LAN Server Network
Administrator’'s Guide.

If the problem persists, refer to “Advanced Isolation Procedures for LAN
Requester or OS/2 LAN Server Problems” on page 2-24.

Note: See also the discussion of the impact that software incompatibility and
hardware restrictions may have on performance on page 2-18.
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Advanced Isolation Procedures for LAN Requester or 0S/2 LAN Server Problems:
The LAN Requester or OS/2 LAN Server advanced isolation procedures are:

1.

If Communications Manager was active at the time the problem occurred, it
may have recorded related information. To determine if this is the case, refer to:

¢ “Using ACSLAN.LOG for LAN Problems” on page 3-10

» “Using the Message Log for Communications Problems” on page 3-17

¢ “Using Error Log Services for Communications Problems” on page 3-23.
If this does not lead to a resolution of the problem, continue as follows.

Determine the minimum number of machines required to produce the problem.
Eliminate all of the machines except the one you think is the source of the
problem.

. Attempt to run the program that was running when the problem happened. If

the user was using the requester when the problem occurred, direct the user to
repeat the task that was being performed.

Repeat the task on a similar machine. If the problem does not occur on the
similar machine, a hardware problem may exist. Refer to “Determining if Your
Hardware is Functioning Properly” on page 2-3. If the problem occurs on both
machines, proceed as follows.

Reduce the number of active programs and OS/2 sessions.

Run the suspected program on the LAN Requester without running the OS/2
LAN Server.

If the problem persists, refer to Chapter 4, “When and How to Contact IBM.”

Database Problems

If you suspect a database problem, place a check mark (,/) on the Problem Report
Form next to Database Manager (Part A, question 3d). Then proceed as follows.
General information is provided first, followed by specific responses for Database
Manager users to the types of problems listed in “Classifying a Software Problem”
on page 2-12.

General Response: Before proceeding to the problem determination procedures for
the specific type of failure the user experienced, thoroughly check for the following
types of user errors:

* Application programming errors

If your problem occurs in an application program, examine the parameters
specified on each Structured Query Language (SQL) command to verify that
they have been specified correctly.

Refer to the Database Manager Programming Guide and Reference for detailed
information on the use of SQL with Database Manager and database
management environment and utility commands. This guide contains all
Database Services messages and SQL return codes, along with related cause and
action information. Also, refer to the Structured Query Language (SQL)
Reference for information to understand and write the syntax and parameters of
the SQL statements applicable to Database Manager.
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¢ Query Manager problems.

If your problem occurs when using Query Manager, refer to the User’s Guide,

Volume 3: Database Manager for information on writing a query, generating a
report, creating and editing a database, or more advanced procedures such as

maintaining your database and creating a customized interface.

Details about common SQL concepts, including supplemental information for
constructing SQL statements with Query Manager, are provided in Structured
Query Language (SQL) Concepts.

If you have determined that your problem is not a usage error, refer to the
information that follows.

Note: The following procedures are based upon the assumption that (1) you have
completed a description of the problem, and (2) the user has responded as directed
to all messages. If these steps have not been completed, refer to the appropriate
sections of this chapter:

¢ “Identifying the Application or Scenario Needed to Re-Create the Problem” on
page 2-6

¢ “Responding to Error Messages™ on page 2-8.

Specific Response by the Type of Database Problem: Database problems include:
¢ Abnormal termination

For abnormal termination signaled by the displaying of the Query Manager
Abnormal Termination pop-up or by the displaying of a trap error:

1. Place a check mark (/) on the Problem Report Form next to ABEND (Part
B, question 1).

2. Press the Print Screen (PrtSc) key to capture all displayed information for
use in problem diagnosis. If this is not possible, write any information
related to the problem that was displayed on the user’s screen at the time the
failure occurred:

— For the Query Manager Abnormal Termination panel:

Write the component name, reason code, code segment (CS), instruction
pointer (IP), and a description of the problem (the last three items are
displayed as hexadecimal characters); record this information in the
exact form in which it is displayed on the screen.

— For trap errors occurring in a session where Database Services or Query
Manager is operating:

Write the session title, message text (documenting the type of violation),
trap type, CS= value, and IP = value.

3. If any Database Services trace events (events in the range 176 through 191)
were active when abnormal termination occurred, use the trace formatter to
capture the contents of the trace buffer. If the trace formatter cannot be
used, refer to “Recommended Procedure for Performing a Standalone
Dump” on page 3-38 to capture the contents of the trace buffer.
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4. If the problem can be re-created, gather trace information:

a. Refer to the preliminary considerations provided in “Tools for

Advanced Problem Determination of the Base Operating System, LAN
Requester, and Database Manager” on page 3-31.

. Modify the CONFIG.SYS file to allocate maximum trace buffer

(TRACEBUF =63). For additional information, refer to “Modifying
the CONFIG.SYS File” on page 3-5.

. Activate a trace using one of the following methods:

— Modify the CONFIG.SYS file to activate trace events 176, 180, 182,
183, and 184 (TRACE=ON 176,180,182,183,184). For additional
information, refer to “Modifying the CONFIG.SYS File” on
page 3-5.

or

— Use the procedures described in “Recommended Procedure for
Collecting and Formatting System Trace Information” on page 3-34
to activate trace events 176, 180, 182, 183, and 184 from an OS/2
command prompt.

Note: If the problem has been associated with a specific operation, do
not activate trace events from the CONFIG.SYS file. Rather, activate
the trace events from the OS/2 command prompt immediately before
invoking the failing operation. If this is done from a separate OS/2
session with Database Manager or Query Manager already running, you
must also execute the SQLTRSET program prior to returning to the
failing operation.

5. Complete all relevant sections of the Problem Report Form (leave Part F:

Problem Resolution blank until the problem has been resolved).

6. Refer to Chapter 4, “When and How to Contact IBM” for procedures for

contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

Note: An abnormal termination can result from a software compatibility
problem or from problems associated with the Personal System/2 hardware
configuration. If you suspect such a problem, refer to the discussion of the
impact that software incompatibility and hardware restrictions may have on
performance on page 2-18 to proceed.

¢ Wait or loop

1.

Place a check mark (\/ ) on the Problem Report Form next to WAIT/LOOP
(Part B, question 1).

If appropriate, investigate the problem as follows:

Refer to the Performance Review on page 2-28 to verify that the
symptoms are not caused by performance tuning problems.

— If the problem is occurring while using Query Manager, press the Enter

key to ensure that the system is not awaiting input.

If the problem is occurring in an application that was written using the
database API, attempt to ensure that the wait or loop has not occurred
in the application by determining the statement or command in which
the problem occurs.
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— If Database Manager module tracing (trace event 176) was not active
when the problem occurred and the problem cannot be re-created, the
problem is extremely difficult to diagnose as only external symptoms are
available. In this situation, refer to Chapter 4, “When and How to
Contact IBM.”

If the problem was experienced with trace event 176 active, format the
contents of the trace buffer.

3. If the problem can be re-created, gather trace information:

a. Refer to the preliminary considerations provided in “Tools for
Advanced Problem Determination of the Base Operating System, LAN
Requester, and Database Manager” on page 3-31.

b. Modify the CONFIG.SYS file to allocate maximum trace buffer
(TRACEBUF =63). For additional information, refer to “Modifying
the CONFIG.SYS File” on page 3-5.

c. Activate a trace using one of the following methods:

— Modify the CONFIG.SYS file to activate trace events 176, 178, 182,
183, and 184 (TRACE=ON 176,178,182,183,184). For additional
information, refer to “Modifying the CONFIG.SYS File” on
page 3-5.

or

— Use the procedures described in “Recommended Procedure for
Collecting and Formatting System Trace Information” on page 3-34
to activate trace events 176, 178, 182, 183, and 184 from an OS/2
command line.

Note: If the problem has been associated with a specific operation, do
not activate trace events from the CONFIG.SYS file. Rather, activate
the trace events from the OS/2 command line immediately before
invoking the failing operation.

4. Complete all relevant sections of the Problem Report Form (leave Part F:
“Problem Resolution” blank until the problem has been resolved).

5. Refer to Chapter 4, “When and How to Contact IBM” for procedures for
contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

* Performance problems.

Many performance problems can be resolved through system tuning. Before
reporting a problem to IBM:

1. Place a check mark (,/) on the Problem Report Form next to PERFM (Part
B, question 1).

2. Complete a Performance Review of Database Manager.

In addition, application programmers should refer to the Database Manager
Programming Guide and Reference for performance tuning guidelines. Query
Manager users should refer to the User's Guide, Volume 3: Database
Manager.

3. Refer to the discussion of the impact that software incompatibility and
hardware restrictions may have on performance on page 2-18 for additional
information.
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A performance problem can result from a software compatibility problem or
limitations associated with having certain DOS mode programs active while
0S/2 components or application programs are running.

Performance Review:

1. Verify that the performance problem is not related to major
modifications to a database table. The REORG table utility is used to
reorganize a table for more efficient storage and access.

Following table reorganization, the statistics utility (RUNSTATS)
must be run to generate current statistics to be used by the system to
determine access paths. Since application access plans cannot be valid
after running the REORG table utility, these plans should be rebound
based on current statistics the next time they are run.

2. Determine whether any indexes were dropped that would extend the
execution time.

If a new index is created, the application program must be rebound
before the index can be used.

3. If degradation occurs after changing configuration
options, verify that options are appropriate.

4. If muitiple applications are executing, determine if
resources needed by one application are being held by another.

4. If, after taking all recommended corrective actions, the problem persists:

a. Record the actual and expected performance, along with your reasons
for expecting this level of performance (past experience for example).

b. Complete all relevant sections of the Problem Report Form (leave Part
F: “Problem Resolution” blank until the problem has been resolved).

c. Refer to Chapter 4, “When and How to Contact IBM” for procedures
for contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to
“Sending Problem Determination Information to IBM” on page 4-6.

* Incorrect output.
This problem can be signaled by:
— Keys that do not function as mapped.
— Incorrect panel, cursor, or mouse interaction or output.

— Inappropriate display of a Database Manager message. If you suspect this
problem, refer to “Responding to a Message That Is Displayed at an
Inappropriate Time” on page 2-10.

— The failure of a user-written application to perform as expected. This type
of problem commonly results from incomplete debugging of an application
program. When writing an OS/2 application, programmers should adhere to
the writing and debugging guidelines contained in the guides listed in
“Application Programming Books” on page vii.

Incorrect output can also be caused by a software compatibility problem or from
problems associated with a workstation’s hardware configuration. If you suspect
such a problem, refer to the discussion of the impact that software
incompatibility and hardware restrictions may have on performance on

page 2-18 to proceed.
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If any of these descriptions apply to the problem:

1. On the Problem Report Form:
a. Place a check mark (/) next to INCORROUT (Part B, question 1).
Notes:

1) If a message is displayed at an inappropriate time, also place a

check mark (,/) next to MSG and record the message identification
number and any return or error codes in the space provided. Then
refer to the procedure described in “Responding to a Message That
Is Displayed at an Inappropriate Time” on page 2-10 (do not use
the following steps).

2) If this incorrect output occurred after doing something a product

publication told you to do, be sure to include document reference in
the problem description as it can be in error.

b. Record actual output, expected output, along with your reasons for
expecting different output (past experience for example).

c. If the incorrect output is associated with a specific Database Services or
Query Manager operation, record operation and associated parameters
in the problem description.

2. If the problem can be re-created, gather trace information:

a. Refer to the preliminary considerations provided in “Tools for
Advanced Problem Determination of the Base Operating System, LAN
Requester, and Database Manager” on page 3-31.

b. Modify the CONFIG.SYS file to allocate maximum trace buffer
(TRACEBUF =63). For additional information, refer to “Modifying
the CONFIG.SYS File” on page 3-5.

c. Activate a trace using one of the following methods:

If you are using Query Manager, modify the CONFIG.SYS file to
activate trace event 177 and 178 (TRACE=ON 178 or
TRACE=ON 177,178).

If you are using Database Manager plus another application,
modify the CONFIG.SYS file to activate trace event 178 only
(TRACE=ON 178).

For additional information, refer to “Modifying the CONFIG.SYS
File” on page 3-5.

or

If you are using Query Manager, use the procedures described in
“Recommended Procedure for Collecting and Formatting System
Trace Information” on page 3-34 to activate trace event 177 and
178 (TRACE=ON 178 or TRACE=ON 177,178) from an OS/2
command line.

If you are using Database Manager plus another application, use
the procedures described in “Recommended Procedure for
Collecting and Formatting System Trace Information” on page 3-34
to activate trace event 178 only (TRACE=ON 178) from an OS/2
command line.
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Note: If the problem is associated with a specific operation, do not
activate trace events from the CONFIG.SYS file. Rather, activate the
trace events from the OS/2 command line immediately before invoking
the failing operation.

3. Complete all relevant sections of the Problem Report Form (leave Part F:
“Problem Resolution” blank until the problem has been resolved).

4. Refer to Chapter 4, “When and How to Contact IBM” for procedures for
contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

Communications Problems
If you suspect a communications problem, place a check mark (/) on the Problem
Report Form next to Communications Manager (Part A, question 3d).
Communications problems include:

¢ Abnormal termination (ABEND)
This problem can be signified while using Communications Manager by:
~ A TRAP D error.

— Communications Manager, or one of its functions such as file transfer,
cannot be started.

— A function, such as terminal emulation, unexpectedly ended or an active link
dropped without a message or return code and a remote node did not cause
the problem.

An abnormal termination can result:

— From a software compatibility problem or from problems associated with a
workstation’s hardware configuration. If you suspect such a problem, refer
to the discussion of the impact that software incompatibility and hardware
restrictions may have on performance on page 2-18 to proceed.

— When a 3270 or distributed function terminal (DFT) dump is attempted
while other system activity is in progress. All DFT sessions on that terminal
may be reset. Additional restrictions are discussed in “Preliminary
Considerations for Using Trace and Dump Services” on page 3-42.

Note: This problem is more likely to occur when connected to a 3174
controller than to a 3274 controller because the 3174 is faster and has
stricter response time requirements.

— If you take a dump of an X.25 Interface Co-Processor/2 adapter, any X.25
application verbs that use that adapter will receive an
X25_ADAPTER_ERROR and Communications Manager must be stopped
and restarted in order to recover use of that specific adapter.

If any of these descriptions apply:

1. Place a check mark (,/) on the Problem Report Form next to ABEND (Part
B, question 1).

2. Complete the Problem Report Form.

3. Refer to Chapter 4, “When and How to Contact IBM” for procedures for
contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to “Sending
Problem Determination Information to IBM” on page 4-6.
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e Wait or loop
A communications wait or loop can be signaled by:
- A STOP operation that seems to be taking longer than usual to complete
— - A file transfer (TRANS) that did not complete
— A data transmission that did not complete
— A locked keyboard
— A persistent inability to establish a communications link.

If a persistent inability to establish a communications link describes your
problem, ensure that the CONFIG.SYS file is correctly configured and that all
communications lines are active; contact your system administrator for
assistance.

If the problem persists, or if any other of these descriptions apply to the
problem:

1. Place a check mark (\/ ) on the Problem Report Form next to WAIT/LOOP
(Part B, question 1).

2. Complete the Problem Report Form.

3. Refer to Chapter 4, “When and How to Contact IBM” for procedures for
contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

* Incorrect output.
When using Communications Manager, this problem can be signaled by:
- Damaged or incomplete data sent or received during a file transfer
— Anincorrect emulation screen
— A configuration file that verified correctly, but cannot be used
— An inappropriate displaying of a message
— Keys that do not function as mapped
— Incorrect panel, cursor, or mouse interaction or output

— The failure of a user-written application to perform as expected. This type
of problem commonly results from incomplete debugging of an application
program. When writing an OS/2 application, programmers should adhere to
the writing and debugging guidelines contained in the guides listed in
“Application Programming Books” on page vii.

Incorrect output can also be caused by a software compatibility problem or from
problems associated with a workstation’s hardware configuration. If you suspect
such a problem, place a check mark (\/ ) next to PERFM (for performance
problems) on the Problem Report Form, rather than next to INCORROUT (for
incorrect output). Then refer to the discussion of the impact that software
incompatibility and hardware restrictions may have on performance on

page 2-18 to proceed.

If any of the preceding descriptions apply to the problem:

1. Place a check mark (\/ ) on the Problem Report Form next to
INCORROUT (Part B, question 1).
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Note: If a message is displayed at an inappropriate time, also place a check
mark (,/) next to MSG. Then record the message identification number and
any return or error codes in the space provided.

2. Complete the Problem Report Form.

3. Refer to Chapter 4, “When and How to Contact IBM” for procedures for
contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

¢ Performance problems.
When using Communications Manager, this problem can be signaled when:
— The transfer of data is not within the published limits.
— There is a resource limitation, such as insufficient memory.

— Performance worsened following changes in host computer support or
application programming changes.

Refer to your host personnel or application programming personnel if you
suspect that this is the source of the problem.

— There is a problem with a configuration file such as:
— Performance worsened following a change to a configuration file.
— A specified request unit (RU) size is too small.

If you suspect the problem is related to a configuration file, contact your
system administrator.

A performance problem can result from a software compatibility problem or
from problems associated with a workstation’s hardware configuration. If you
suspect such a problem, refer to the discussion of the impact that software
incompatibility and hardware restrictions may have on performance on

page 2-18 to proceed.

If any of these descriptions (other than host or application program related
problems) apply:

1. Place a check mark (,/) on the Problem Report Form next to PERFM (Part
B, question 1).

2. Complete the Problem Report Form.

3. Refer to Chapter 4, “When and How to Contact IBM” for procedures for
contacting IBM. If you are directed by an IBM Support Center
representative to submit information to IBM for analysis, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

General Information: The PROTOCOL.INI file in the CMLIB subdirectory is used
to configure the ETHERAND* Network. The format and contents of the
PROTOCOL.INI file are described in the System Administrator’'s Guide. If you have
problems using the ETHERAND Network, see the System Administrator’s Guide for
recommended values for PROTOCOL.INI.

When using Gateway, configure your X.25 workstations to be negotiable instead of
secondary.

2-32 Problem Determination Guide for the Service Coordinator



Communications Manager

If you receive one of the following messages, “Mismatched Parity” or “Mismatched
Baudrate,” refer to the ROLMphone** 244C User’s Manual for instructions on which
commands to use for your CBX model type and configuration.
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Chapter 3. Using Diagnostic Tools

Use the diagnostic tools described in this chapter to gather and process data that can
help identify the cause of a problem.

Once collected, the data can be examined by you, or someone who is familiar with
the problem, or provided to IBM for analysis.

When to Use a Diagnostic Tool and Why

These tools are designed to be used as part of the overall problem determination
process and should be used only upon direction provided in one of the following
ways:

e In Chapter 2, “Problem Determination: Getting Started”

* In Appendixes A through H, “Messages That May Require Service Coordinator
Intervention”

¢ By an authorized IBM service representative.

Only procedural information is provided in this chapter; you should not attempt to
determine when it is appropriate to use one or more diagnostic tools based solely
upon this information.

Brief descriptions of each diagnostic tool follow. Directions for using each are
provided later in this chapter.

Notes:

1. Information should be sent to IBM for analysis only upon direction from the
IBM Support Center. Procedures for contacting IBM are provided in
Chapter 4, “When and How to Contact IBM.”

2. Do not send IBM information that is considered to be confidential or
proprietary by you or any licensed end user. If you are directed by an IBM
Support Center representative to send information to IBM, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

Types of Diagnostic Tools

As demonstrated in “Responding to Error Messages” on page 2-8, the place to begin
the process of identifying the source of most software problems is to examine
messages that are displayed on the user’s screen or were saved using one of the
message logging utilities described as follows. If this information does not help you
resolve the problem, it can be appropriate to use one of the trace or dump facilities.

However, there are exceptions. For this reason, you should rely on the information
provided in Chapter 2, “Problem Determination: Getting Started,” the Messages
Appendixes, or upon direction provided by an IBM Support Center representative
on how to proceed for a given problem.
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Logging Utilities

Logging utilities include:
¢ 0OS/2 logging facility

The OS/2 logging facility is used to provide historic information for problem
determination of OS/2 and Database Manager or OS/2 applications. It also
provides a formatting function to display or print the contents of the log file.

¢ ACSLAN.LOG text file

If a workstation is configured to run on a local area network (LAN),
information about the initialization of your workstation for the LAN is logged
in the ACSLAN.LOG text file each time the workstation is started. Procedures
for using this tool are provided in “Using ACSLAN.LOG for LAN Problems”
on page 3-10.

¢ Error log

LAN Requesters and OS/2 LAN Servers both maintain a disk-based error log
on the system in which they are loaded. A LAN Requester or OS/2 LAN Server
error log stores a record of problems that occurred during a network operation.
Procedures for accessing this log are provided in “Using the LAN Requester or
0S/2 LAN Server Error Log for LAN Problems” on page 3-10.

¢ Audit trail

LAN servers maintain a disk-based audit trail on the system in which they are
loaded. An audit trail is a file that stores information about how and when
network resources are used, and information about the user IDs and passwords
used with them.

Information contained in an audit trail can be used for accounting, security,
network use analysis, or problem determination purposes. Procedures for using
the audit trail are provided in “Using the OS/2 LAN Server Audit Trail for
LAN Problems” on page 3-14.

¢ Message log

The message log is used to store, or log, certain types of error messages and
status information associated with active Communications Manager sessions.
Information stored in a message log can be viewed or printed for later analysis
in the event of a communications problem. Help is available for each message
while viewing the message log. Procedures for viewing the message log can be
found in “Using the Message Log for Communications Problems” on page 3-17.

¢ Communications Manager error log services

Communications Manager error log services are used to log detailed information
associated with communications errors in a machine-readable format. This
information includes Communications and System Management (C & SM) alerts
and other status data. Error log entries are sometimes associated with an error
message stored in the message log. Procedures for accessing this log are
provided in “Using Error Log Services for Communications Problems” on

page 3-23. For detailed information on how to interpret the contents of this
file, refer to Advanced Problem Determination for Communications.

Note: X.25 packet-related C & SM alerts contain packet cause code and
network diagnostic codes. For cause and diagnostic code meanings, refer to
Yellow Book, Volume VIII - Fascicle VIII.2, Data Communications Networks
Services and Facilities, Terminal Equipment and Interfaces, Recommendations X.1
- X.29 (VIIth Plenary Assembly, Geneva, November 1980)
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For X.25 networks conforming to the 1984 recommendations, refer to Red Book,
Volume VIII - Fascicle VIIL.3, Data Communications Networks Interfaces,
Recommendations X.20 - X.32 (VIIIth Plenary Assembly, Malaga-Torremolinos,
October 1984)

¢ Import and export message files.

Import and export message files provide a log of error, warning, and
informational messages produced by Database Services during a single execution
of the import or export utilities. For Query Manager, the import utility log file
is named QRWIMPRT.LOG and the export utility is QRWEXPRT.LOG.

These logs allow you to request additional information on import and export
messages by way of the OS/2 program’s Help facility. Procedures for accessing
help for the import and export messages are provided in “Using Import and
Export Message Files” on page 3-30.

Trace Utilities
Trace utilities include:

e OS/2 system trace utility and system trace formatter

The system trace utility is used to capture a sequence of system events, function
calls, or data for analysis. After the trace data is captured, the system trace
formatter is used to retrieve it from the system trace buffer and format the data
to your screen, printer, or a file. Database Manager also uses these same trace
utilities.

Procedures for using this facility are provided in “Preliminary Considerations for
Using the System Trace Utility” on page 3-31.

¢ Communications Manager trace services.

Trace services is a menu-driven Communications Manager utility used to record,
or trace, the sequence of events related to a communications application
programming interface (API) and data regarding a communications link.

Procedures for using this facility are provided in “Tools for Advanced Problem
Determination of Communications” on page 3-41.

The Communications Manager trace services can also be used by an application
program by way of the Common Services AP1. (Refer to the applicable OS/2
Extended Edition API programming reference manual for detailed discussion of
the service verbs.)

Dump Utilities

Dump utilities include:
¢ Standalone dump utility

The standalone dump utility provides an image of all physical memory. This
utility, which runs independently of the OS/2 program, should be used to dump
data only when a problem is very difficult to reproduce, or other methods of
problem determination do not solve the problem.

Procedures for using this facility are provided in “Using the Standalone Dump
Utility” on page 3-36.
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¢ Communications Manager dump services.

Dump services is a menu-driven utility that makes a copy of a portion of
memory used by Communications Manager for analysis by IBM.

Procedures for using this facility are provided in “Tools for Advanced Problem
Determination of Communications” on page 3-41.

The Communications Manager dump services can also be used by an application
program by way of the Common Services AP1. (Refer to the applicable OS/2
Extended Edition API programming reference manual for detailed discussion of
the service verbs.)
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Using Logging Utilities

This section describes how. to use the logging utility.

Using the 0S/2 Logging Facility for 0S/2 Problems
Use the OS/2 logging facility to log detailed information associated with OS/2 and
Database Manager errors. It also provides a formatting function to display or print
the contents of a log file. OS/2 applications use this facility to log historic error
information for problem determination.-

Note: Throughout this section, the term error log refers exclusively to the OS/2
logging facility and should not be confused with the Communications Manager error
log services, LAN Requester or OS/2 LAN Server error logs referenced elsewhere in
this chapter and guide.

Preliminary Considerations
Read the following information before attempting to use the OS/2 logging facility.

Whether to wrap or extend the error log file when it becomes full is specified in the
CONFIG.SYS file. If wrap is chosen, the file wraps when full, storing new messages
at the start of the file. If extend is chosen and the file becomes full, the file size is
extended and new error messages are appended to the end of the file.

Using 0S/2 Logging Facility Commands
Logging is activated by a LOG = statement in the CONFIG.SYS file.

Modifying the CONFIG.SYS File: To enable logging, the LOG = statement must be
in the CONFIG.SYS file.

A description and general concepts of the contents of this file are provided in the
User's Guide, Volume 1: Base Operating System. Considerations for using logging
commands follow:

Note: After changing the CONFIG.SYS file, you must restart the system for the
changes to take effect.
¢ Using the equal sign
When it is used in the CONFIG.SYS file, the equal sign (=) cannot be
immediately preceded or followed by a blank space.
e Enabling the logging facility

To enable logging, the LOG =ON statement must be in the CONFIG.SYS file.
For normal operating circumstances, a LOG =ON statement is recommended;
the presence of this statement in the CONFIG.SYS file without the /B:size
parameter allows the log buffer a default size of 4KB.

Note: The following parameters (minimum free space, wrap size, and log buffer
size) are all optional.
¢ Specifying minimum free space

The LOG = statement can be used to specify the minimum free space to be left
on the disk when a log file is being extended. The /M minfree parameter
specifies the minimum free space where minfree is the size in KB. The default
value is 512KB.

Using Diagnostic Tools 3-5



o Specifying wrap size

The LOG = statement can be used to specify the size of the log file before
wrapping occurs. The /W:size parameter specifies the size in KB. The default
value is 64KB.

Note: The logging facility copies the existing log file as a backup and clears the
entries from the existing file. The error log file name is LOG0001.DAT. This
file copies to LOG0001.BAK.

¢ Specifying log buffer size

The LOG = statement can be used to specify the log buffer size. The /B:size
parameter allocates the size of the log buffer where size is the size in 1IKB
increments up to 64KB.

Notes:

1. The /B:size parameter allocates buffer space. It does not enable the logging
of events. For normal operations, a 4KB log buffer is adequate. To specify
this size, include a LOG =0ON statement in the CONFIG.SYS file without
the /B:size parameter.

2. The logging facility uses a buffer wrap algorithm when writing data to the
log buffer. When the buffer becomes full, additional data written to the
buffer overlays an equal or larger amount of the oldest data.

* Once you have added the LOG =ON statement to the CONFIG.SYS file and
you restart your system, the logging facility is activated.

SYSLOG Command: The SYSLOG command can be used to suspend and resume
logging. It is a menu driven facility that also allows you to display or print the log
file.

The SYSLOG command syntax is as follows:

SYSLOG [S] [R]

where S is the optional parameter that suspends logging, and where R is the optional
parameter that resumes logging.
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If no parameter is specified, the main menu for the OS/2 logging facility is displayed.

0S/2 Logging Facility
Main Menu

Select one of the following options:
1. Display system log file
2, Print system log file
3. Suspend system logging

4. Resume sysfem logging

Enter Esc= Cancel F1=Help F3=Exit

Figure 3-1. OS/2 Logging Facility Main Menu

Displaying the Error Log File
When displaying the log file, you can select the records you want to be displayed. A
starting date and time as well as a unique qualifier allow more selectivity in viewing

records.

0S/2 Logging Facility
Display System Log File

Log file name and search criteria.

Log file name . . [LOGOOOT . DAT ]

Quatifier . . . [ ] (optional)
Starting date . . [ ] (optional}
Starting time . . [ 1 (optional)

Enter Esc= Cancel Fi=Help F3=Exit

Figure 3-2. Display System Log File Panel
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Printing the Contents of an Error Log
To print the contents of an error log, begin by selecting Print system log file from
the OS/2 Logging Facility Main Menu. The following panel is displayed.

0S/2 Logging Facility
Print System Log File
Log file name, print name and search criteria.
Log file name . . [LOGOOOT . DAT ]
Printer name . . [LPT1 ]

“Quatifier . . [ 1 (optionat)
Starting date . . [ 1 {optional)
Ending date . . . [ ] {optional) {
Starting time . , [ 1 (opticnal)
Ending time . . . [ ] (opticnal)

Enter Esc= Cancel F1=Hetp F3=Exit

Figure 3-3. Print System Log File Panel

You can specify the name of the log file you want printed, or the current log file
name is specified as the default. You can also specify a printer name, or use LPT1
as the default printer.

Following is an example of a standard record entry in the OS/2 error log.

0S/2 Logging Facility
Log Record Display

Record {D: 8000 Status: No registration

Date: 08-21-89 -Normal completfion

Time: 16:07:56.96

Qualifier: 1

Originator:  SQL
39 00 00 00 08 00 50 49 44 53 2F 3536 36 39 33 9. PIDS756693
33 36 30 33 20 4C 56 4C 53 2F 31 31 30 20 50 54 3603.LVLS/110.PT
46 53 2F 75 6FE- 6B 6E 6F 77 6 30 31 20 52 49 44 FS/unknown01.R1D
53 2F 53 51 4C 4F 20 41 44 52 53 2F 34 32 20 52 S/SQLD.ADRS/42.R
030000060025F6100 L. %

Esc=Cancel F1=Help F3=Exit F7=Next Rec F8-Prev Ret

Figure 3-4. Standard Record Entry Example
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Following is an example of a generic alert entry in the OS/2 error log.

0S/2 Logging Facility
Log Record Display

Record ID: 0002 Status: No registration
Date: 08-21-89 Forwarding fai led
Time: 16:07:57.25

Qualifier: 1

Originatar: SQL

Component 1D = 566933603
Release Level = 110
Software Name = |BM 0S/2 Data Base Services
Generic Alert Subvector
0000 01 2000 39016AB1
Probable causes Subvector
1000
Failure tauses Subvectar
Key 01
1000 0481 0000

00 00 45 98 31 82 00 1E 00 50 49 44 53 2F 35 36 ..E.1....PIDS/56
36 39 33 33 36 30 33 20 4C 56 4C 53 2F 31 31 30 6933603.LVLS/110

Esc=Cancel F1=Help F3=Exit F7=Next Rec F8=Prev Rec

Figure 3-5. Generic Alert Entry Example
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Using ACSLAN.LOG for LAN Problems

If a workstation is configured to run on a local area network with Communications
Manager, information about the initialization of your workstation for the LAN
Requester is logged in a text file each time the workstation is started.
ACSLAN.LOG is created when the system is started.

Preliminary Considerations
Read the following information before attempting to use ACSLAN.LOG:

¢ Each time a system is restarted, the LAN device drivers write over the old
ACSLAN.LOG file, thereby creating a new file. The information in the new file
pertains only to the latest session.

* ACSLAN.LOG is written to the same directory as the configuration file. This
directory is specified by the CFG = parameter of the DEVICE = statement for
LAN in the CONFIG.SYS file. Normally this will be the C:\CMLIB directory.
The following example:

DEVICE=C:\CMLIB\TRNETDD.SYS CFG=C:\CMLIB\SAMPLE.CFG

would cause ACSLAN.LOG to be written to C:\CMLIB. If no path is specified
in the CONFIG.SYS file, ACSLAN.LOG will be written to the root directory of
the active drive.

* Most of the messages logged in the ACSLAN.LOG file are simple status
messages indicating that the device drivers are:

— Attempting to install your workstation on a LAN Requester. The following
is an example of such a message:

Accessing IBM Token-Ring Local Area Network. Please wait.
or

— Initializing a particular adapter. The following is an example of such a
message:

Adapter 0 is initializing.

However, if your workstation is unable to use LAN communications, error
messages can be logged in the ACSLAN.LOG.

Accessing or Printing ACSLAN.LOG
ACSLAN.LOG is an ASCII text file that can be displayed using the OS/2 TYPE
command. For systems attached to a printer, this file can be printed using the OS/2
PRINT command.

Using the LAN Requester or OS/2 LAN Server Error Log for LAN Problems
LAN Requesters and OS/2 LAN Servers both maintain a disk-based error log on the
workstation in which they are installed. A LAN Requester or OS/2 LAN Server
error log stores a record of problems that occur during a network operation.

The procedures that follow are used to display, print, or clear the LAN Requester or

0OS/2 LAN Server error messages. There is also an option to increase the size of the
error log.
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Preliminary Considerations
Read the following information before attempting to use a LAN Requester or OS/2
LAN Server error log:

Only procedures for accessing and printing the contents of a LAN Requester or
0S/2 LAN Server error log are presented in this guide. Additional information,
including procedures for clearing or changing the size of the error log and
reversing the order of log entries, is provided in the LAN Server Network
Administrator’'s Guide.

User errors are not recorded in the error log. Only system and network errors
are logged.

Each entry in the error log contains the following information:

Program field The name of the program or service that reported the error.
Message field The error message number.

Date field The date the error was logged.

Time field The time the error was logged.

Description field A description of the error.

The size of the error log is specified by the MAXERRORLOG parameter in the
IBMLAN.INI file. Once the error log is full, any subsequent errors that occur
are not written to the error log file. To ensure that the latest error messages get
written to the error log, you can either delete the entries in the error log or
increase the size of the error log.

Accessing the LAN Requester or OS/2 LAN Server Error Log
The LAN Requester or OS/2 LAN Server error log can be accessed from either an
0S/2 command prompt or from the LAN Requester or OS/2 LAN Server Main
Panel.

To access the LAN Requester or 0S/2 LAN Server error log from an 0S/2
command prompt: Use the NET ERROR command. Select parameters to use with
NET ERROR from the following:

[|C:n Lists the specified number of entries in the error log (n is the number

R

/D

of entries that you specified).

Lists the error log in reverse order so that the last entry made into the
log is listed first and the first entry is listed last. You can use /C:n
with /R to identify the number of error log entries you want listed.

Clears the error log.

When you type NET ERROR and press the Enter key without parameters, the entire
error log is displayed (Figure 3-6 on page 3-12). A description of the types of items
that are displayed follows Figure 3-6.
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Program Message Date Time

SERVER 3176 09-17-88  12:52:18

NET3176:The Server could not find an AT Schedute file se it created one.

LAN 2625 09-17-88  12:53:19

NET2625:Unable to share sfart of-day serial device PLOTTERA due to LAN Serv
LAN 2625 09-17-88 12:53:21

NET2625:Unable to share start-of-day serial device PLOTTERA due to LAN Serv
LAN 21 09-17-88  12:53:24

NET2771:DCDB has user |D TESTER? in group but this name is not known here
LAN 2753 09-17-88 12:53:29

NET2753:DC0B has user ID TESTER1 in a profile but this name is not known he

W

Figure 3-6. Sample of the Contents of the LAN Error Log

Definitions for the column headings are as follows:

Program The name of the network program or service (for example, SERVER)
that reported the error.

Message The error message number.

Date The date when the error was logged.

Time The time when the error was logged.

The message text explaining the error is displayed on the second line of each entry.

This text can also be hex data.

To scroll through the error log, press the Page Up (PgUp) and Page Down (PgDn)

keys.

To access the LAN Requester or 0S/2 LAN Server error log from the LAN

Requester or 0S/2 LAN Server Main Panel:

1. Select Actions from the LAN Requester or OS/2 LAN Server Main Panel.

Actions Definitions Utilities Exit |F1=telp
Main Panet

Date . . . . v v v oo 039-19-89

Time . . . . . e 18:03

Machine name . . . . . . ... ... . USING

User ID. . . . v v v v o ADMIN

User type. . . . . v « v v v v e Administrator

Domain name. . . . . . . . . . ...

Domain logon status. . . . . . . . . . : Enabled

Preselected server . . . . . . . . . .

/\/\__/\

Figure 3-7. Main Panel
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2. Select Statistics and Logs to-display the Statistics and Logs pop-up.

Actions Definitions Utilities Exit |Fi=Helip

Statistics and Logs
Select an item...
Statistics

Audit trails
Error logs

Esc=Cancel Fi=Help

Figure 3-8. Statistics and Logs Pop-Up

3. Select Error Logs-to display the error log.

Actions  Exit |F1=Help

Error Log

Select an action.

Machine ID . . . .. . .. ... . A-32
Oder. . . . .« ... ... .. Oldest first

More:
Program Message Date Time
SERVER 3176 09-17-90 12:52:18
NET3176:The Server could not find an’AT Schedule file so it created one.
LAN 2625 09-17-90  12:53:19
NET2625:Unable to share start-of-day serial device PLOTTERA due to LAN Serv
LAN 2625 09-17-90 12:53:21
NET2625:Unable fo share start-of-day serial device PLOTTERA due to LAN Serv
LAN 2m 09-17-90  12:53:24
NET2771:DCDB has user D TESTER1 in group but this name is not known here
LAN 2753 09-17-90  12:53:29

NET2753:DCDB has user 1D TESTER1 in a profile but this name is not known he

Esc=Cancel

Figure 3-9. Error Log Example

| — T~ — T — N

In addition to the items that are displayed when the LAN error log is accessed from
the DOS command prompt, the following items are included in the error log panel
that is accessed by way of the LAN Requester or OS/2 LAN Server Main Panel:

Machine ID
Order

The name of the machine whose error log is being viewed.

The order in which the error log is displayed, with either the oldest
entry (chronological order) or newest entry (reverse chronological

- order) listed first. The default is oldest.

To print the contents of a LAN Requester or 0S/2 LAN Server error log:

1. Select Actions from the Error Log Panel.
2. Select Print from the Actions pull down.
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Actions Exit Fi=Help
Printer Selection

S Select a printer.

Printer

» LPT1

More:

p
S
N so it created one.
L
N TTERA due to LAN Serv
L
N TTERA due to LAN Serv
L
[‘ Enter Esc=Cancel Fi=Help e is not known here
NET2753:DCDB has user [D TESTER1 in a profile but this name is not known he
Esc=Cancel

Figure 3-10. Printer Selection Pop-Up

3. Select the printer on which you want the error log to be printed.

Using the 0S/2 LAN Server Audit Trail for LAN Problems
The OS/2 LAN Server audit trail contains information about resource use and
security that can be useful for accounting, security, network use analysis, or problem
determination purposes.

The following procedures are used to display, print, or clear the OS/2 LAN Server
audit trail. There is also an option to increase the size of the audit trail.

Preliminary Considerations
Read the following information before attempting to use the OS/2 LAN Server audit
trail facility:

® Ounly procedures for accessing and printing the contents of an OS/2 LAN Server
audit trail are presented in this guide. Additional information about LAN
commands, including procedures for clearing or changing the size of the audit
trail and reversing the order of trail entries, is provided in the LAN Server
Network Administrator’s Guide.

¢ The audit trail contains the following information:

— Start and stop status of the server

— Logons with user type indicated

— Logoff with reasons for disconnection

— Start and stop of resource access with reason

— Start and stop of NET USE

— Resource access with resource name and operation
— Access permission violations.

¢ Auditing is affected by two parameters in the IBMLAN.INI file:
MAXAUDITLOG Sets the size of the audit log.
AUDITING Specifies whether resource auditing should be performed.

The auditing parameter must be set to yes to allow resource auditing. When the
audit trail is filled beyond capacity (the size of the audit log file exceeds the
specified size of the MAXAUDITLOG), any subsequent entries are not written
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to the audit trail file. To ensure that the latest entries get written to the audit
trail, you can either delete the entries in the audit trail or increase the size of the

audit trail.

e The auditing function starts when the computer is started if the /AUD:YES
parameter is used with the NET START SRV command or if
AUDITING=YES is in the IBMLAN.INI file.

Accessing the LAN Requester or 0OS/2 LAN Server Audit Trail
The LAN Requester or OS/2 LAN Server audit trail can be accessed from either an
0S/2 command prompt or from the LAN Requester or OS/2 LAN Server Main

Panel.

To access an audit trall from an 0S/2 command prompt: Type NET AUDIT. When
you type NET AUDIT without parameters, the contents of the audit trail are listed on

the screen.

You can use the following parameters with NET AUDIT:

|Cin

/R

/D

Lists the specified number of entries in the audit trail (n is the number
of entries that you specified).

Lists the entries in reverse chronological order so that the most recent
entry is listed first and the oldest entry is listed last.

If you type /R following /C:n, the » most recent entries are displayed
in the audit trail in reverse order.

Clears the audit log.

Descriptions of the types of items that are displayed follow.

User ID
Type

Date
Time

Duration

The system ID of the person using the resource, if applicable.

The type of activity being recorded: server operation, user session,
share, resource access, or access denied.

The date when the use of the resource started.
The time when the use of the resource started.

The length of time the resource was in use.

To scroll through the audit trail, press the Page Up (PgUp) and Page Down (PgDn)

keys.
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To access an audit traill from the LAN Requester or 0S/2 LAN Server Main Panel:
1. Select Actions from the LAN Requester or OS/2 LAN Server Main Panel.

Actions Definitions Utitities: Exift |F1=Help
Main Panel

Date . . .. .. o oo 09-19-89

Time . . oo 18:03

Machine name . . . . . . . . . ... . USING

User 1D, o v o 0 0 v v o ADMIN

User type, . . . v v v v o s Administrator

Domainname. . . .. . . ... ... f

Domain logon status. . . . . . . .. . : Enabled

Preselected server . . . . . . . . . .

Figure - 3-11. Main Panel -

2. Select Statistics and Logs to display the Statistics and Logs pop-up.

Actians Definitions Utilities Exit |F1=Help

Statistics and Logs
Select an item...
Statistics

Audit trails
Error logs

Esc=Cancet F1=Help

| T~ — T — N\

Figure 3-12. Statistics and Logs Pop-Up

3. Select Audit Trail to display the Audit Trail pop-up.

Actions  Exit | F1=Help
Audit Trail
Select an action.
Server name . . . o« oo ow oot A-3-2
Oder . . . ... ... .. .. .. Oldest first
More:

User 1D Type Date Time Duration
ADMIN Session 07-17-89  12:53:23

Bad password
ADMIN Session 07-17-89  12:53:23

Bad password
ADMINSession 07-17-89  12:53:24

Bad password
ADMINSession 07-17-89 12:53:25

Bad password
K ServerQ7-17-89  12:53:27
Esc=Cancetl.

Figure 3-13. Audit Trail Example Pop-Up
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In addition to the items that are displayed when the audit trail is accessed from the
0S/2 command prompt, the following items are included in the audit trail panel
accessed by way of the LAN Requester or OS/2 LAN Server Main Panel.

Server name The name of the machine whose audit trail is being viewed.

Order The order in which the error log is displayed, with either the oldest
entry (chronological order) or newest entry (reverse chronological
order) listed first. The default is oldest.

To print the contents of an 0S/2 LAN Server audit trail:
1. Select Actions from the Audit Trail pop-up.
2. Select Print from the Actions pull down to display the Printer Selection pop-up.

Actions Exit | F1=Help
Printer Selection
Setect a printer.
Prinfer
» |PTY
More:
Time Duration
12:53:23
12:53:23
12:53:24
Esc=Cancel F1=Help 12:53:25
ok Server 07-17-89  12:53:27
Esc=Cancel

Figure 3-14. Print Selection Pop-Up

3. Select the printer on which you want the error log to be printed.

Using the Message Log for Communications Problems

Communications Manager message log is used to:

¢ Save Communications Manager messages (and related Help information) for
later reference when the messages are:

— Not associated with the current application, screen, or panel

— Produced by Communications Manager applications that (a) generate

multiple messages or (b) require a record of messages that have been
generated.

* Store messages associated with user-written applications that contain the
LOG_MESSAGE verb.

For your purposes, this record can be useful in the event of a problem or

malfunction because it can provide a sequence of events or errors that led to a
particular event.
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Preliminary Considerations

Read the following information before attempting to use the message log:

¢ All messages logged to a message log file are in a fixed-length ASCII format,
which allows them to be printed using the OS/2 PRINT command.

Whether to wrap or extend the message log file when it becomes full is specified
in each configuration file. If wrap is chosen, the file wraps when full, storing
new messages at the start of the file. If extend is chosen and the file becomes
full, the file size is extended and new error messages are appended to the end of

the file.

This message log is only available while Communications Manager is active.

Accessing the Message Log

Message Status  Advanced Exit F1=Help
Communications Manager Main Menu
Active configuration file............coovvvvvvnno s SVTON20Y
Configuration file status...............cocviviiiit
Verified

Press F10 o go to the action bar or
select an ifem below and press Enter.

» 1, Start communications...

B 2, Stop communications...

B 3, Transfer file...

B 4, Specify new configuration filename default...

W

Figure 3-15. Communications Manager Main Menu

To

Select Message from the action bar in the Communications Manager Main Menu
(illustrated in Figure 3-15) to display the Display Messages pull-down.

access the message log:

Message Status Advanced Exit |F1=He(p
> 1. Display messages Manager Main Menu
Ce oot SVTEN201
Esc=Cancel
VETTTTET
» 1. Start communications...
B 2, Stop communications...
8 3. Transfer file...
B 4. Specify new configuration filename default...

—/\/\//\

Figure 3-16. Display Messages Pull-Down
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Type 1 or D, or select Enter to access the Display Messages menu. From this menu

you can specify criteria for the messages you want to be displayed.

Display Messages
To view all messages in the current log, press Enter.

To view messages in another log or only certain messages in any log,
type in your choices and press Enter.

Message log name. . . . . . . . . . . ..

[MESSAGE . DAT
Message date. . . . . . . ... ... .. [063-[211-[89]
Message time. . . . . . . . .. ... .. [15]:[22]

Type the name of an originator, leave blank for all originatars, or
press F4=List to select a name from a list.

Originator. . . . . .. ... .., [ ]

Figure 3-17. Display Messages Example

/\/\//\

Complete the Display Messages menu by leaving all fields blank and selecting Enter.
The last message entered in the log will be displayed on the Message Log Display
panel as shown in Figure 3-18 on page 3-22. You can then use the F7=Backward

and F8 =Forward keys to browse the message log.

If you know the originator and the approximate date and time, you can use these in

the selection criteria to locate a specific message log. When you specify an

originator, the message log only displays those messages logged by that originator.

Definitions for the Display Messages menu selection criteria are presented on the

following page.
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Display Messages Selection Criteria:

¢ Message log name — Enter the path and file name (maximum 64 characters) of
the message log file you want to be displayed. The default is the name of the
message log specified in the configuration file used to start Communications
Manager.

Note: You can view a copy of a message log from a diskette. If you choose to
do so, the name would include the specified drive; for example:

A:MESSAGE.DAT

If you choose to view the log on the user’s system, the specified file name would
include the directory and subdirectory; for example:

C:\CMLIB\MESSAGE.DAT

If no file name is specified, the file name specified in the Communications
Manager configuration file is used.

¢ Message date and time — If a message date or time is specified, the first message
to be displayed is the one entered at or following that date or time. All other
logged messages are also available for viewing unless an originator is specified.

For problem determination purposes, specifying either or both a message time
and message date allows you to identify messages logged at or near the time a
user’s problem occurred (users are directed elsewhere to note the time and date
when the problem occurred and related messages that were displayed or logged).

Also, since an error log entry is sometimes made at the same time a message
enters the message log, you can identify which error log entries correspond to
messages that are associated with the problem.

* Originator — The originator is the Communications Manager function or
user-written application that generated the message. If no originator is specified,
all messages meeting the conditions of the other selection criteria are displayed.

If an originator is specified, only the messages logged by that originator are
displayed. If a time or date is also specified, the first message that is displayed is
the one logged by the specified originator at or following that date or time. All
other messages logged by the specified originator are also available for viewing.

A list of Communications Manager originators is presented on the following
page.
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¢ Originator — To access the following list of originators, select F4=List. For

user-written applications, specify the originator used by the application to log

messages.
Originator Associated Component

3270EM 3270 Emulation

5250WSF 5250 Work Station Feature

ACDI Asynchronous Communications Device Interface
APPC SNA Communications Services
ASCIIEMU  ASCII Terminal Emulation

CONFIG Configuration

COPYPROF Copy Profile

DFTDLC DFT DLC

EHLLAPI Emulator High-Level Language API
ETHERAND ETHERAND Network

EZERROR Dialog Services Error Handler
FILEXFER File Transfer

HOSTGRAF 3270 Host Graphics

IBMPCNET PC Network

IBMTRNET Token-Ring Network

INDEX Index

INSTALL Install

KBREMAP Keyboard Remap

KEYLOCK Keylock

LRECSVCS Logical Record Services

LUA_RUI LU_Application Request Unit Interface
LUA_SLI LU_Application Session Level Interface
MAINTASK Main Task

MSGSVCS  Message Services

OTHERLAN 802.2 Extension (LAN only option)
PROFSVCS Profile Services

RAS Problem Determination

SDLC SDLC DLC

SERVICES Common Services Utility

SNAGATE  SNA Gateway

SRP1 Server-Requester Programming Interface
SUBSYSM  Subsystem Management

TWINAX Twinaxial DLC

UPGRADE Configuration File Upgrade

VERIFY Verify and Convert

VPDMGR Vital Products Data Manager
WRITNAME Write Profile Names to Report File
X25API X.25 API

X25DLC X.25 DLC.

To view the messages.in the message log configured for a user’s workstation, select
Enter and any messages meeting the date, time, and Originator criteria are displayed.
To scroll through the message log, press the F7 and F8 keys.
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Understanding the Message Log Display Panel
Information to help understand the Message Log Display panel follows.

Message Log Display

Activated, . . . . . . . : 06-21-89 15:22

To get help information for & message, place the cursor on
the message number and press F1.

Message number. . . . . . . . XACSO011W"
The session for LU name TPSTART , partner LU name RCVALLC and
mode name TMODE1 has been deactivated.

Date/Time . . . . . . . : 06-19-89 16:30:20
originator. . . . . . . : SUBSYSM

Esc=Cancel F1=Heip F7=Backward F8=Forward

Figure 3-18. Message Log Display Panel Example

Message Log Display panel items include:

Activated The date and time that Communications Manager was last
activated.

Message number  The message identification number of the displayed message; to
access the Help panel for the particular message, press the Help
(F1) key.

Message text The text of the message is displayed on the line directly below
the message number (in Figure 3-18 the text for the displayed
messages begins with the words “The session for LU name...”
and ends with the word “deactivated”).

Date/Time The date and time that this message was recorded.

Originator The Communications Manager function or user-written
application that generated the message.

To print or dispiay the contents of a message log: The message log associated with
a Communications Manager session can be displayed or printed using either an
ASCII editor or the OS/2 TYPE or PRINT commands.

These commands cannot be used to access a message log associated with an active
Communications Manager session. Such logs can be viewed by way of the preceding
menus.
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Locating 5250 Work Station Feature (WSF) Job Logs
5250 WSF will report problems in the message log if it is unable to start a session on
the host system. In many cases, the problem must be be resolved at the host, rather
than at the workstation. The host problem resolution requires someone to look at
the host system job log entry that corresponds to your workstation message log
entry.

The following section tells you how to find the host system job log that will further
explain the problem.

On a System/36, use the history file to find information about possible problems
occurring when 5250 WSF starts a session. Use the HISTORY command to access
it.

On an IBM Applications System/400*, use message queues to find information about
when 5250 WSF starts a session. When 5250 WSF starts a session, an entry is
logged whether the operation is successful or not. One job log exists for each display
or printer session started. When the session start is unsuccessful, the job log helps
you analyze the cause of the failure. You can read the AS/400* job log as follows:

¢ If display station pass-through cannot be started by the work station feature, a
message is logged in the QSYSOPR message queue. This message queue tells
you if your workstation was able to start communications from the workstation
to the host system or from the workstation to the pass-through program. Use
the DSPMSG QSYSOPR command to display the message queue for the
operator.

o After display station pass-through (DSPT) is started by the work station feature,
DSPT puts status and error messages in the job log, a spooled output file on the
AS/400 system. Use either the WRKOUTQ QSYSPRT or WRKSPLF QUSER
command to get a list of job logs.

* You can now locate your job log by finding the session according to the location
name, date, and time you tried to start the session.

Using Error Log Services for Communications Problems
Use error log services to display or print the Communications Manager error log.
Record selection criteria can be specified to obtain selected error log entries.

Note: Throughout this section, the term error log refers exclusively to
Communications Manager error log services and should not be confused with LAN
Requester or OS/2 LAN Server error logs referenced elsewhere in this chapter and
guide.

Preliminary Considerations
Read the following information before attempting to use error log services:

¢ All error log records are stored in a file. The name of each error log file is
specified at the time each configuration file is created, usually by the system
administrator for your system.

* Whether to wrap or extend the message log file when it becomes full is also
specified in each configuration file. If wrap is chosen, the file wraps when full,
storing new messages at the start of the file. If extend is chosen and the file
becomes full, the file size is extended and new error messages are appended to
the end of the file.
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Accessing the Error Log Services Menu

Message Status Advanced Exit F1=Help
Communications Manager Main Menu
Active configuration file......oovevvvvuvnuivocons s SVTON20T
Configuration file status.............ooovviiniininnt
Verified

Press F10 fo go to the action bar or
select an item below and press Enter.

» 1. Start communications...
B 2, Stop communications...

B 3, Transfer file...
N 4, Specify new configuration filename default...

W

Figure 3-19. Communications Manager Main Menu

To use error log services:

1. Select Advanced from the action bar in the Communications Manager Main
Menu to display the Advanced pull-down.

Message Status Advanced Exit ]F1=Help

» 1. Key lock...
Active configuraf
Configuration filj ® 2, Subsystem Management
Verified
Press F10 to-g | ® 3. Problem determination aids
select an item
® 4. Configuration
»1. Start comm
82, Stop commu| ® 5. Keyboard remap...
B 3. Transfer f

w4, Specify nel m 6. Upgrade configuration files...

Esc=Cancel

\///\/\

Figure 3-20. Advanced Pull-Down

2. Select Problem determination aids to display the Problem Determination Aids
menu.

Problem Determination Aids

» 1, Error log services

R 2, Trace services
1 3. Dump services

Figure 3-21. Problem Determination Aids Menu

3. Select Error log services from the Problem Determination Aids menu.
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Using the Error Log Services Menu
Select Error log services to display the Error Log Services menu.

Error Log Services

Activated . . . . . . ., ¢ 10-21-87 15:22

» 1. Display error log...
u 2. Print error log...

L |

Figure 3-22. Error Log Services Menu Example

This menu shows the name of the error log specified in the configuration file that
was used to start Communications Manager, and the date and time Communications
Manager was activated.

Select Display error log to display the Error Log Display Criteria pop-up.

Error Log Services
Log name. . . . . . ... :
ERROR. DAT
Activated . . . . . . . . 07-19-89 15:22

» 1. Display error log. . .

Error Log Display Criteria

Log name . . . . . ..
[ERROR. DAT ]
log type . . . . . .. 00001
From dafte. . . . . .. [071-1191-[89]
From ftime. . . . . .. [131:[39]

Enter Esc=Cancel F1=Help

/\//\//\

Figure 3-23. Error Log Display Criteria Pop-Up Example

This menu allows you to provide specific criteria for selecting the error log records
to be displayed. A description of these criteria follows.

Error Log Display Criteria: You can specify error log display criteria including the
error log name (if different from the one displayed) and the other criteria, described
below, associated with the record:

¢ Log name — The name of the error log you want to be displayed.

Note: You can view a copy of an error log from a diskette. If you choose to
do so, the name would include the specified drive; for example:

A:ERROR.DAT

If you choose to view the log on the user’s system, the specified name would
include the directory and subdirectory; for example:

C:\CMLIB\ERROR.DAT

If no file name is specified, the file name specified in the Communications
Manager configuration file is used.

Using Diagnostic Tools 3-25



Log type — Error log entries are classified by log type. You can specify the type
of error log entries you want to be displayed. Information about log types and
subtypes is provided in Advanced Problem Determination for Communications.
This field cannot be left blank.

When the Error Log Display Criteria menu is displayed, the default log type
(0000) is displayed in this field. If you leave the default, when you press the
Enter key, all error log types are displayed based upon other specified criteria
such as the date and time.

From date — If a date is specified, the first error log record that meets the Log
type criteria, starting with the specified date (and time if specified), is displayed.
If From date is not specified, the date the current Communications Manager
session was started is used.

From time — If a time is specified, all error log records that meet the Log type
criteria, starting with the specified time and date are displayed. All other entries
are available for viewing unless a zype is also specified.

If no time is specified, the time that the current Communications Manager
session was started is used.

Select Enter from the Error Log Display Criteria menu (Figure 3-23 on page 3-25)

to

display the Error Log Display panel, see Figure 3-24.

To scroll through the error log, press the F7 and F8 keys.

Information Presented in the Error Log Display Panel: The items in the Error Log
Display panel are described in the following text. Additional information is
provided in Advanced Problem Determination for Communications.

Error Log Display

Log name . . . . :
ERROR.DAT
TYPE « v v o v 0017
Subtype. . . . .. ... .. ... ... . 00000003
Date/Time. . . . . ... ... ... ... : 10-21-87  15:23:49
Originator . . . . . . .. .. ..ot SDLC
Conversation ID. . . . . . . . ... ... ;00000000
Process ID. . ... .. ....... .. 0DOO
Errordata . . . . .. ..o

41038D000000000000690025659A0300150AC3070F163A470022000000000022000000
0000B501B40101000000000000000000000000000000060000000000000000000000022
00000000002200000000008501B84010100000000000000000000000000000000000000
0000000000000000202020202020202020202020202020202020202020202020202020
2020202020202020202020202020202020202020202020202020202020202020202020
2020202020202020202020202020202020202020202020202020202020202020202020
2020202020202020202020202020202020202020202020202020202020202020202020
2020202020202020202020202020202020202020202020202020202020202020202020
2020202020202020202020202020202020202020202020202020202020202020202020

Esc=Cancel F1=Help F7=Backward F8=Farward

Figure 3-24. Error Log Display Panel Example

A

description of the items in the Error Log Display panel follows:
Log name — The name of the error log file being displayed.
Type — The error log record type in hexadecimal.
Subtype — The error log record subtype in hexadecimal.
Date — The date this error was logged into this file.
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Time — The time in hours, minutes, and seconds this error was logged into this
file.

Originator — A Communications Manager function or user-written application
that generated the error log entry. For user-written applications, the originator
that logged the entry is displayed in the error log.

Conversation ID — The conversation ID from the error log record in

hexadecimal.

Process ID — The process ID from the error log record in hexadecimal.

Error data — Additional problem-related data in the error log is displayed in
hexadecimal format, such as network management vectors passed to the error
logging utility by the issuer when the log type is 0017.

Originator List — A list of originators follows:

Originator Associated Component

3270EM 3270 Emulation

5250WSF 5250 Work Station Feature

ACDI Asynchronous Communications Device Interface
APPC SNA Communications Services
ASCIIEMU  ASCII Terminal Emulation

CONFIG Configuration

COPYPROF Copy Profile

DFTDLC DFT DLC

EHLLAPI Emulator High-Level Language API
ETHERAND ETHERAND Network

EZERROR Dialog Services Error Handler
FILEXFER File Transfer

HOSTGRAF 3270 Host Graphics

IBMPCNET PC Network

IBMTRNET Token-Ring Network

INDEX Index

INSTALL Install

KBREMAP Keyboard Remap

KEYLOCK Keylock

LRECSVCS Logical Record Services

LUA_RUI LU_Application Request Unit Interface
LUA_SLI LU_Application Session Level Interface
MAINTASK Main Task

MSGSVCS  Message Services

OTHERLAN 802.2 Extension (LAN only option)
PROFSVCS Profile Services

RAS Problem Determination

SDLC SDLC DLC

SERVICES Common Services Utility

SNAGATE  SNA Gateway

SRPI Server-Requester Programming Interface
SUBSYSM  Subsystem Management

TWINAX Twinaxial DLC

UPGRADE Configuration File Upgrade

VERIFY Verify and Convert

VPDMGR Vital Products Data Manager
WRITNAME Write Profile Names to Report File
X25API X.25 API

X25DLC X.25 DLC.
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Printing the Contents of an Error Log
Communications Manager must be used to print the contents of an error log. To
print the contents of an error log, begin by selecting Print error log from the Error
Log Services menu. The following is displayed.

Error Log Services

Activated . . . . . ... : 07-19-89 13:39

81, Display error log...
»2. Print error log...

Error Log Print Criferia
Log name . . . .. ...
[ERROR. DAT ]
Log type . . . . . ... 00001
From date . . . . . . .. [071-[19]1-[89]
Todate . . .. .. ... [071-[19]-[89]
From time . . . . . ... [131:[39]
To time . . . . ... .. [15]1:[39]
Enter Esc=Cancel Fi=Help

Figure 3-25. Error Log Print Criteria Menu Example

Error Log Print Criteria (Print error log): The criteria for printing the error log is
the same as for displaying the log, except for the following two fields that can be
specified to print a selected portion of the error log:

¢ To date — When To date is specified, all entries up to that date that meet other
specified criteria (such as Originator or From date) are printed. If no date is
specified, the error log prints all entries through the latest date an entry was
made.

¢ To time — When To time is specified, all entries up to that time that meet other
specified criteria (such as To date or From time) are printed. If no time is
specified, the error log prints all entries through the latest time an entry was
made.

Notes:

1. If a printer is not attached to the workstation where the error log is stored, exit
Communications Manager and copy the error log file to diskette. Then, insert
the diskette on a Communications Manager workstation that is attached to a
printer and use the error log services print facility to print the error log.

2. If wrap is specified during configuration and the error log wraps while printing
the log, a message indicating that the file has just wrapped is printed.
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Error Log Output Format: A printed error log is displayed as follows:

Log name . . . .

ERROR. DAT
Activated. . . . :+ 10-21-87 15:20
Type . . . . . . : 0010
Subtype . . . . : 08050000
Date/time . . . : 10-21-87 15:23:53
Originator . . . : APPC
Conversation ID. : 00000000
Process ID . . . : 0BOO
Error data . . .

2000020130A963860031001307BOBODOB1040085858004060200000000000000002300
0008D3E 4D3D6C3F140401D000902E 2D5C1E 2E5C3D4C709030030CAAAAA30CAAAQT04D3
E4D3D6C3F10006D3E 4D3D6C3F220202020202020202020202020202020202020202020

Type . . . . .. ¢ 0017

Subtype . . . . : 00000003
Date/Time. . . . : 10-21-87 15:30:06
Originator . . . : SDLC

Conversation ID. : 00000000

Process ID . . . : .0BOO

Error data . . . :

410380000000000000690025659A0300150AC3070F 172E060022000000000022000000
0000B401B6010000000000000000000000000060000000000000000000000000000022
00000000002200000000008401B6010000000000000000000000000000000000000000
0000000000000000202020202020202020202020202020202020202020202020202020

Type . . . . . . 003

Subtype . . . . : 00000003
‘Date/time . . . : 10-21-87 15:30:07
Originator . . . : SUBSYSM
Conversation 1D, : 00000000

Process ID . . . : 0AOO

Error data .

4942AD20534&4tAé202020202020202020202020202020202020202020202020202020

Type . . . . . . 0022

Subtype . . . . : 0000102
Date/Time. . . . : 10-22-87 10:50:45
Originator . . . : SUBSYWM
Conversation 1D, : 00000000

Process ID . . . : 0AQO

Error data . . .

0C00000020202020202020202020202020202020202020202020202020202020202020

Figure 3-26. Error Log Output Format Example

The error log output includes the following information:

Log name — File name of the error log.

Activated — Date and time that Communications Manager was started.

Type — Error log record type in hexadecimal.

Subtype — Error log record subtype in hexadecimal.

Date — Error log record date in the appropriate national format.

Time — Error log record time. Hours, minutes, and seconds are displayed in the

24-hour format.

¢ Originator — Name of the component (or application program) that requested
the record to be logged.

¢ Conversation ID — Conversation ID in hexadecimal.

Process ID — Process ID in hexadecimal.

Error data — Additional error data (if any) contained in the error log record.
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Using Import and Export Message Files
Import and export message files are the storage files for Database Manager error,
warning, and information messages associated with an export or import utility
operation. The file content is available for review upon completion of a utility
operation. Messages requiring operator interaction, such as diskette mounting
requests, are not logged in the message files.

Additional information is provided in the User’s Guide, Volume 2: Communications
Manager and LAN Requester and the User’s Guide, Volume 3: Database Manager.

Preliminary Considerations
Read the following information before attempting to use the import and export
message files:

* Following operation of import or export utility, the message file contains only
messages associated with the last operation.

¢ Each message in the message file begins a new line and is comprised of the
information provided by the Database Services’ Message Retrieval facility.

¢ The file name is input to the utility; Query Manager uses QRWIMPRT.LOG as
the file for import messages and QRWEXPRT.LOG as the file for export
messages.

Accessing Information
The import and export message files are standard OS2 files. To print a message
file, use the OS/2 PRINT command; to view a file, use an ASCII editor.

Query Manager provides a Help for messages that are logged while data is being
imported or exported. To use this Help facility, you must know associated message
identifiers. Use the OS/2 PRINT command to print the file contents or make a note
of the identifiers of messages in which you are interested.
Use the following steps to access the Help facility from Query Manager:

1. Select F1=Help.

2. Select F5=1Index while in Help to display the Help Index menu.

3. Select Import/Export Messages from the Help Index menu to display a subindex
of message identifiers.

4. Position the cursor on the appropriate message identifier and select Enter to
display the Help panel.
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Tools for Advanced Problem Determination of the Base Operating
System, LAN Requester, and Database Manager

Use the system trace utility to record system events. Use the system trace formatter
to format the information in the trace buffer. Use the standalone dump utility to
record the contents of all physical memory.

This part of the guide is organized as follows:

“Preliminary Considerations for Using the System Trace Utility”

— Describes the system trace and trace formatter and explains related options
and other preliminary considerations and preparations

— Provides a recommended procedure for collecting and formatting system
trace information.

“Using the Standalone Dump Utility” on page 3-36

“Recommended Procedure for Performing a Standalone Dump” on page 3-38.

Preliminary Considerations for Using the System Trace Utility
Read the information that follows before attempting to use the system trace utility:

The system trace utility should be used only as directed in this book or by an
IBM Support Center representative.

System performance can be affected if you attempt to trace all system events.
This utility is most effective when only problem-related event codes are selected
for trace.

Only procedural information is presented in this chapter. Information describing
particular problems and suggesting specific event codes to trace is provided in
Chapter 2, “Problem Determination: Getting Started”; the Messages
Appendixes; or can be communicated by an authorized IBM representative.

This utility does not analyze information; it collects data into a trace buffer in
memory, which can later be retrieved for analysis using the system trace
formatter. When you format this data, copy it to a diskette.

Minimum system activity is recommended when using this utility.

Information should be sent to IBM for analysis only upon direction from the
IBM Support Center. Procedures for contacting IBM are provided in

Chapter 4, “When and How to Contact IBM.” If you are directed by an IBM
Support Center representative to send information to IBM, refer to “Sending
Problem Determination Information to IBM” on page 4-6. Do not send IBM
information that is considered to be confidential or proprietary by you or any
licensed end user.

To trace the LAN device drivers, you must specify the t=4 parameter on the
device driver statement (PCNETDD.SYS or TRNETDD.SYS) in
CONFIG.SYS. See the Commands Reference.

The major event code for this trace is 164. See “Using System Trace
Commands” on page 3-32.
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Using System Trace Commands
System tracing is activated either by a TRACE = statement in the CONFIG.SYS file
or from an OS/2 command line. Differences between these techniques are called out
in the following discussion.

Modifying the CONFIG.SYS File: To enable system tracing, either the TRACE= or
TRACEBUF = statement must be in the CONFIG.SYS file. Directions for editing
this file, along with a detailed description of the contents of this file, are provided in
the User’s Guide, Volume 1: Base Operating System. Considerations for using system
trace commands follow:

Note: After changing the CONFIG.SYS file, you must restart the system for the
changes to take effect.

* Using the equal sign (=)

When used in the CONFIG.SYS file, the equal sign (=) cannot be immediately
preceded or followed by a blank space. The equal sign cannot be used from the
08/2 command line.

¢ Enabling the system trace utility

To enable system tracing, either the TRACE= or TRACEBUF = statement
must be in the CONFIG.SYS file. TRACE= can be set to ON or OFF. For
normal operating circumstances, a TRACE = OFF statement is recommended,
the presence of this statement in the CONFIG.SYS file without a
TRACEBUF = statement allows the trace buffer a default size of 4KB.

Note: Having the TRACE =ON statement in the CONFIG.SYS file can slow
down system performance. To avoid this type of problem, add the
TRACE=ON x statement only when you need to gather information on
problems that occurred during system initialization.

e Specifying trace buffer size

The TRACEBUF = statement can be used to specify the system trace buffer
size. The TRACEBUF =x statement allocates the size of the trace buffer where
x is the size in 1KB increments up to 63KB.

Notes:

1. THE TRACEBUF = statement allocates buffer space. It does not enable
the tracing of events. For normal operations, a 4KB trace buffer is
adequate. To specify this size, include a TRACE =OFF statement in the
CONFIG.SYS file and do not include a TRACEBUF = statement.

2. The system trace utility employs a buffer wrap algorithm when writing data
to the trace buffer. When the buffer becomes full, additional data written to
the buffer overlays an equal or larger amount of the oldest data.

* Specifying major event codes.

To control tracing, you must specify the major event codes you want traced.
There are two ways you can specify the codes:

~ To activate a system trace from an OS/2 command line, type:
TRACE ON x

where x is the major event codes to be traced (for example, 176). Multiple
codes can also be specified (for example, 2,15).
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— To activate a system trace using the CONFIG.SYS file, edit the file to
specify:
TRACE=ON x,y

In this command syntax example, x and y are two unique trace selections.

If no event codes are specified, all system events are traced. This is likely to
slow system performance, so tracing all events is not recommended.

Selectively Stopping a Trace: To selectively stop a trace without affecting other
active traces, type:

TRACE OFF x
where x is the active traced event you want to stop.

Formatting Trace Records: Use the TRACEFMT command to format the contents
of the trace buffer. This external command takes a snapshot of the contents of the
system trace buffer at the time the TRACEFMT is requested, formats each trace
record, and sends the formatted data to standard output.

TRACEFMT can be used:

¢ While a system trace is active
¢ As many times as required to diagnose a problem without having to restart the
system or respecify the major event codes.

Output can be redirected to a file or a printer.

Additional Technical Information about System Trace Commands: Additional
technical information about the TRACE, TRACEBUF, and TRACEFMT
commands, including graphic representations of associated command syntaxes,
follows.

¢ TRACE command syntax

ha o ]‘ .,/

Parameters

ON Permits system tracing of specified events.

OFF Prevents system tracing of specified events.

x A number from 0 through 255, indicating the major event code to

be traced or not to be traced. The numbers for these codes are
supplied elsewhere in this book or by the IBM Support Center.

Events are traced in both IBM PC DOS and OS/2 modes. If no events are listed
after the ON or OFF parameter, ON indicates that all events are traced and
OFF indicates that no events are traced.

TRACE statements are processed in the order in which they are listed in the
CONFIG.SYS file. Their effects are cumulative. If any part of a statement is
incorrect, the statement is ignored.
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¢ TRACEBUF command syntax

Sets the size of the circular trace buffer.

TRACEBUF = x —
Parameters
X A number from 1 through 63, representing a multiple of 1024
bytes.

For example, to increase the size of the trace buffer to 10KB, include this
statement in your CONFIG.SYS file:

TRACEBUF=10
Note: The system must be restarted before this change is activated.

¢ TRACEFMT command syntax.

\

drive

/ \ / TRACEFMT —i
path

In this example, an existing TRACE statement has been tracing system events.
To format and print the trace records contained in the buffer, type the following
at the OS/2 command prompt:

TRACEFMT >LPT1

Recommended Procedure for Collecting and Formatting System Trace Information

3-34

This procedure applies to most cases in which you should use the system trace
utility. Exceptions can be specified by an IBM Support Center representative.

The recommended place to start a system trace is from the OS/2 command line. To
start a system trace:

1. If you want to change the trace or trace buffer defaults, or clear the buffer, stop

and restart your system.

. Start an OS/2 session and begin the trace; at the OS/2 command line, type:

TRACE ON x,y

where x and y are the numbers of the trace events specified in Chapter 2,
“Problem Determination: Getting Started”; the Message Appendixes; or by an
authorized IBM representative.

Then, select Enter.

. Switch to the application that is experiencing or that reported the problem and

attempt to re-create the problem.

. After the problem occurs, switch back to the OS/2 command line where the trace

was activated and stop the trace; type:
TRACE OFF

and select Enter.
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5. To capture the contents of the trace buffer, type:
TRACEFMT

at the OS/2 command line and select Enter.

The contents of the trace buffer are displayed. You can redirect it to a printer or a
file.

e To direct the output to a printer, type:

TRACEFMT > LPT1

at the OS/2 command line and select Enter.

Note: Your printer may be defined as LPT1, LPT2, LPT3, or PRN.
¢ To direct the output to a file on a diskette, type:

TRACEFMT > (drive) (filename)

at the OS/2 command line and select Enter.

To proceed, refer to the information on the following page. Samples of formatted
trace events are provided.

Notes:

1. The TRACEFMT command does not turn off the trace. You can invoke the
trace formatter as many times as required to diagnose the problem.

2. If neither a TRACEBUF = nor a TRACE = statement is included in the
CONFIG.SYS file, an error message is received when an attempt to start a
TRACE is made.

Samples of Formatted Trace Events: Samples of formatted trace events follow.

DosGetProcAddr Post-Invocation
Issuing Process ID=000C Protect Mode Kernel Call Time Stamp=57.62
Procedure Address=0567:001C Return Code=0000

Unrecognized Trace Event
Issuing Process ID=000B Protect Mode Dynlink Call Time Stamp=57.65
Major Event Code=B6 Minor Event Code=0002
Data = 19 02 01 00 00 00 00 00 GO0 01 GO GO 00

When you complete this procedure: If you have been directed to complete other
problem determination procedures, refer to directions to complete those procedures.
When you have completed all appropriate procedures:

1. Complete the Problem Report Form (PRF) describing this problem. A blank
PRF is provided in Appendix J along with descriptions of the items on the form.

2. Refer to the procedures for contacting IBM in Chapter 4, “When and How to
Contact IBM.”

Note: Information should be sent to IBM for analysis only upon direction from the
IBM Support Center. Also, do not send IBM information that is considered to be
confidential or proprietary by you or any licensed end user.

If you are directed by an IBM Support Center representative to send information to
IBM, refer to “Sending Problem Determination Information to IBM” on page 4-6.
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GDDM-0S/2 Link Trace
A trace program is supplied with GDDM-0S/2 LINK to enable detailed internal
GDDM-0S/2 LINK tracing for identification of GDDM-0S/2 LINK problems.
The trace program is started with the following command:

C:\CMLIB\GQFTRACE.EXE

The trace program runs as a separate task and is capable of tracing GDDM-0S/2
LINK running concurrently on several logical terminals. The trace output can go to

the screen, a disk file, or both, and provides similar facilities to the trace function of
GDDM-PCILK 1.1.

Using the Standalone Dump Utility
Use the standalone dump utility to record the contents of all physical memory only
when a problem is very difficult to reproduce or other problem determination
procedures provided in this guide do not resolve the problem.

Preliminary Considerations
Read the following information before attempting to use the stand-alone dump
utility:

* When performing a standalone dump, the first diskette to which output is
directed must be initialized using the CREATEDD (create dump diskette)
command described in “Preparing a Standalone Dump Diskette” on the
following page. Initialization is the process of formatting the diskette used to
begin the standalone dump procedure.

If additional diskettes are necessary for a standalone dump, they must be
formatted using the FORMAT command.

IBM recommends formatting additional diskettes for use in case an additional
dump is needed, or one of the diskettes is defective.

The storage dump can span several diskettes; thus, you should have a supply of
formatted diskettes on hand. If additional diskettes are needed after the dump
diskette created with CREATEDD has been used, you are prompted for them.

¢ This utility runs independently of the base operating system and provides an
image of all physical memory.

¢ This utility can produce meaningful data only if the system error did not destroy
the storage resident dump code and data.

¢ Because the system must be restarted after each dump, a standalone dump
should be used only when:

— The problem is very difficult to reproduce, or other methods of problem
determination did not solve the problem.

— You are directed to do so in Chapter 2, “Problem Determination: Getting
Started”; the Message Appendixes; or by an IBM Support Center
representative.

¢ Information should be sent to IBM for analysis only upon direction from the
IBM Support Center. Procedures for contacting IBM are provided in
Chapter 4, “When and How to Contact IBM.”

¢ Do not send IBM information that is considered to be confidential or
proprietary by you or any licensed end user. If you are directed by an IBM
Support Center representative to send information to IBM, refer to “Sending
Problem Determination Information to IBM™ on page 4-6.
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Preparing a Standalone Dump Diskette
Use the CREATEDD (create dump diskette) command to optionally format and
initialize a standalone dump diskette. If additional diskettes are necessary, they must
be formatted using the FORMAT command.

Note: The CREATEDD command runs only in OS/2 mode and does not work on
drives involved with the SUBST or JOIN command.

CREATEDD command syntax

target

\— _/ \_ _/ CREATEDD arre

drive path’

Parameters

target drive  Diskette drive that contains the diskette to be formatted as a dump
diskette.

Note:. In most cases, the drive and path are not required.

This external command initializes a diskette so that it is usable by the standalone
dump facility. The diskette is also made to appear full. This prevents you from
accidentally placing data on the diskette. CREATEDD uses the FORMAT"
command. Therefore, FORMAT must be either in the current directory or along the
path defined by the PATH command.

Since the CREATEDD command creates only one diskette to szart the storage
dump, you should respond by typing N for No when you are asked if you want to
format another diskette.

Recommended Procedure for Initializing System Dump Diskettes
Note: IBM suggests that at least two diskettes be initialized, using CREATEDD,
prior to performing a standalone dump-in case one or more proves to be defective.
If more than one diskette is needed to complete the dump, these diskettes must be
formatted using the FORMAT command.

To initialize a diskette for use when beginning a standalone dump:

1. Obtain two blank diskettes, or diskettes that contain information you no longer
need, for each storage dump taken.

2. Start an OS/2 session.
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3. Insert one diskette into drive A and type:
CREATEDD A:
at the OS/2 command line and select Enter.
The following is displayed:

Insert a new diskette in drive A:
and press Enter when ready.

If you are using a system that contains a 1.2MB or 1.44MB diskette drive, one
of the following prompts is displayed:

Are you using a 1.2 megabyte diskette in drive A? (Y/N)
Are you using a 1.44 megabyte diskette in drive A? (Y/N)

4. Answer the prompt accordingly. If you answer no, the disk is formatted as a
360KB or 720K B diskette, respectively, in a 1.2MB or a 1.44MB diskette drive.

The initialization process continues. When it completes, the OS/2 command line is
displayed.

Recommended Procedure for Performing a Standalone Dump
This procedure applies to most cases in which you should use the standalone dump
utility. Exceptions can be specified by an IBM Support Center representative. Do
not attempt to complete this procedure before reading “Preliminary Considerations”
on page 3-36.
To start the dump:

1. Hold down the Control (Ctrl) and Alternate (Alt) keys and press the Number
Lock (NumLock) key twice.

Warning: The key sequence for starting a standalone dump is similar to pressing
the Ctrl, Alt, and Delete (Del) keys (the sequence to restart), so use caution when
starting a system dump. All system activities in progress will stop.

After a few seconds, the screen clears and the following message is displayed:

Insert the dump diskette created by the CREATEDD command
into drive A and press any key to continue.

2. Insert your dump diskette and press any key.

This action initiates the dump process. The following message is displayed:

The storage dump is being performed...

When the system dump is complete, or the current dump diskette is full, the
following message is displayed:

The storage address ranges on this diskette are:
0 - The number of bytes dumped

Press any key to continue.
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3. If there is more information to dump, you are instructed to insert another
diskette as follows:

The diskette is full.
Insert another formatted diskette in drive A.

Press any key to continue.

Remember, the first diskette that you direct output to must be formatted using
the CREATEDD command. If additional diskettes are necessary, they must be
formatted using the FORMAT command.

Note: To end a standalone dump before it is completed, reinsert the first dump
diskette when you are prompted to insert another diskette. This ends the dump
and records a dump summary on the first diskette.

4. When the standalone dump is complete and more than one diskette was needed,
you are prompted to do the following:

Insert storage dump diskette number 1 to complete the dump.

This allows the control program to write the dump summary record and end the
dump process.

When the process completes, the following confirmation and direction is
displayed:

The storage dump has completed. Remove the dump diskette and
restart the system.

When you complete this procedure: If you have been directed to complete other
problem determination procedures, refer to directions to complete those procedures.

When you have completed all appropriate procedures:

1. Complete the Problem Report Form found in Appendix J, “Problem Report
Form.” This appendix also also contains instructions on how to complete the
form.

2. Refer to the procedures for contacting IBM in Chapter 4, “When and How to
Contact IBM.”

Note: Information should be sent to IBM for analysis only upon direction from the
IBM Support Center. Also, do not send IBM information that is considered to be
confidential or proprietary by you or any licensed end user.

If you are directed by an IBM Support Center representative to send information to
IBM, refer to “Sending Problem Determination Information to IBM” on page 4-6.
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The PSTAT Utility

The PSTAT Utility will return process status information. This will permit you to
-determine which threads are running in the system, along with their current status
(for example, ready, blocked, and so on) and current priorities. The utility will aid
you in determining why a given thread is hung (for example, blocked, waiting on a
system event) or why the performance of the thread is sluggish (for example,
relatively low priority compared to other threads). PSTAT displays the process ID
that has been assigned for tracing on a per process basis.

Using the PSTAT Utility

[d:][Path]PSTAT [/c| /s| /1| /m | /p:pid]
Note: PSTAT without any option displays all information of /c, /s, /I, -and /m.

/C

/S

/L

This switch displays the current process and thread related
information on the system. It returns the following information
for each process:

* Process ID
¢ Parent process ID
¢ Session ID
* Process module name.
It returns the following information for each thread:
Thread ID
Thread priority
Thread status (ready, block)
Block ID.

"This switch displays the following system semaphore information

for each thread on the system. It displays the following
information for each thread.

* Process module name

® Process ID

e Flag

¢ Number of references

¢ Number of requests

* Index

¢ Name of the system semaphore.

This switch displays the run-time libraries that are linked for each
process on the system. It returns the following information for
each process:

® Process ID

Session ID

- Process module name

Library list.
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™M

This switch displays the named shared memory information for

each process on the system.

/P:PID

Owner handle
Selector
Number of references

Name of the shared memory.

Where PID is the hexadecimal ID to be displayed. This switch

displays the related information on the specified process. It
returns the following information for the process ID specified:

Process ID

Parent process ID
Session ID

Process module name
Run-time linked libraries

Shared memory information.

It returns the following information for each thread of the process
ID specified:

Thread ID

Thread priority

Thread status (ready, block)
Block ID

Semaphore information formation.

Tools for Advanced Problem Determination of Communications

Trace and dump services are diagnostic tools designed to help identify the source of
certain types of communications problems. These services are provided by
Communications Manager. A description of each follows:

* Trace services is used to diagnose a communications problem with a particular
function or user-written application by recording, or tracing, a sequence of

events.

®  Dump services is used to make a copy of that portion of memory being used by
the communications components selected for a dump.

This part of the guide is divided into two main sections:

¢ “Preliminary Considerations for Using Trace and Dump Services”

— Describes the menus associated with trace services and dump services, and
explains related options
— Explains other related preliminary considerations and preparations.

341

Using Diagnostic Tools



“Recommended Procedure for a Communications Trace and Dump” on

page 3-57 that applies to most cases in which you should use trace services and
dump services. Exceptions can be specified by an IBM Support Center
representative.

Preliminary Considerations for Using Trace and Dump Services
Read the information that follows before attempting to use trace or dump services.

[ )

These tools should be used only upon direction provided in Chapter 2, “Problem
Determination: Getting Started”; the Messages Appendixes; or by an IBM
Support Center representative. Specific trace and dump selections can be
provided.

Trace services and dump services are menu-driven utilities, but can also be
activated or deactivated by application programs using service verbs (Refer to
the applicable OS/2 Extended Edition API programming reference manual for
detailed discussion of the service verbs). This means that the options for
selecting, starting, and stopping dumps and traces and for processing related
output data are utilized by way of Communications Manager menus.
Procedures for using the trace services menu and dump services menu are
described later in this chapter.

The dump and trace selections you specify should be selected prior to recreation
of the problem. The selections are saved until Communications Manager is
exited.

Also, you should write all selections for trace and dump in the space provided
on the Problem Report Form (Part B, question 3).

Access to trace and dump services is controlled by Keylock. This lock must be
opened before trace and dump services can be used. Refer to “Keylock
Considerations” on page 3-43 for related directions.

Minimum system activity is recommended when using these utilities. Traces can
be slowed or otherwise unintentionally affected by other active application
programs. The following restrictions should be considered:

— Traces can be affected by application programs that include a
DEFINE_TRACE or DEFINE_DUMP service verb. (Refer to the
applicable OS/2 Extended Edition API programming reference manual for
detailed discussion of the service verbs)

— Running a 3270 or DFT dump while other system activity is in progress can
result in all DFT sessions being reset.

Information should be sent to IBM for analysis only upon direction from the
IBM Support Center. Procedures for contacting IBM are provided in

Chapter 4, “When and How to Contact IBM.” If you are directed by an IBM
Support Center representative to send information to IBM, refer to “Sending
Problem Determination Information to IBM” on page 4-6. Do not send IBM
information that is considered to be confidential or proprietary by you or any
licensed end user.
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Keylock Considerations
Some Communications Manager functions, such as trace services and configuration,
can potentially expose information that is confidential. A software security function
patterned after the hardware lock and key is provided to protect this confidential
information. When the lock is secure, or closed, the following functions are not
available to users:

* Problem determination aids
— Trace services
— Dump services.
e Subsystem management
— Activates
— Deactivates.
¢ Configuration
— Change
— Create
—  Delete
— Delete all.

A single lock is defined with only two keys that open the lock: the master key and
the service key. Either key may be used to open or secure the lock. The master and
service keys shipped with the Communications Manager component have a null
value (all blanks) so the lock can be secured or opened without having to enter any
master or service key.

The master key should be owned by the system administrator. The service key can
be given to the service coordinator or to individual users, if desired. Additional
information about Keylock is provided in the System Administrator’s Guide.

Note: Access to keyboard remap functions is independent of the state of the lock.

Opening the Keylock:

1. In the Communications Manager Main Menu, select Advanced from the action
bar.

2. From the Advanced pull-down, select Key lock to display the Specify
Configuration File Name panel.

3. Press the Enter key to specify the currently running configuration file or specify
the configuration file where the Keylock you wish to open has been designated,
and then select Enter to display the Keylock Menu.

4. When the Keylock Menu is displayed, select Open lock to display the Open Lock
panel.

5. Enter ecither the master or service key that opens the lock.

If you enter a valid key and select Enter, the lock is opened and the Keylock
Menu is displayed with a confirmation message.

If you select Cancel, you are returned to the Keylock Menu.

Using Diagnostic Tools 3-43



Accessing Trace Services
Access the Trace Services menu as follows:

1. From the Communications Manager Main Menu, press the Switch to Action
Bar (F10) key to go to the action bar.

Message Status  Advanced Exit §F1=Help
Communications Manager Main Menu
Active configuration file.........c..coovviiinvinn 1 SVTCN201
Configuration file status..............coovviviin it
Verified

Press F10 to go fo the action bar or
select an item below and press Enter.

»1. Start communications...
B 2. Stop communications...

8 3, Transfer file...
8 4, Specify new configuration filename default...

| — T~ N\

Figure 3-27. Communications Manager Main Menu

2. Select Advanced from the Main Menu action bar. The Advanced Options panel
is displayed.

Message Status Advanced Exit |F1=Help

> 1. Key lock...
Active configuraf
Configuration fiy ® 2. Subsystem Management
Verified
Press F10 to g | ® 3. Problem determination aids
select an item
® 4. Configuration
»1. Start comm
B 2. Stop commu| ® 5. Keyboard remap...
83, Transfer f
B4, Specify ne| m 6. Upgrade canfiguration files...

Esc=Cancel

M

Figure 3-28. Advanced Options Panel

3. Select Problem determination aids from the panel. The Problem Determination
Aids menu is displayed.

Problem Determination Aids

. Error log services

. Trace services
. Dump services

Figure 3-29. Problem Determination Aids Menu
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4. Select Trace services from the Problem Determination Aids menu. The Trace
Services menu is displayed.

Trace Services

Trace status. . . . . . . . . L1 XXXXXXXXXXXXXXXXXXXX
Wrapcount. . . . . .. ... .. mN

m1, Select traces

m 2, Start selected fraces

m 3, Stop traces

m 4. Copy storage trace to file...
B 5, Trace storage size...

® 6. Auto-trace services

/\//\///\

Figure 3-30. Trace Services Menu

5. Select the trace service you wish to use from the Trace Services menu. The next
section discusses the use of the Trace Services menu.

Using the Trace Services Menu

When Trace services is selected from the Problem Determination Aids menu, the
Trace Services menu (Figure 3-31) is displayed.

Trace Services

Trace status. . . . . . . . 0 b XXXXXXXXXXXXXXXXXXXX
Wrap count. . . . . . .. .. .. NN

m1, Select traces

|2, Start selected fraces

® 3, Stop traces

m 4, Copy storage trace fo file...
m 5, Trace storage size...

m-6. Auto-trace services

/\//\//\

Figure 3-31. Trace Services Menu

The Trace Services menu is the primary menu that allows you to customize the trace
environment to your particular needs. From this panel, you can define which traces
you wish to obtain. You choose Select traces and go through the subsequent panels
to indicate exactly which traces you need. Once the traces have been selected, you
are returned to the Trace Services menu.

After you re-create the particular trace environment that meets your requirements,
you then can activate the selected traces by selecting the Start selected traces option.
Once you have determined that the environment has been re-created and that the
trace data has been gathered, you can select the Stop traces option to stop the
Communications Manager components from writing the trace data to storage.

After you stop the trace activity, you can have the trace data written to a file by
selecting the Copy Storage Trace to File option. You can specify any valid file as
the destination file for your trace data. If you suspect that you have a very large
amount of trace data, you are recommended to have your destination file on a hard
disk that has sufficient capacity to contain the trace data.
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You can specify the size of the trace storage that Communications Manager uses to
store trace information if you require a storage size larger than the default of 64KB.
The Trace Services menu includes the Trace storage size option that allows you to
specify the storage size of the trace in multiples of 64KB segments. You can specify
up to a maximum of 16 segments, which is equivalent to 1024KB of storage.

After traces are started, they will be active until you select Stop traces at the Trace
Services menu or until Communications Manager is stopped. The trace environment
is not saved across Communications Manager restarts. Therefore, if the particular
environment on which you need to gather trace data is re-creatable only by stopping
and restarting Communications Manager, select the Auto-trace services option at the
Trace Services menu to gather trace data. An example of such an environment is the
auto-starting of features performed by Communications Manager during its
initialization phase.

The Auto-trace services option provides the same selection choices as provided for
regular traces. However, in this case, the trace selections will be saved in the current
configuration file for use when Communications Manager is restarted. When
Communications Manager is restarted, it will automatically start any auto traces
that were previously selected if auto traces are enabled.

The Auto Trace Services panel, which is displayed when you select Auto-trace
services, provides the following options:

* Select and store auto traces

¢ Enable auto traces

¢ Disable auto traces

* Specify a trace storage size that will be used when auto traces begin.

Recommended Procedures for Performing a Communications Trace
Two procedures are provided here. The first procedure is for obtaining trace data
during normal communications operation. The second is for obtaining trace data
during Communications Manager auto start.

Obtaining Trace Data During Normal Communications Operation
The following steps are necessary for performing a normal communications trace:
1. To begin:
a. Stop and restart Communications Manager.

b. Record the date and time at which the system is started in order that error
and message log entries associated with re-creation of this problem can be
identified and isolated by time and date.

2. Access the Problem Determination Aids menu:

a. Select Advanced from the action bar at the top of the Communications
Manager Main Menu.

b. When the Advanced panel appears, either type 3 or press the P key for
Problem determination aids.

3. Choose the events that you wish to trace:

a. When the Problem Determination Aids menu is displayed, access the Trace
Services menu either by typing 2 or by pressing the T key for Trace services.
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b. When the Trace Services menu (Figure 3-30 on page 3-45) is displayed,
select Select traces.

c. When the Trace Type Selection panel is displayed, select Trace selection.
Under some circumstances, IBM service personnel may direct you to select
Advanced trace selections at this point. This choice should be made only
under IBM service direction because Advanced trace selections are
meaningful only to IBM service personnel.

Trace Type Selection

Use the spacebar fo select, specify a
trace record length, and then Enfer.

> Trace selection
B Advanced frace selections

Trace record length, . . . . v v 0 0 0 oo £ 00000 1

Enter Esc= Cancel Fi=Help

Figure 3-32. Trace Type Selection Panel

d. The Trace Selections menu (Figure 3-33) is displayed.

Trace Selections

Use the spacebar to select one or more, then Enter.

APIs Data
B APPC ROFT
1 ACDI N IBMPONET
a SERVICES  asSDLC
B SRPI B |BMTRNET
BX.25 1X.25

BEHLLAPI ETWINAXIAL

B LUA_RUI EX.25 FRAME. ..
s LUA SLI NETHERAND

B SUBSYSM

Enter Esc= Cancel F1=Help

Figure 3-33. Trace Selections Menu

e. Make selections as required by using the space bar. Then select Enter. The
Trace Services menu (Figure 3-34 on page 3-48) is displayed.
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Trace Services

Trace status. . . . . .. . . .. 1o XXXXXXXXXXXXXXXXXXXX
Wrap count, . . . .. ... ... DN

m 1, Select traces

m 2, Start selected traces

® 3, Stop traces

m 4, Copy storage trace to file...
m5, Trace storage size...

m 6. Auto-trace services

’—//\/\//\

Figure 3-34. Trace Services Menu

4. Start traces:

a. From the Trace Services menu, either type 2 or press the T key to start
selected traces.

b. When the message
Traces have been started.

is displayed, select Esc=Cancel twice to return to the Communications
Manager Main Menu.

5. Re-create the problem.

6. Save the data trace:
a. Access the Trace Services menu. (as directed previously).
b. Either type 3 or press the P key to stop traces.

c. Copy the storage trace to the file by typing 4 or by pressing the C key. The
Copy Storage Trace to File panel (Figure 3-35) is displayed.

Trace Services

Trace status. . . . . . . . . 0 XXXXXXXXXXXX
Wrap count. . . .. .. ... .. M0

1. Select traces

B 2. Start selected traces

B 3, Stop traces

B 4, Copy storage trace to file...

Copy Storage Trace to File

Filename. . . ... . . . ..
[ ]

Enter Esc=Cancel F1=Help

Figure 3-35. Copy. Storage Trace to File Panel

d. Specify a file name for the file that is to contain the trace data, and select .
Enter.

e. When the copy completes, select Esc=Cancel twice to return to the
Communications Manager Main Menu.
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Obtaining Trace Data During Communications Manager Auto-start
The following steps are necessary for performing an auto-start communications
trace:

1. To begin:
a. Stop and restart Communications Manager.

b. Record the date and time at which the system is started in order that error
and message log entries associated with re-creation of this problem can be
identified and isolated by time and date.

2. Access the Problem Determination Aids menu:

a. Select Advanced from the action bar at the top of the Communications
Manager Main Menu.

b. When the Advanced panel appears, either type 3 or press the P key for
Problem determination aids.

3. Choose the events that you wish to trace:

a. When the Problem Determination Aids menu is displayed, access the Trace
Services menu either by typing 2 or by pressing the T key for Trace services.

b. When the Trace Services menu (Figure 3-36) is displayed, select Aute-Trace
services by either typing 6 or by pressing the A key.

Trace Services

Trace status. . . . . . . . . .05 XXXXXXXXXXXXXXXXXXXX
Wrapcount. . . .. ... ... .: M

m1, Select traces

W 2, Start selected fraces

|3, Stop traces

m 4, Copy storage frace to file...
m 5, Trace storage size...

B 6. Auto-trace services

//\///\///\

Figure 3-36. Trace Services Menu

c. When the Auto-trace Services panel (Figure 3-37) is displayed, select Select
and store auto-traces

Auta-trace Services
Auto-trace status . . . . . & XXXXXXXXXXXXXXXXXXXX

m 1. Select and store aufo-traces...
B 2. Epable auto-frace

8 3. Disable auto-trace

B 4, Trace storage size...

//\//\///\

Figure 3-37. Auto-Trace Services Panel

d. When the Trace Type Selection panel (Figure 3-38 on page 3-50) is
displayed, select Trace selection. Under some circumstances, IBM service
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personnel may direct you to select Advanced trace selections at this point.
This choice should be made only under IBM service direction because
Advanced trace selections are meaningful only to IBM service personnel.

Trace Type Selection

Use the spacebar to select, specify a
trace record length, and then Enter.

> Trace selection
® Advanced trace selections

Trace record length, . . . . v o v v o oo s o [ 00000 1

Enter Esc= Cancel F1=Heip

Figure 3-38. Trace Type Selection Panel

€. The Trace Selections menu (Figure 3-39) is displayed. Make selections as
required by pressing the space bar. Then select Enter.

Trace Selections

Use the spacebar fo select ane or more, then Enter.

APls Data
2 APPC nOFT
1 ACDI § | BMPCNET
B SERVICES  mSDLC
B SRP! B IBMTRNET
11X, 25 1X.25

BEHLLAPI BTWINAXIAL

B LUA_RUI BX.25 FRAME, .,
8 LUASLI BETHERAND

B SUBSYSM

Enter Esc= Cancel F1=Help

Figure 3-39. Trace Selections Menu

f. The Auto-Trace Services panel (Figure 3-40 on page 3-51) is displayed.
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Auto-frace Services

Auto-trace status . . . . . 1 XXXXXXXXXXXXXXXXXXXX
B 1. Select and store auto-traces...

® 2. Enable auto-trace

B 3. Disable auto-trace

B 4, Trace storage size...

,f'—"“’————‘.\\""‘*~\._————""’——’_"""""‘-\,_——-""'___—_a\§~‘"“‘-~_§

Figure 3-40. Auto-Trace Services Panel

4. Enable traces:
a. Either type 2 or press the E key to enable the selected traces.
b. Select Esc=Cancel to return to the Trace Services menu.

c. Select Esc=Cancel twice to return to the Communications Manager Main
Menu.

5. Stop and then restart Communications Manager.

6. Save the data trace:
a. Access the Trace Services menu (as directed previously).
b. Either type 3 or press the P key to stop traces.

c. Copy the storage trace to the file by typing 4 or by pressing the C key. The
Copy Storage Trace to File panel (Figure 3-41) is displayed.

Trace Services

Trace status. . . . . .. .. .. T XXXXXXXXXXXX
Wrap count. . . . .. .. ... . M

1. Select traces

2. Start selected fraces

3. Stop traces

4. Copy storage trace fo file...

Copy Storage Trace to File

File name. . . . . . . . ..
f 1

Enter Esc=Cancel F1=Help

Figure 3-41. Copy Storage Trace to File Panel
d. Specify a file name for the file that is to contain the trace data, and select
Enter.

e. When the copy completes, select Esc=Cancel twice to return to the
Communications Manager Main Menu.

Note: If Communications Manager does not initialize successfully, you will not be
able to access the Problem Determination Aids menu as directed in step 2 of the

Using Diagnostic Tools 3-51



previous procedure. If this occurs, you may be able to gather trace data by
following this procedure:

1.

10.

Stop and restart Communications Manager with a configuration file that will
allow Communications Manager to initialize successfully.

From the Communications Manager Main Menu, press the Switch to Action
Bar (F10) key to go to the action bar.

. Select Advanced from the Main Menu action bar. The Advanced Options panel

is displayed. :

Select Configuration on the Advanced Options panel. The Specify Configuration
File panel is displayed. Specify the configuration file with which
Communications Manager is failing to initialize and select Enter.

The Communications Configuration Menu is displayed. Select Workstation
Profile from this panel. The Profile Operations panel is displayed. Select
Change from this panel.

The Change Workstation Profile panel is displayed. Select Enter without
modifying anything. The configuration file is now identified as modified and
unverified. Exit configuration without verifying the configuration file.

Stop and restart Communications Manager with the unverified configuration
file. Communications Manager should initialize successfully.

Follow steps 2 through 4 of the previous procedure to select and enable auto
traces in the unverified configuration file and to return to the Communications
Manager Main Menu.

Follow steps 2 through 4 of this procedure to get to the the Communications
Configuration Menu. Verify the configuration file that has the auto traces
enabled. Exit configuration.

Stop and restart Communications Manager with the configuration file that now
has the auto traces enabled and that was verified in step 9. Communications
Manager will again fail to initialize, but the trace data will automatically be
written to a file named ACSTRACE.DAT. The trace data can be printed or
viewed by using a standard print command or any editor.
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Using the Dump Services Menus

Access to dump services is.controlled by Keylock. This lock must be opened before

dump services can be used. Refer to “Keylock Considerations” on page 3-43 for
related directions.

Message Status  Advanced Exift IF1=HE[|J
Communications Manager Main Menu

Active configuration file

Configuration file status
Verified

Press F10 to go to the action bar or

select an item below and press Enter.

» 1. Start communications...

® 2. Stop communications...

B 3, Transfer file...

® 4, Specify new configuration filename defauit...

| — T~ — T — N\

Figure 3-42. Communications Manager Main Menu

1. Select Advanced from the action bar in the Communications Manager Main
Menu to display the Advanced pull-down.

Message Status Advanced Exit lF1=Help

» 1. Key lock...
Active configuraf
Configuration fil m 2. Subsystem Management
Verified
Press F10 tfo g | @ 3. Problem determination aids
select an item
m 4. Configuration
»1. Start comm
B 2. Stop commu| &S, Keyboard remap...
B 3. Transfer f
w4, Specify ne| w 6. Upgrade configuration files...

Esc=Cancel

Figure 3-43. Advanced Pull-Down

2. Select Problem determination aids to display the Problem Determination Aids
menu.

Prohiem Determination Aids

» 1. Error log servites

B 2. Trace services
2 3, Dump services

Figure 3-44. Problem Determination Aids Menu
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3. Select Dump services to display the Dump Services menu.

Dump Services

» 1. Select components to dump
B 2. Destination for dump data...
3. Activate dump...

| T~ T — T

Figure 3-45. Dump Services Menu

Using the Dump Services Menu
Use the Dump Services menu to:

¢ Select the items you wish to dump
¢ Name the file to which you want to write the dump data

e Activate the dump.

Select Select components to dump to display the Dump Selections menu.

Dump Selections
Use the spacebar to select one or more, then Enfer.
Component

Component 01
Component 02
Component 03
Component 04
Component 05
Component 06
Component 07
Component 08
Component 09
Component 10
Component 11
Component 12
Component 13
Component 14
Component 15...

Component 16
Component 17
Component 18
Component 19
Component 20

Enter Esc=Cancel F1=Help

Figure 3-46. Dump Selections Menu

From the menu illustrated in Figure 3-46, you can select the items you want to
dump. Specific selections for certain types of problems are provided in the Messages
Appendixes, or can be supplied by an IBM Support Center representative.

You can choose one or more valid selections. To select an item, move the cursor to
the item and press the Spacebar. Select Enter after making all selections.
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Specifying the Destination for Dump Data: Select Destination for dump data to

display the Dump Destination pop-up.

Dump Services

lect components to dump
stination for dump data...

\ A
N
S

Dump Destination

Dump file pame. . . . . . . . .
[

Enter Esc=Cancel Fi=Help

Figure 3-47. Dump Destination Pop-Up Example

/\/’/\//\

You must specify a dump destination before a dump can be activated. Specify the
file name (up to 64 characters) that includes the drive and path to which you want

the dump data stored.

Select Activate dump to display the Dump Activation Warning pop-up.

Dump Services

m 1. Select components fo dump
W 2. Destination for dump data...
»3. Activate dump..

is recommended. No fransaction programs should be
started. All fraces will be stopped.

Do you want to confinue?

B1. Yes

A dump is about to be started. Minimal system activity

»2. No ACS0024W

Esc=Cancel F1=Help

Figure 3-48. Dump Activation Warning Pop-Up Example

| T T —

Select No to remove the menu. Select Yes to start the dump and display the dump

in process status pop-up.
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Dump Services

B1.Select .components to dump
p2.Destination for dump data...
»3.Activate dump...

The dump is in progress. Please waif.

Number of components

requested., . . . . . . 0 0 0Lt XX
Component being

dumped . . . . . . . o 0. XXXXXXXX
Number of components

completed. . . . . . . . . . . . . . .t XX

///\_,/’/\//\

Figure 3-49. Dump in Process Status Pop-Up

Notes:
1. The dump process can take several minutes.

2. When a dump is activated, any active system or communications traces are
stopped. The trace data is saved.
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Recommended Procedure for a Communications Trace and Dump
Read the “Preliminary Considerations for Using Trace and Dump Services” on
page 3-42 before attempting to use the following procedure.

This is a comprehensive data collection process for communications problems.
Several formatted diskettes can be required to include information from the trace
and dump as well as related message log and error log files.

1. To begin:

a. Stop and restart Communications Manager (using the same configuration
file that was being used when the communications problem occurred).

b. Record the time and date the system is started so that error log and message
log entries associated with recreation of this problem can be identified and
isolated by time and date.

2. Access the Problem Determination Aids menu:

a. Select Advanced from the action bar in the Communications Manager Main
Menu (Figure 3-42 on page 3-53).
b. When the Advanced puli-down is displayed, type 3 or P for Problem
determination aids (Figure 3-43 on page 3-53).
3. Choose the items you want to dump:

a. When the Problem Determination Aids menu is displayed, access the Dump
Services menu by typing 3 or D for Dump services (Figure 3-44 on
page 3-53).

b. When the Dump Services menu is displayed, type 1 or S for Select
components to dump (Figure 3-45 on page 3-54).

c. Press the Spacebar to select the items you have been directed to dump.
After making your selections, select Enter to access the Dump Services
menu.

4. Specify a destination where you want the dump data to be recorded:

a. Type 2 or D for Destination for dump data to display the Dump Destination
panel (Figure 3-47 on page 3-595).

b. Specify a file name for the file to contain the dump data. Then select Enter
(to return to the Dump Services menu), and then select Esc=Cancel to
access the Problem Determination Aids menu.
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5. Choose the events that you wish to trace:

a. Select Trace services from the Problem Determination Aids menu. The
Trace Services menu is displayed (Figure 3-36 on page 3-49).

b. Select Select traces from the Trace Services menu. The Trace Type Selection
panel (Figure 3-38 on page 3-50) is displayed.

c. Select Trace selection from the Trace Type Selection panel. The Trace
Selections menu (Figure 3-39 on page 3-50) is displayed.

Note: Under some circumstances, IBM service personnel may direct you to
select Advanced trace selections from the Trace Type Selection panel. This
choice should be made only under IBM service direction because Advanced
trace selections are meaningful only to IBM service personnel.

d. Make selections as required by pressing the Spacebar. Then select Enter.
The Trace Services menu (Figure 3-36 on page 3-49) is displayed.

6. Start traces:

a. Select Start selected traces from the Trace Services menu. The message
Traces have been started is displayed.

b. Select Esc=Cancel twice to return to the Communications Manager Main
Menu.

7. Re-create the problem.

8. Save the data trace:
a. Access the Trace Services menu (as described in step 5).
b. Select Stop traces from the Trace Services menu.

c. Select Copy the storage trace to the file from the Trace Services menu. The
Copy Storage Trace to File panel (Figure 3-41 on page 3-51) is displayed.

d. Attempt to create the problem again.
¢. When the problem occurs, start the dump:
1) Access the Dump Services menu (as directed previously.)

2) Type 3 or A to Activate dump, and select Yes when asked if you want to
continue.

The following message is displayed:

The dump is in progress. Please wait.

Number of components

requested. . . . . . . .. .0 ... T XX
Component being

dumped . . . . . . e e e e e e e s e T XXXXXXXX
Number of components

completed. . . . . . . . e e e e e s 3 XX

where xxxxxxxx is the name of the component or components you
selected to be dumped.

When the dump completes, this message is removed.
f. To save the trace information:

1) Select Esc=Cancel to access the Problem Determination Aids menu.

Problem Determination Guide for the Service Coordinator



2) Access the Trace Service menu and type 4 or C for Copy storage trace to
file.

3) Specify a file name for the file to contain the trace data and select Enter.

g. When the copy completes, select Esc=Cancel twice to return to the
Communications Manager Main Menu.

h. If a diskette was not specified as the destination for either the trace or dump
services data (by way of the Copy storage trace to file and Destination for
dump data options), copy the dump or trace files to a diskette.

1. If possible, copy the message log and error log files to the same diskette. If
there is not enough space on the diskette, copy the files to a second diskette.

When You Have Completed the Recommended Procedure for a Communications
Trace and Dump: If you have been directed to complete other problem
determination procedures, refer to directions for those procedures. When you have
finished all appropriate procedures, refer to Advanced Problem Determination for
Communications for additional information.

If you are unable to resolve your problem:
1. Complete the Problem Report Form (PRF) describing this problem.
2. Make copies of all related diskettes and any files listed in the preceding steps.
3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”

Notes:

1. When completing the PRF, be sure to answer all questions under Part D: Host
Computer and Network Information on page J-9 (see “How to Use a Problem
Report Form” on page J-1 for additional information).

2. Information should be sent to IBM for analysis only upon direction from the
IBM Support Center.

3. Do not send IBM information that is considered to be confidential or
proprietary by you or any licensed end user. If you are directed by an IBM
Support Center representative to send information to IBM, refer to “Sending
Problem Determination Information to IBM” on page 4-6.

4. Information that can help interpret data gathered using trace and dump services
is provided in Advanced Problem Determination for Communications.
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Chapter 4. When and How to Contact IBM

IBM can provide assistance to registered service coordinators for suspected program
defects. A description of available services follows. Recommended and required
preliminary preparations, along with procedures to use these services, are also
provided.in this chapter.

Types of Assistance IBM Provides

IBM provides the following types of assistance to registered service coordinators:
o ServiceLine (U.S.A. only)

As mentioned in the Statement of Service section of your Program License
Agreement, IBM provides an electronic database and problem reporting facility
called ServiceLine. ServiceLine is an online electronic database and problem
reporting utility, which is available only to IBM registered service coordinators.

Additional information about this utility, including procedures for using it, are
provided in “Using ServiceLine (U.S.A. Only)” on page 4-2.

Note: ServiceLine is only available to customers in the United States of
America (U.S.A.). To determine the types of assistance that are available
outside the U.S.A., contact your authorized IBM sales representative.

¢ The IBM Support Center.

The IBM Support Center helps you resolve program defects on supported
software. IBM Support Center personnel are trained and experienced in
resolving users’ problems.

Refer to “Using the IBM Support Center” on page 4-4 for more information
and related procedures.

Who Should Contact IBM

. Only the person registered with IBM as the service coordinator is allowed to contact
ServiceLine or the IBM Support Center.

When to Seek Help

These services are designed to be used as part of an overall problem determination
- process and should be used only after you have:

¢ Followed a problem path in Chapter 2, “Problem Determination: Getting
Started” and were referred to this chapter for procedures to contact IBM

or
¢ Responded to an error message .as directed in the Appendixes A through H and
the last instruction referred you to this chapter for procedures to contact IBM.

By following these procedures, you may resolve most problems without having to
call IBM, thereby saving time and reducing work.
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Why You Should Contact IBM

ServiceLine (U.S.A. only) or the IBM Support Center can help you resolve OS/2
Extended Edition program software problems. You can choose to use either or both
services.

In addition to being able to choose the service that best meets the needs of your
users, these services offer:
¢ Fast response to many problems

You have direct access to an IBM database or representative who can search the
database to determine if problems similar to those experienced by users you
support have already been reported and resolved.

e 24-hour service.

Both ServiceLine and the IBM Support Center are open for problem reporting
24 hours a day, 7 days a week (except, in the case of ServiceLine, when
maintenance is required).

When you contact IBM, you will have direct access to the latest information or be in
direct contact with IBM Support Center specialists.

Completing the Problem Report Form

In addition to completing specific problem determination procedures, you should
complete a Problem Report Form (PRF) before contacting IBM. There are two
reasons why this is recommended:

¢ To maintain a history of problems that you have been asked to investigate.

A related task is to make several copies of the blank Problem Report Form
(PRF) contained in Appendix J, “Problem Report Form” for future use. Then,
when a problem is reported, use a copy of the PRF to maintain a history and to
report problems to IBM.

¢ To speed identification of the source of the problem.

The PRF has been designed so that, when it is properly completed, it will
include information that corresponds to the IBM ServiceLine and IBM Support
Center databases.

The items on the PRF are explained in Appendix J.

Using ServiceLine (U.S.A. Only)

As the registered IBM Operating System/2 Extended Edition Version 1.3 service
coordinator, you were provided with a ServiceLine Access diskette. This diskette
must be installed prior to using ServiceLine. Additional software requirements
follow, along with information you should read before attempting to use this service.
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Preliminary Considerations
ServiceLine is available only to customers in the United States of America (U.S.A.).
To determine what types of assistance are available outside the U.S.A., contact your
authorized IBM sales representative.

Software Requirements
To use ServiceLine, you need the following software:

e IBM ServiceLine Access diskette.

e IBM Disk Operating System 3.3 or IBM Operating System/2 Extended Edition
Version 1.3 program.

The ServiceLine Access diskette can be run on either IBM DOS 3.3-based or
08S/2 Extended Edition-based systems:

— For IBM DOS 3.3-based systems, the ServiceLine program can be run using
the IBM ServiceLine Access diskette.

— For OS/2 Extended Edition-based systems, the ServiceLine program must be
installed on a fixed disk.

For both IBM DOS 3.3-based and OS/2 Extended Edition-based systems, the
directions provided in the READ.ME file on the ServiceLine Access diskette
must be used to install the ServiceLine program.

Installation and Access
The ServiceLine Access diskette contains:

* The communications code necessary for accessing ServiceLine.

¢ A READ.ME text file of information about the ServiceLine program, including
installation procedures.

You can view this file with any ASCII editor such as IBM Personal Editor, or
the System Editor that comes with the OS/2 program, or by using the OS/2
TYPE command. ’

¢ A SERVLINE.REF file containing:

— A copy of the IBM Customer Agreement

— ServiceLine hardware and software configuration information
— Details about the ServiceLine program’s start-up parameters
— ServiceLine problem determination procedures

— Messages that may be issued by the ServiceLine program.

Hours of Operation

ServiceLine is open for problem reporting 24 hours a day, 7 days a week, except
when maintenance is required.

How to Use Serviceline

After installing the diskette and reviewing the reference file, you should be able to
contact ServiceLine:

¢ If you installed the ServiceLine program on an OS/2 Extended Edition system,
by selecting the option Call ServiceLine from the OS/2 Program Selector menu.

¢ If you installed the ServiceLine program on an IBM PC DOS system, by typing:
SERVLINE

at the DOS command line.
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Have the Problem Report Form (PRF) that includes a description of the problem
ready when you call ServiceLine. The questions on this form should be answered as
completely as possible before you contact IBM (for additional information, see
Appendix J).

The following description of the ServiceLine process illustrates how the PRF can be
used:

¢ When you connect with ServiceLine, you are prompted for your.access code (this
is your IBM customer number) and your name. Spaces for this information are
provided in Part A, question 1 of the PRF. If you do not know your access:
code, contact your authorized IBM marketing representative.

¢ After supplying your name and access code, you are connected to a menu-driven
system that allows you to search the database. Use other information contained
in the completed PRF as appropriate to aid in your search of the database.

e If you do not find the answer in the database, use the problem reporting facility
to report a problem. The information on the PRF should also be used as the
source of information you enter in the full page problem description section of
the ServiceLine problem reporting facility.

e IBM researches the problem based upon the symptoms you report and try to
find a solution or help you determine what caused the problem. An IBM
Support Center representative returns your call within eight business hours and
provides status information about efforts to resolve the problem.

e When the problem is resolved, write the resolution in the space provided on the
PRF (Part F).

If you have problems contacting or using ServiceLine: Refer to the reference file
(SERVLINE.REF) on the ServiceLine Access diskette. If you cannot resolve the
problem, report this problem (along with your original reason for attempting to use
ServiceLine) to the IBM Support Center using the procedures that follow in “Using
the IBM Support Center.”

Using the IBM Support Center

This section describes when you should contact the IBM Support Center, steps you
should take before calling the IBM Support Center, and how the IBM Support
Center works for you.

When to Contact the IBM Support Center
Remember, you should complete both of the following steps before calling IBM:

1. Use the flow charts (and answer the questions) provided.in Chapter 2.

2. Complete the Problem Report Form provided in Appendix J.
When you contact the IBM Support Center, be prepared to provide the customer .
number that has been assigned to your installation. This number is unique to your
installation and identifies you as an eligible user of the Support Center. Your

customer number is normally given to you by your authorized IBM marketing
representative.
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In addition, you should gather and have at hand the necessary information,
including a completed Problem Report Form, to enable the the IBM Support Center
to assist you. When you are ready, contact the Support Center at:

(800) 237-5511

Note: This number should be used only by customers in the United States of
America (U.S.A.). To determine the number to dial for purchases made outside the
U.S.A., contact your authorized IBM sales representative.

The structure and operations of the IBM Support Center are described in “How the
IBM Support Center Works for You.”

How the IBM Support Center Works for You

IBM Support Center procedures are described as follows.

Have the Problem Report Form (PRF) that includes a description of the problem
ready when you call the IBM Support Center. The questions on this form should be
answered as completely as possible before you contact IBM (for additional
information, see “How to Use a Problem Report Form” on page J-1).

The following description of the IBM Support Center process illustrates how the
PRF may be used:

* When you call, an IBM Support Center representative asks for the following
information that can be recorded on the PRF:

— Your customer number (Part A, question 1a on the PRF): This is used to
verify authorization.

— The program product on which you are reporting a problem: Operating
System/2 Extended Edition.

— A brief description of your problem: To begin the process of researching
previous reports of this problem and determining which Support Center
representative can best respond to your problem. (Use the information from
Part A, question 5 on the PRF; if necessary, refer also to Part B, questions 1
or2.)

¢ The IBM Support Center representative assigns a Problem Management Record
number to the problem you reported.

Write this number in the space provided on the PRF (Part B, question 2 ).

¢ IBM researches the problem based upon the symptoms you report and tries to
find a solution or help you determine what caused the problem. An IBM
Support Center representative returns your call within eight business hours and
provides status information about efforts to resolve the problem.

¢ If the problem is new and unique, IBM continues to research potential causes
and actions. For purposes of IBM internal recording, this process creates an
IBM report known as an Authorized Program Analysis Report (APAR).

If an APAR is assigned, write this number in the space provided on the PRF
(Part A, question 2).

If you are asked to forward any data to IBM to assist in problem analysis, the
APAR number must be written on the mailing label (see “Sending Problem
Determination Information to IBM” on page 4-6 and Appendix K, “Authorized
Program Analysis Report (APAR) Mailing Labels” for related procedures).
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* When a solution to the problem is identified, IBM closes the APAR and
documents in writing what the problem cause and solution were.

Write the resolution in the space provided on the PRF (Part F).

Have the PRF available each time you are in contact with IBM regarding that
problem.

If you have any questions: Your IBM Support Center representative may be able to
answer questions about a reported problem or about the process described in this
chapter.

Sending Problem Determination Information to IBM

Information should be sent to IBM for analysis only upon direction from the IBM
Support Center. If, upon contacting IBM using the procedures provided earlier in
this chapter, an IBM Support Center representative requests that you send
information to IBM, read the information in this chapter before sending the
information.

The information in this section describes:

* Your right to privacy

e The types of problem determination information to send to IBM for various
types of problems

¢ Mailing labels you should attach to packages mailed to IBM.

Understanding Your Right to Privacy
Do not send IBM information that is considered to be confidential or proprietary by
you or any licensed end user. IBM is under no obligation of any kind with regard to
information or material submitted by registered service coordinators. IBM reserves
the right to publish or disclose such information to third parties.

Notes:

1. Send only copies of problem report information to IBM. Originals should be
kept for your own records.

2. IBM does not return printouts, diskettes, or other problem determination data
received from service coordinators.

A description of the types of problem determination information to send to IBM
follows.

Types of Problem Determination Information to Send to IBM
All packages sent to the IBM should include copies of the following items:

e The completed Problem Report Form (PRF) describing the problem.

Note: The PRF must include the Authorized Program Analysis Report (APAR)
number assigned to the problem by the IBM Support Center (see Part A,
question 2 on the form).

In addition, the APAR number associated with the problem must be written on
the copy of the mailing labels in Appendix K that you use to mail information
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to IBM (see also “Mailing Labels for Problem Report Information” on
page 4-9).

¢ The output of any diagnostic procedures (examination of log utilities, traces, and
dumps) performed using the procedures provided in Chapter 3, “Using
Diagnostic Tools.”

¢ For certain problems, it may also be appropriate to send diskettes with copies of
files containing log, trace or dump information that may be related to the
problem. The files you may need to send depends on the nature of the problem
and the components being used.

For this reason, it is important to read and follow the proper path provided in
Chapter 2, “Problem Determination: Getting Started” to ensure that IBM
receives the correct data to identify the source of the problem.

Refer to the following information if you were directed to this section of the
guide in Chapter 2 or in Appendixes A through H.
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Component

Information You Should Send IBM

For all OS/2
Extended Edition
components

For qll 0S/2 Extended Edition problems, if you have been directed by IBM Support Center
personnel to submit information to IBM, include copies of the following files:

* CONFIG.SYS

* AUTOEXEC.BAT
¢ STARTUP.CMD
¢ FIXLOG.OS2.

LAN Requester

For all LAN Requester or OS/2 LAN Server problems, submit the names and a copy on
diskettes of the contents of the following files:

e Server audit trail

¢ Error log for LAN Requester and Server

* Configuration file IBMLAN.INT)

® All trace and dump files (if available)

¢ Communications Manager configuration file.

Be sure to place a check mark (,/) next to LAN Requester on the PRF (Part A, question
3d).

Be sure also to complete all Requester-Server questions on the PRF (see Part E: LAN
Requester-Server Information on page J-10).

Communications
Manager

For all communications problems, submit the following information:

e The names and a copy on diskettes of the contents of the following files: message log,
error log, Communications Manager configuration files, all trace and dump files (if
available), the EEINST.HST (installation history) file, and, for local area network
problems or as directed, the ACSLAN.LOG file

¢ The INDSFILE host program version number (for file transfer problems or as directed)

¢ Remote location information including the link type and associated hardware and
software (include version numbers)

* Hardware information including the user’s machine type and the type of adapter being
used.

Be sure to place a check mark (,/) next to Communications Manager on the PRF (Part A,
question 3d).

Be sure also to complete all questions about the type of communications link (see Part D:
Host Computer and Network Information on page J-9).

Database
Manager

For problems reported by or associated with a message, submit the following information:

e Specific information about the operations that were being performed when the problem
occurred (provide this in your problem description on the PRF (Part B, question 2).

¢ Formatted trace information (if available)

¢ Structured Query Language Communications Area (SQLCA) contents (if available).

For abnormal termination (ABEND), submit the following:

e Descriptive information recorded on screen at time of failure
e Formatted trace and stand-alone dump information (if available).

Be sure to place a check mark (/) next to Database Manager on the PRF (Part A, question
34d).

Base operating
system

Be sure to place a check mark (/) next to Operating System on the PRF (Part A, question
3d).
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Mailing Labels for Problem Report Information
The Authorized Program Analysis Report (APAR) mailing labels provided in
Appendix K must be used to mail problem determination information to IBM. IBM
suggests that you:

¢ Make several copies of these labels; keep the original labels in a secure place for
future use.

¢ Read the information in “How to Use an APAR Mailing Label” on page K-2
before using an APAR mailing label.

Notes:

1. The APAR number associated with the problem must be written on the copy of
the mailing label that you use to mail information to IBM.

2. Information should be sent.to IBM for analysis only upon direction from the
IBM Support Center.

3. Only registered service coordinators are authorized to use these mailing labels.
Access to them should be restricted accordingly.

4. Service coordinators in countries other than the U.S. should mail all requested
information about a problem to the IBM Support Center designated for the
country in which they registered with IBM. If necessary; a country’s designated
IBM Support Center can forward information to the appropriate site in the
United States.
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Chapter 5. Installing Program Updates

When you report a problem to IBM, the problem resolution process is expanded to
include the resources and expertise that IBM can provide. As described in
Chapter 4, “When and How to Contact IBM,” initial involvement of IBM in this
process involves a search of a problem-reporting database to determine if similar
problems have been reported.

Ultimately, the resolution of a problem may involve the development by IBM of a
Corrective Service diskette. This diskette includes a program update designed to
resolve the problem.

What is Corrective Service?

A Corrective Service diskette is developed and distributed by IBM to registered
service coordinators who report a problem that:

¢ Resulted from an OS/2 Extended Edition program defect
and
¢ Requires a program update to resolve.
Registered service coordinators serve as the focal point for Corrective Service

diskettes; if a Corrective Service diskette is required to resolve a problem being
experienced by a user you support, your role is to:

¢ Contact IBM and report the problem
¢ Receive the Corrective Service diskette from IBM

¢ Give the diskette to the end user or network or system administrator (the person
responsible for OS/2 Extended Edition program installation) and provide
installation assistance as necessary (directions for using a Corrective Service
diskette follow; additional directions may be provided by IBM).

IBM provides the Corrective Service diskette.

Service coordinators are expected to know which users require the latest level
Corrective Service diskette.
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How to Install Program Updates

Corrective Service diskettes will include a README.TXT file that provides
instructions for loading the diskette.

Printing Installation Directions

To print installation directions:

1. Insert the Corrective Service diskette in drive A.
2. Type the following at a command prompt:

COPY A:README.TXT LPT1:

The instructions for loading the Corrective Service diskette should print.

Note: If a user decides to use a program feature that was not installed when the
0S/2 program was originally installed, the user should ensure the current level of
IBM program- code for that feature will be used. You can help by:

1. Determining the level of corrective service currently installed on a workstation,
or by assisting a user to do so, as directed in the following text.

2. If necessary, instructing a user to load the current level of the IBM Corrective
Service diskette after installing the feature.

Determining the Level of Corrective Service Currently Loaded on a

Workstation

To verify the current level of corrective service installed in a user’s OS/2 Extended
Edition system, the following should be typed at an OS/2 command line on the
user’s system:

SYSLEVEL

The OS/2 Extended Edition version number is displayed along with information
about the corrective service level installed on the user’s system for each component
and their associated features. .An explanation of the items that are displayed follows:

EXTENDED EDITION 1.3  Identifies the OS/2 Extended Edition version number
Current CSD level: xxxxxxx Identifies the current corrective service level

Prior CSD level: xxxxxxx Identifies the prior corrective service level.

Several panels containing this type of information may be displayed. A sample of

the information that may be displayed when a SYSLEVEL request.is made is
provided in Figure 5-1 on page 5-3.

Note: If no Corrective Service diskettes have been loaded before, the corrective
service level is zero (0).
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The following information can be printed by pressing the Print Screen (PrtSc) key.

C:\OS2\INSTALL\SYSLEVEL.OS2

IBM OS/2 Base Operating System

Extended Edition 1.30 Component ID: 566933601
Current CSD Level: WR00000

Prior CSD Level: 'WR00000

C:\TOOLKIT\SYSLEVEL.TLK

IBM OS/2 Programming Tools and Information
Extended Edition 1.30 Component ID: 560109301
Current CSD Level: XR00000

Prior CSD Level: XR00000

\IBMLAN\SYSLEVEL.REQ

IBM OS/2 LAN Requester

Extended Edition 1.30 Component ID: 560116401
Current CSD Level: WR00000

Prior CSD Level: WR00000

\IBMLAN\SYSLEVEL.SRV

IBM OS/2 LAN Server - Version 1.3

Extended Edition 1.30 Component ID: 560116201
Current CSD Level: WR00000

Prior CSD Level: 'WRO00000

\CMLIB\SYSLEVEL.ACS

IBM 0OS/2 Communications Manager - Base
Extended Edition 1.30 Component ID: 566933602
Current CSD Level: WR00000

Prior CSD Level: 'WRO00000

\SQLLIB\SYSLEVEL.SQL

IBM OS/2 Database Services

Extended Edition 1.30 Component ID: 566933603
Current CSD Level: WR00000

Prior CSD Level: WRO00000

\SQLLIB\SYSLEVEL.QRW

IBM OS/2 Database Services

Extended Edition 1.30 Component ID: 566933603
Current CSD Level: WR00000

Prior CSD Level: 'WRO00000

\SQLLIB\SYSLEVEL.PDR

IBM 0OS/2 Database Services

Extended Edition 1.30 Component ID: 566933603
Current CSD Level: WR00000

Prior CSD Level: 'WRO00000

\MUGLIB\SYSLEVELMUG

IBM OS/2 User Profile Management

Extended Edition 1.30 Component ID: 566933604
Current CSD Level: WR00000

Prior CSD Level: 'WRO00000

Figure 5-1. Sample of Current Level of Corrective Service Display Information

Chapter 5. Installing Program Updates
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Appendix A. Base Operating System (SYS) Messages

Typically, base operating system users see error messages from the program they are
currently working with, plus any of the underlying layers of programs. These error
messages may mean that the user personally has done something inappropriate, or
the program is in error. It is important to understand the message structure to help
differentiate between these two occurrences.

Error messages are handled by various programs as follows:

Applications
Error message identification varies with the application.
Presentation Manager Toolkit editors

Error messages are identified by either the SYSnnnn or PMTnnnn prefix. The
nnnn indicates a string of numeric digits. These messages are displayed in
pop-up windows on the screen.

08S/2 or DOS command prompt environment
Error messages are identified by the SYSnnnn prefix.
Presentation Manager windowing environment.

Error messages are identified by the PMVnnnn, PMSnnnn or SYSnnnn prefix.
All messages are displayed in a message box, the title of which is the
Presentation Manager function that detected the error.

The following steps can assist you in problem determination:

1.

© Copyright IBM Corp. 1988, 1990

If the message begins with the prefix SYS, help is available for these messages by
typing HELPnnnn, where nnnn is the four-digit number following the SYS prefix.
Follow the instructions presented to you.

For messages beginning with the prefix PMT, PMV, or PMS, help may be
available by selecting F1=Help.

. If the message is displayed while in base operating system mode, but its prefix is

not SYS, PMT, PMYV, or PMS, the message is typically from some other
application. Refer to the appropriate application’s documentation for further
instructions.

. If the message implies that there is a hardware error, refer to “Determining if

Your Hardware is Functioning Properly” on page 2-3.

. Some base operating system error messages suggest that the user contact the

service coordinator when certain error conditions occur. These error messages
may describe to the user a course of action that might alleviate the problem
before it is necessary to contact you. In other cases, the code has detected
internal errors and the user is unable to correct the problem.
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Using the Problem Report Form
For all problems involving messages, record the following information on the
Problem Report Form (PRF) (Part B, question 1):

1. Place a check mark (,/) next to MSG.
2. Then record:
* The 8-digit alphanumeric message identification number.
¢ Any return or error codes contained in the message (if applicable).
¢ If the message is contained in this appendix or in a message log, note the
Originator following (if it is specified directly below the text of the message).

If an abbreviation is provided for the originator, use the abbreviation on the
PRF.

* The text of the message (only necessary if the message did not include an
identification number or code, or if you are directed elsewhere to provide
the text).
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SYS Messages
SYS19151 The system detected an internal processing error at location #.
The system is stopped.
Message Cause: None provided to the user.
User Action: None provided to the user.

Service Coordinator Action: Request that the user restart the system and retry the
operation. If the problem persists, record all the information on the screen, note the
time and date of this message, and refer to Chapter 4, “When and How to Contact
IBM.”

SYS20651 The system is stopped.

Correct the preceding error and restart the system.
Message Cause: None provided to the user.
User Action: Respond as directed in the message.

Service Coordinator Action: If possible, determine the nature of the preceding error
and assist the user to respond accordingly. Then request that the user restart the
system and retry the operation.

If you cannot determine the nature of the problem, or if the problem persists after
attempting to resolve it, note the time, date, and identification number of this
message. Then refer to Chapter 4, “When and How to Contact IBM.”
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Appendix B. ACS Messages That May Require Service
Coordinator Intervention

This appendix contains a list of ACS messages generated or reported by
Communications Manager that can be reported to you. Your response may involve
additional investigation to attempt to identify the source of the problem, direct
contact with IBM, or both.

When to Use This Appendix

The information and procedures in this appendix are provided as part of the overall
problem determination process. To be most beneficial, this information should be
used with the information and procedures provided in “Responding to Error
Messages” on page 2-8.

Also, before referring to the information for a specific message, you should
determine if:

¢ The user received an error message, which is described in the User’s Guide,
Volume 2: Communications Manager and LAN Requester. For additional
information on that message, refer to that publication.

¢ A usage error caused the problem. If the user made an error while using the
0S/2 Extended Edition program, and there is no reason to believe there is a
program defect, refer the user to the User’s Guide, Volume 2: Communications
Manager and LAN Requester.

e The user received a message or message help that directed them to contact their
service coordinator. If yes, use the procedures described in this appendix;
otherwise, refer to Chapter 2.

An explanation of how the information is arranged in this appendix follows.

How to Use This Information

Only messages with an ACS prefix generated or reported by Communications
Manager are discussed in this appendix. The messages are listed in numeric
sequence based upon the numbers that follow the ACS prefix.

Variable parameters such as program names, adapter numbers, and file names are
represented by one or more x’s.

The source of the message may also indicate the source of a problem or it may simply
be reporting a problem that originated elsewhere, such as at the host computer or an
application program. Use the text of the message, along with the information
provided for each message, to determine which case applies.

Refer to the User's Guide, Volume 2: Communications Manager and LAN Requester,

the System Administrator’s Guide, or the online Helps for additional user’s messages
or additional information about a specific message.

© Copyright IBM Corp. 1988, 1990 B-1



Using the Problem Report Form
For all problems involving messages, record the following information on the
Problem Report Form (PRF) (Part B, question 1):

1. Place a check mark (,/) next to MSG.
2. Then record:
¢ The 8-digit alphanumeric message identification number..
¢ Any return or error codes contained in the message (if applicable).
e If the message is contained in this appendix or in a message log, note the .
Originator following (if it is specified directly below the text of the message).

If an abbreviation is provided for the originator, use the abbreviation on the
PRF.

¢ The text of the message (only necessary if the message did not include an
identification number or code, or if you are directed elsewhere to provide
the text).
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Communications Manager (ACS) Messages
ACS0005W The following transaction program failed to deactivate: (program name).

Originator: Subsystem Management (SUBSYSM)

Message Cause: This transaction program was selected for deactivation, but this
request could not be completed. Either the program was already deactivated or
there is a problem with the SNA communications subsystem. Additional related
messages may be logged.

User Action: Access Subsystem Management and check whether the program is still
active. If the program is no longer active, the problem was resolved.

If the problem persists, note the time, date, and identification number of associated
error messages; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem.

Also, these actions are presented in an order of least to most difficult. If at any
point you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-4.

¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0032 00000001

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems™” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

¢ Complete a trace.

The following table contains the trace selection most likely to help identify the
source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace System event 02
Selection

2. After completing this procedure, read the information that follows.
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Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0012W The session(s) for LU name xxxxxxxx, partner LU name xxxxxxxx, and
mode name xxxxxxxx may have failed to deactivate.

Originator: Subsystem Management (SUBSYSM)

Message Cause: Some or all of the sessions were selected for deactivation, but this
request could not be completed. Either the session was already deactivated or there
is a problem with the SNA communications subsystem. Additional related messages
may be logged.

User Action: Access Subsystem Management and check whether any session is still
active. If no session is active, the problem was resolved.

If the problem persists, note the time, date, and identification number of associated
error messages; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or

identify the source of the problem.

Also, these actions are presented in an order of least to most difficult. If at any
point you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-6.

¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0032 00000002

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

¢ Complete a trace.

The following table contains the trace selection most likely to help identify the
source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace System event 02
Selection

ACS Messages B-5



ACS Messages

2. After completing this procedure read the information that follows.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0014W ALS for xxxxxxxxxxxxxxx DLC failed to deactivate.
Originator: Subsystem Management (SUBSYSM)

Message Cause: This adjacent link station (ALS) could not be deactivated as
requested. Either the ALS was already deactivated or there is a problem with the
SNA communications subsystem. Additional related messages may be logged.

User Action: Access Subsystem Management and check whether the ALS is still
active. If it is no longer active, the problem was resolved.

If other messages indicate an SNA communications subsystem problem, take the
corrective action recommended in the Helps for those messages. Then, if possible
and necessary, retry this operation.

If the problem persists, note the time, date, and identification number of associated
error messages; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem.

Also, these actions are presented in an order of least to most difficult. If at any
point you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-8.

¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0032 00000004

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

¢ Complete a trace.

The following table contains the trace selection most likely to help identify the
source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace System event 02
Selection

2. After completing this procedure read the information that follows. .
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Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0099C A logical terminal is not configured in the 3270 terminal emulation profile
for xxxx DLC.

Originator: Configuration (CONFIG)

Message Cause: Connection data was configured for the specified DLC, but a
logical terminal that uses that DLC in the 3270 terminal emulation profile was not
configured.

User Action: Configure a logical terminal for the specified DLC in the 3270
terminal emulation profile. Retry the operation.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: None
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ACS0106C APPC has ended due to an internal error.
Originator: - SNA Communications Services (APPC)
" Message Cause: An internal error caused APPC to stop.
User Action: Stop all transaction programs. Then exit and restart' APPC.

If the problem.persists, note the time, date, and identification number of this
. message; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If at any
point you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-11.

¢ Examine resource allocation.

One possible cause of this problem is not enough memory. Advise the user to
reduce the number of active application programs, and then to stop and restart
APPC. If this does not resolve the problem, continue as directed in the
following steps.

¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype .
FFFF | 000000xx where xx is the APPC error type.

If this information does not help you identify the source of the problem,
investigate the problem further as follows.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

* Complete a trace and dump.

The following table contains the trace and-dump selections most likely to help
identify the source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

‘Related Trace APPC API, SDLC Data, IBMPCNET Data,
Selections IBMTRNET Data, and system events 02, 03, and 04
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Related Dump Components 02, 03, 04, 05, 9, 10, 11, and 12
Selections

2. After completing this procedure:

— Refer to Advanced Problem Determination for Communications for
explanatory information.

or

— If you or your application programming personnel do not understand
the trace and dump information, read the information that follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0107W A system error occurred while running APPC: request code xxxx, return
code xxxx.

Originator: SNA Communications Services (APPC)
Message Cause: An unexpected system error occurred.

User Action: Note the request code, the time, date, identification number, and
return code from this message; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If at any
point you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-13.

* Review information associated with the request code and return code contained in
the message.

Refer to the Programming Tools and Information. If this information does not
lead to a resolution of the problem, continue as follows.

¢ Review information associated with error log entries.

Refer to information for the following error log types and subtypes in Advanced
Problem Determination for Communications.

Type Subtype

0022 0000xxxx
FEFE | 000000xx where xx is the APPC error type.

where xxxx is the request code.

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

¢ Complete a trace and dump.

The following table contains the trace and dump selections most likely to help
identify the source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace APPC API, SDLC Data, IBMPCNET Data,
Selections IBMTRNET Data, and system events 02, 03, and 04
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Related Dump Components 02 and 05
Selections

2. After completing this procedure:

— Refer to Advanced Problem Determination for Communications for
explanatory information.

or

— If you or your application programming personnel do not understand
the trace and dump information, read the information that follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0108W A system resource limitation has been reached while running APPC:
request code xxxx, return code xxxx.

Originator: SNA Communications Services (APPC)
Message Cause: A system allocation error has occurred.

User Action: Free memory by ending other application programs that are not being
used. Ensure that swapping is enabled in CONFIG.SYS. Then restart the system.

If the problem persists, note the request code and return code, the time, date, and
identification number of this message, and the names of other active programs; then
contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If at any
point you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-15.

¢ Review information associated with the request code and return code contained in
the message.

Refer to the Programming Tools and Information. If this information does not
lead to a resolution of the problem, continue as follows.

¢ Examine resource allocation.

One possible cause of this problem is not enough memory. Advise the user to
reduce the number of active application programs, and then to stop and restart
APPC. If this does not resolve the problem, continue as directed in the
following steps.

¢ Review information associated with error log entries.

Refer to information for the following error log types and subtypes in Advanced
Problem Determination for Communications.

Type Subtype

0022 0000xxxx
FFFF | 000000xx where xx is the APPC error type.

where xxxx is the request code.

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

¢ Complete a trace and dump.
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The following table contains the trace and dump selections most likely to help
identify the source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace APPC API, SDLC Data, IBMPCNET Data,
Selections IBMTRNET Data, and system events 02, 03, and 04
Related Dump Components 02 and 05

Selections

2. After completing this procedure:

— Refer to Advanced Problem Determination for Communications for
explanatory information.

or

— If you or your application programming personnel do not understand
the trace and dump information, read the information that follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

¢. Answer all questions -under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0112C Ciritical file xxxxxxxx was not found or was modified or damaged: error
type xxxx.

Originator: SNA Communications Services (APPC)

Message Cause: APPC initiation failed while attempting to load a dynamic link
routine. Either the file was not found in the LIBPATH specified in the
CONFIG.SYS file, or the file has been modified or damaged.

User Action: Restore this file using a backup copy. If you do not have a backup
copy, reinstall Communications Manager.

If the problem persists, note the time, date, and identification number of this
message; then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0116C LAN support cannot be started due to a hardware error on IBM
Token-Ring adapter nn.

Originator: LAN Data Link Control (IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter initialization failed for one
of the following reasons:

¢ The hardware diagnostics detected a failure.
¢ A shared RAM failure occurred.
* An initialization timeout occurred.

User Action: Exit Communications Manager.

Refer to the IBM Guide to Operations to run adapter diagnostics. Correct any
related problems, then retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0119C An SDLC link failure occurred on adapter nn.
Originator: Synchronous Data Link Control (SDLC) DLC

Message Cause: The SDLC communications link is no longer active. (A
non-protocol error originating at the remote node disconnected the communications
link.)

User Action: Exit and restart Communications Manager and all related programs.

If the problem persists, note the time, date, and identification number. of this
message; then contact either your service coordinator or personnel at the remote
node.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If at any
point you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-19.

o Use Subsystem Management to deactivate the DLC on this adapter.

Then activate the DLC again and retry the operation. If the problem persists,
continue as follows.

¢ Check modem status and related settings in associated configuration files.

One possible cause of this problem is a mistake in a configuration file. Refer to
documentation for the modems being used and ensure that the settings are
correct for the type of desired usage. Contact the personnel at the remote node
and ensure that their configuration matches the user’s configuration.

If this does not resolve the problem, continue as follows.
¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in *“Using Error Log. Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.
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e Complete a trace and dump.

The following table contains the trace and dump selections most likely to help
identify the source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace SDLC Data, system events 01, 05, and 11
Selections

Related Dump Component 10
Selection

2. After completing this procedure:

— Refer to Advanced Problem Determination for Communications for
explanatory information.

or

— If you or your application programming personnel do not understand
the trace and dump information, read the information that follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0120C A communications protocol error caused an SDLC link failure on adapter
nn.

Originator: Synchronous Data Link Control (SDLC) DLC

Message Cause: The SDLC communications link is no longer active. (A
communications protocol error originating at the remote node disconnected the
communications link.)

User Action: Exit and restart Communications Manager and all related programs.

If the problem persists, note the time, date, and identification number of this
message; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If at any
point you or your application programming personnel do not understand a
procedure, or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-21.

¢ Use Subsystem Management to deactivate the DLC on this adapter.

Then activate the DLC again and retry the operation. If the problem persists,
continue as follows.

¢ Check the configuration, setup, and software at the remote node.

One possible cause of this protocol problem is a conflict between the
configurations of the local and remote nodes. If the local node is
communicating with a host computer, the local node must be configured as a
secondary link station and the link-related parameters must be compatible; if
both the local and remote nodes are configured as a primary link station, errors
occur.

Also, the NRZI option needs to match that of the remote node.
If this does not resolve the problem, continue as follows.
¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.
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¢ Complete a trace and dump.

The following table contains the trace and dump selections most likely to help
identify the source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace SDLC Data, system events 01, 05, and 11
Selections

Related Dump Component 10
Selection

2. After completing this procedure:

— Refer to Advanced Problem Determination for Communications for
explanatory information.

or

— If you or your application programming personnel do not understand
the trace and dump information, read the information that follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0126W SRPI has ended due to a system error.

Originator: Server-Requester Programming Interface (SRPI)

Message Cause: A system error occurred while using SRPI. The configuration file
may be damaged.

User Action: Stop all applications using SRPI. Stop and restart the 3270 terminal
emulation sessions. Then restart any applications using SRPI.

If the problem persists, restore the configuration file using a backup diskette. If you
do not have a backup diskette, contact your system administrator.

If after restoring the configuration file the problem persists, note the time, date, and
identification number of this message; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this

message.

Service Coordinator Action:

¢ Review information associated with error log entries.

Refer to information for the following error log types and subtypes in Advanced
Problem Determination for Communications.

Type Subtype
0022 0000xxxx
0030 00000006

where xxxx is the request code.

If this information does not help you identify the source of the problem, refer to

the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

Before you call or mail information to IBM:

1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if

available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0130C A system error occurred during initialization. Exit this panel and restart
Communications Manager. If the problem persists, note the identification
number of this message and the following error information and contact
your service coordinator.

Error Code; XXXXyyyyyyyyzzzzceec -
Originator: Main Task (MAINTASK)

Message Cause: This error may have resulted from a problem with either the base
operating system or Communications Manager. The following conditions may cause
this error message:

Memory Allocation error

DOSGETMSG error

Disk I/O.error

Error creating a thread

Error while initializing message and.error log

Error initializing Communications Manager functions.

e e o o o o

User Action: Respond as directed in the message.

Note: Because Communications Manager ended, an online help for the user is not
available for this message. The user sees only the words of the preceding message.

However, help information is available for related message log entries.
Service Coordinator Action:
* Refer to Advanced Problem Determination for Communications.

Note: Error type is 10 hexadecimal bytes that describes the specific error. A
related entry would have been made to the error log if Communications
Manager had been able to initialize or was already active.

Error Code: xxxxyyyyyyyyzzzzccee

Return’ Reserved
Type Subtype Code Code
XXXX | Yyyyyyyy 2222 ccee

or

¢ If you or your application programming personnel do not understand this
information, read the information that follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

¢. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).
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3. Contact IBM using the procedures described in Chapter 4, “When and How to
/ Contact IBM.”
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ACS0132C A system error has ended the Communications Manager. Contact your
service coordinator.

Originator: Main Task (MAINTASK)

Message Cause: The specific cause of this error should be described in related
entries in the message and error logs. This message is not logged.

User Action: Respond as directed in the message.

Note: Because Communications Manager ended, an online help for the user is not
available for this message. The user sees only the words of the message above.

However, help information is available for related message log entries.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action onrly if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-26 that follows.

¢ Determine if the user responded as directed in help information associated with
related messages.

If not, refer the user to the message log to take any required action. Then the
user should try to restart Communications Manager.

If the user reviewed associated messages, but the recommended actions did not
resolve the problem, continue as follows.

¢ Obtain a copy of the user’s message log and error log files.

Check the message log for related messages. If the information contained in
related Help panels does not lead to a resolution of the problem, note the time,
date, and identification numbers of the messages.

¢ Review the information provided by the VIEWLOG command.

Ensure that all of the necessary features are installed. If they are not installed,
install Communications Manager again.

¢ Ensure that the configuration file has not been damaged.

Contact the user’s system administrator for assistance. If the configuration file
has not been damaged and is verified as correct, continue as follows.

¢ Review information associated with error log entries.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23.

Error entries should be made at the same time the message is displayed or
logged, so specify the time and date associated with this message when
completing the Error Log Display Criteria menu. Refer to information for error
types and subtypes in Advanced Problem Determination for Communications.

If this information does not help you identify the source of the problem, refer to
the directions that follow.
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Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. ‘Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”

B-26 Problem Determination Guide for the Service Coordinator



ACS Messages

ACS0133W The selected feature failed to start due to a system error. Message(s) may
be logged. Try to start the feature again. If the problem persists, note the
time, date, and identification number of this message. Then contact your
service coordinator.

Originator: Main Task (MAINTASK)

Message Cause: The specific cause of this error should be described in related
entries in the message and error logs. This message is not logged.

User Action: Refer to the message log and take any required action. Try to restart
the feature.

If the problem persists, note the time, date, identification number of this message,
and the feature that failed to start. (This can be determined from the Display Status
panel on the Communications Manager action bar and noting the features whose
status is stopped.) Then contact your service coordinator.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or

identify the source of the problem. Likewise, the third bulleted action is necessary

only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-28 that follows.

¢ Determine if the user responded as directed in help information associated with
related messages.

If not, refer the user to the message log and take any required action. Then try
to restart the feature.

If you or the user reviewed associated messages, but the recommended actions
did not resolve the problem, note the following information on the Problem
Report Form before proceeding:

— The time, date, identification number of this message.

— The Originator of this message as specified (write the abbreviation only on
the PRF).

— The feature that failed to start. (This can be determined from the Display
Status panel on the Communications Manager Main Menu action bar.
Note the features whose status is STOPPED.)

Then continue as follows.
* Ensure that the configuration file was not damaged.

Contact the user’s system administrator for assistance. If the configuration file
was damaged and is verified as correct, continue as follows.

¢ Review information associated with error log entries.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23.

Error entries should be made at the same time the message is displayed or
logged, so specify the time and date associated with this message when
completing the Error Log Display Criteria menu. Refer to information for error
types and subtypes in Advanced Problem Determination for Communications.
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If this information does not help you identify the source of the problem, refer to
the directions that follow.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0134W One or more features failed to start during auto-start due to a system
error. Message(s) may be logged. Try to start the feature(s) again. If the
problem persists, note the time, date, and identification number of this
message. Then contact your service coordinator.

Originator: Main Task (MAINTASK)

Message Cause: The specific cause of this error should be described in related
entries in the message and error logs.

Note: This message is not logged, and there is no help information available for this
message; the user sees only the previous message (and possibly related messages that
may have helps in the message log).

User Action: Users should review logged messages and respond as directed by help
information for related messages. Users should restart their systems and retry
starting the features that failed. If the problem persists, the user should note the
time, date, and identification number of this message and contact you.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or

identify the source of the problem. Likewise, the third bulleted action is necessary

only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure, or data generated by a procedure, refer to “Before you call or mail
information to IBM” that follows.

¢ Determine if the user has responded as directed in help information associated with
related messages.

If the user has, but the recommended actions did not resolve the problem,
continue as follows.

¢ Ensure that the configuration file was not damaged.

Contact the user’s system administrator for assistance. If the configuration file
has not been damaged and is verified as correct, continue as follows.

¢ Review information associated with error log entries.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23.

Error entries should be made at the same time the message is displayed or
logged, so specify the time and date associated with this message when
completing the Error Log Display Criteria menu. Refer to information for error
types and subtypes in Advanced Problem Determination for Communications.

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).
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c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0148C The function in progress ended due to a system error. Message(s) may be
logged. Try to start the function again. If the problem persists, note the
time, date, and identification number of this message. Then contact your
-service coordinator.

Originater: Main Task (MAINTASK)

Message Cause: The specific cause of this error should be described in related
entries in the message and error logs. This message is not logged.

User Action: Refer to the message log and take any required action. Try to restart
the function.

If the problem persists, note the time, date, and identification number of this
‘message, and the function that stopped. (This can be determined from the Display
Status panel on the Communications Manager action bar and noting the functions
whose status-is stopped.) Then contact your service coordinator.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (®)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure, or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-32.

¢ Determine if the user responded as directed in help information associated with
related messages.

If the user has.not done so, refer him to the message log and take any required
action. Then try to restart the feature.

If you or the user reviewed associated messages, but the recommended actions
did not help you resolve the problem, note the following information on the
Problem Report Form before proceeding:

— The time, date, identification number of this message.

— The Originator of this message as specified (write the abbreviation only on
the PRF).

— The feature that failed to start. (This can be determined from the Display
Status panel on the Communications Manager Main Menu action bar.
Note the functions whose status is STOPPED.)

Then continue as follows.
¢ Ensure that the configuration file was not damaged.

Contact the user’s system administrator for assistance. If the configuration file
was not damaged and.is verified as correct, continue.as follows.

¢ Review information associated with error log entries.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.
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Additional information about error log entries is provided in Advanced Problem
Determination for Communications.

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0152C The Communications Manager Installation program ended due to a system
error.

Note the identification number of this message and the following error
information and contact your service coordinater.

Return Code: xxxx
Operation Code: yyyyyyyy
Location Number: zzzz

Originator: Installation (INSTALL)

Message Cause: Any system error will end installation of Communications
Manager.

User Action: Respond as directed in the message.

Note: Because Communications Manager is not yet installed at the time this
message occurs:

¢ An online help for the user is not available for this message. The user sees only
the words of the preceding message.

e There will be no related entries in the Communications Manager message log or
error log.

Service Coordinator Action: Refer to Advanced Problem Determination for
Communications.

The operation code displayed with the message is the subtype for error log type
0022.

If information in that book does not lead to a resolution of the problem, continue as
follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0170C Verification of the configuration file is complete.

Errors were found. No features can be started using this configuration file.
Select Messages from the Communications Manager Main Menu.

Originator: . Verify and Convert (VERIFY)

Message Cause: Verify was selected for the configuration file and the operation
completed with inconsistencies. No features can be started.

User Action: Select Enter to leave this message and see the message log for details.

Service Coordinator Action: None
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ACS0176W A storage trace record is not valid. Part of the trace may have been
copied to the target diskette.

Originator: Problem Determination (RAS)

Message Cause: An incorrect record was encountered during the copy of storage
trace data to file, thereby causing all future data to be incorrect. The copy was
ended and the partial file was closed.

User Action: Retry the operation. If the problem persists, note the time, date, and
identification number of this message; then contact your service coordinator.

Note: An online help for the user is not available for this message. The user sees
only the words of the preceding message.

Service Coordinator Action: Complete the Problem Report Form describing this
problem and contact IBM for assistance. Under “Problem Description” on the
Problem Report Form, include the following information:

¢ The names of the trace selections that were active at the time of the failure
¢ The operations that were performed or tried while the traces were active

* Any other pertinent information; a discussion of the types of information that
may be relevant is provided in “Describing a Software Problem™ on page 2-5.

Then refer to the following procedures.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0177C A system error ended a Communications Manager function.
Originator: Problem Determination (RAS)

Message Cause: A system error ended a Communications Manager function.
User Action: If possible, retry the functions that failed.

If this is not possible, or if the problem persists, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action; There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” that follows.

* Determine if the user responded as directed in help information associated with
related messages.

If the user has not done so, refer the user to the message log to take any required
action. Then the user should try to restart Communications Manager.

If the user reviewed associated messages, but the recommended actions did not
resolve the problem, continue as follows.

¢ Obtain a copy of the user’s message log and error log files.

Check the message log for related messages. If the information contained in
related Help panels does not lead to a resolution of the problem, note the time,
date, and identification number of the messages.

If problem persists, continue as follows.
* Review information associated with error log entries.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23.

Error entries should be made at the same time the message is displayed or
logged, so specify the time and date associated with this message when
completing the Error Log Display Criteria menu. Refer to information for error
types and subtypes in Advanced Problem Determination for Communications.

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.
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2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”

ACS Messages B-37



ACS Messages

ACS0179W Unable to start transaction program (filename).
Originator: SNA Communications Manager Services (APPC)

Message Cause: An incoming ALLOCATE indicated that this transaction program
could not be started because of one of the following problems:

* An incorrect transaction program filespec has been specified in the configuration
file.

¢ The transaction program file was incorrectly created or is damaged.
User Action: Ensure that you have a working copy of the transaction program.

Ensure that the transaction program file name is correctly specified in the
configuration file. If the file is not in the specified path, copy it to that path, or
change the configuration for this transaction program by specifying the desired path
and file name.

If the configuration file is changed to update the transaction program file name,
attach manager must be stopped and restarted to use the new file.

If the problem persists, note the file name and error type, in addition to the time,
date, and identification number of this message; then contact your service
coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Note: The incoming ALLOCATE that initiated the request to load the transaction
program was rejected. It must be sent again by the partner node in order to use the
updated transaction program file name.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (*)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure, or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-39.

¢ Determine if the user responded as directed in help information associated with
related messages.

If the user has, and the problem persists, continue as follows.
¢ Review information associated with error log entries.

Refer to information for the following error log types and subtypes in Advanced
Problem Determination for Communications.

Type Subtype
0020 000000xx where xx is the APPC error type.

0022 0000xxxx where xxxx is the request code.

If this information does not help you identify the source of the problem, obtain
a copy of the transaction program and its components (including the files with
the .EXE and .DEF extensions, program source files, and, if appropriate the
program MAKE file). Then refer to the information that follows.
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Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if -
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0183C An SDLC failure has occurred on adapter nn.
Originator: Synchronous Data Link Control (SDLC) DLC

Message Cause: A problem at the local node has disconnected the communications
link and caused the SDLC adapter to be closed. The problem may be a
communication protocol or software error, or a problem with the SDLC adapter or
modem. Additional related messages may be logged.

User Action: Check and secure all cable connections between your computer and
the modem. Then access Subsystem Management and activate the data link control
for this adapter.

You can refer to the IBM Guide to Operations that came with the adapter to
determine why it is not working properly.

If the problem persists, note the time, date, and identification number of this
message; then contact your service coordinator or personnel at the remote node.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: This message indicates that any links existing before the
problem occurred have been disconnected and the adapter has closed.

There is more than one possible cause of this problem. Different actions follow
(each action is distinguished by a bullet (¢)). These are not sequential steps. Perform
the second action only if the first one does not resolve or identify the source of the
problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure, or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-41.

¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

¢ Complete a trace and dump.

The following table contains the trace and dump selections most likely to help
identify the source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.
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Related Trace APPC API, SDLC Data, system events 01, 05, and 11
Selections

Related Dump Component 10
Selection

2. After completing this procedure:

— Refer to Advanced Problem Determination for Communications for
explanatory information.

or

— If you or your application programming personnel do not understand
the trace and dump information, read the information that follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0198C A critical error occurred. ASCII terminal emulation has ended.
Originater: ASCII Terminal Emulation (ASCITIEMU)

Message Cause: An error was detected with the interface between ASCII terminal
emulation and the Asynchronous Communications Device Interface.

User Action: Try to restart the session. If the problem persists, note the time, date,
and identification number of this message; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or

identify the source of the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure, or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-43.

¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0038 0000xx00

where xx is the ACDI request code.

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems™ on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

¢ Perform a trace.

The following table contains the trace selections most likely to help identify the
source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace ACDI API and system event 06
Selections
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2. After completing this procedure:

— Refer to Advanced Problem Determination for Communications for
explanatory information.

or

— If you or your application programming personnel do not understand
the trace and dump information, read the information that follows.

Before you call or mail information to IBM:
1. Compilete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (\/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0203C ASCII terminal emulation ended due to a system error.
Originator: ASCII Terminal Emulation (ASCIIEMU)
Message Cause: A system error was detected by ASCII terminal emulation.

User Action: Restart ASCII terminal emulation. If the problem persists, note the
time, date, and identification number of associated error messages; then contact your
service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log types and subtypes in Advanced
Problem Determination for Communications.

Type Subtype
0022 0000xxxx

where xxxx is the request code.

If this information does not help you identify the source of the problem, refer to
“Before you call or mail information to IBM” that follows.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (\/) next to MSG for question B, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0292C The connection for SDLC adapter nn was not established.
Originator: Synchronous Data Link Control (SDLC) DLC

Message Cause: The communication link was not established within the data set
ready timeout period.

This may have happened because the telephone number was either not correct or not
dialed in time, a busy signal was received, a critical computer line was down, or a
configuration error occurred.

User Action: Ensure that the correct telephone number was dialed. If the number
was correct, but more time is needed to dial, reconfigure to increase the data set
ready timeout period, or contact your system administrator.

If the connection is not established, ensure that the communication lines are
operating. Then restart the SDLC link for this adapter and redial the telephone
number when prompted.

If the problem persists, note the time, date, and identification number of this
message; then contact your service coordinator.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (®)). These are not
sequential steps. Perform the second action only if the first one does not resolve or

identify the source of the problem. Likewise, the third bulleted action is necessary

only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-46.

* Check modem status and related settings in associated configuration files.

One possible cause of this problem is a mistake in a configuration file. Refer to
documentation for the modems being used and ensure that settings are correct
for the type of desired usage. Contact the personnel at the remote node and
ensure that their configuration matches the user’s configuration.

If this does not resolve the problem, continue as follows.
¢ Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.
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¢ Complete a trace and dump.

The following table contains the trace and dump selections most likely to help
identify the source of the problem.

1. Refer to the steps provided in “Tools for Advanced Problem Determination
of Communications” on page 3-41.

Related Trace APPC API, SDLC Data, and system events 01 and 11
Selections

Related Dump Component 10
Selection

2. After completing this procedure:

~ Refer to Advanced Problem Determination for Communications for
explanatory information.

or

— If you or your application programming personnel do not understand
the trace and dump information, read the information that follows.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0316C LAN support cannot be started due to a lobe cable problem on IBM
Token-Ring adapter nn.

Originator: LAN Data Link Control IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter detected a problem on
your local lobe between the adapter and the multistation access unit (MSAU).

User Action: Exit Communications Manager.

Check and secure all cable connections between your adapter and the (MSAU).
Correct any related problems and retry the operation.

If there are no related problems, refer to the Guide to Operations that was shipped
with your adapter to run adapter diagnostics. Correct any related problems, then
retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing. this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0317C LAN support has stopped for IBM Token-Ring adapter nn due to an
adapter error.

Originator: LAN Data Link Control IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter detected a hardware or
microcode error.

User Action: Exit Communications Manager.

Refer to the Guide to Operations that was shipped with your adapter to run adapter
diagnostics. Correct any related problems, then retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0318C A remote request has caused your adapter to be removed from the LAN.
Adapter nn has been closed.

Originator: LAN Data Link Control IBMTRNET)

Message Cause: An action has been taken which caused the LAN adapter to be
removed. All links on this adapter are lost.

User Action: Note the time, date and identification number of this message; then
contact your service coordinator.

Network Administrator: Exit Communications Manager.

Determine the reason for the remove command. Correct the problem and retry the
operation.

If the problem persists, note the time, date, and identification number of this
message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0320C LAN support cannot be started for IBM Token-Ring adapter nn due to a
critical network error.

Originator: LAN Data Link Control IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter detected a beaconing
condition on the ring while trying to enter into the network.

User Action: - Exit Communications Manager.

Refer to the Guide to Operations that was shipped with your adapter to run adapter
diagnostics. Correct any related problems, then retry the operation.

Note: This problem may be caused by your adapter speed being different than the
speed at which the LAN is running.

ACSLAN.LOG will log the speed that your adapter is set to run.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in. Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the.
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display. Criteria menu.

Additional information regarding beaconing can be found in the IBM Token-Ring
Network Problem Determination Guide.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM- using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0322C IBM Token-Ring LAN access was denied for adapter nn as a result of a
remove command.

Originator: LAN Data Link Control (IBMTRNET)

Message Cause: While attempting to insert into the ring, a command was received
forcing this adapter to remove from the ring.

User Action: Note the time, date, and identification number of this message; then
contact your Network Administrator. Associated error log entries may have been
logged at the same time and date as this message.

Network Administrator: Determine the reason for the remove command. Correct
the problem and retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type | Subtype
0017 | 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding beaconing can be found in the IBM Token-Ring
Network Problem Determination Guide.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0323C Adapter nn cannot access the IBM Token-Ring LAN due to an error
during open: type: nn.

Originator: LAN Data Link Control (IBMTRNET)

Message Cause: While trying to open the IBM Token-Ring Network adapter, an
error was detected. This error may have been caused by a signal loss, the insertion
timer expiring, a ring failure, or a parameter request.

User Action: If the problem persists or there were no related problems, note the
time, date, and identification number of this message; then contact your service
coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information can be found in the IBM Token-Ring Network Problem
Determination Guide.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0324C LAN support has stopped for IBM Token-Ring adapter »n due to a lobe
cable problem.

Originator: LAN Data Link Control (IBMTRNET)
Message Cause: The IBM Token-Ring Network adapter detected a lobe wire fault.
User Action: Exit Communications Manager.

Check and secure all cable connections between your adapter and the multistation
access unit (MSAU). Correct any related problems and retry the operation.

If there are no related problems, refer to the Guide to Operations that was shipped
with your adapter to run adapter diagnostics. Correct any related problems and
retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information can be found in the IBM Token-Ring Network Problem
Determination Guide.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM..”
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ACS0325C LAN support has stopped for IBM Token-Ring adapter nn due to a
hardware error.

Originator: LAN Data Link Control (IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter detected that it has a
hardware problem. This caused the adapter to close and remove itself from the
LAN.

User Action: Exit Communications Manager.

Check and secure all cable connections between your adapter and the multistation
access unit (MSAU). Correct any related problems and retry the operation.

If there are no related problems, refer to the Guide to Operations that was shipped
with your adapter to run adapter diagnostics. Correct any related problems and
retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information can be found in the IBM Token-Ring Network Problem
Determination Guide.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question BI, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.” :
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ACS0326C LAN support has stopped for IBM Token-Ring adapter nn due to the
receipt of a remove command.

Originator: LAN Data Link Control (IBMTRNET)

Message Cause: A command was received forcing this adapter to remove itself from
the ring.

User Action: Note the time, date, and identification number of this message; then
contact your Network Administrator. Associated error log entries may have been
logged at the same time and date as this message..

Network Administrator: Determine the reason for the remove command. Correct
the problem and retry the operation.

1If the problem persists, note the time, date, and identification number of this
message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced.
Problem Determination for Communications.

Type | Subtype
0017 | 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information can be found in the JBM Token-Ring Network Problem
Determination Guide.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (\/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space.provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when-the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0327C LAN support has stopped for IBM Teken-Ring adapter nn due to a critical
network error.

Originator: LAN Data Link Control IBMTRNET)

Message Cause: A problem with the IBM Token-Ring Network caused beaconing
to continue beyond the time allotted for Automatic Recovery Process, indicating that
the ring cannot recover without physical intervention. Because the failing adapter
could not be isolated, all adapters on the ring have been closed.

User Action: Note the time, date, and identification number of this message; then
contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding beaconing can be found in the IBM Token-Ring
Network Problem Determination Guide.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0328C LAN support cannot be started due to a hardware error on the IBM PC
Network adapter nn.

Originator: LAN Data Link Control (IBMPCNET)

Message Cause: The IBM PC Network adapter failed to detect its own carrier
signal while attempting to enter into the network.

User Action: Exit Communications Manager.

Check and secure all cable connections between your adapter and the IBM PC
Network LAN. For baseband, check that the wrap plug has not been removed.
Correct any related problems and retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding Advanced Adapter Diagnostics can be found in
the IBM PC Network Hardware Maintenance and Service Manual.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0330C IBM PC Network access was denied for adapter nrn as a result of a remove
command.

Originator: LAN Data Link Control IBMPCNET)

Message Cause: While attempting to.insert into the LAN, a command was received
forcing this adapter to.remove itself from the LAN.

User Action: Note the time, date, and identification number of this message; then
contact your Network Administrator. Associated error log entries may have been
logged at the same time and date as this message.

Network Administrator: Determine the reason for the remove command. Correct
the problem and retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review-information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding beaconing can be found in the IBM Token-Ring
Network Problem Determination Guide.

Before you call or mail information to IBM:

1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0331C Adapter nn cannot access the IBM PC Network due to an error during
open: type hh.
Originator: LAN Data Link Control IBMPCNET)

Message Cause: The IBM PC Network adapter detected an error while trying to
insert into the network.

User Action: Exit Communications Manager.

Check and secure all cable connections between your adapter and the IBM PC
Network LAN. Correct any related problems and retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding Advanced Adapter Diagnostics can be found in
the IBM PC Network Hardware Maintenance and Service Manual.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0332C A hardware error occurred on IBM PC Network nn.
Originator: LAN Data Link Control (IBMPCNET)

Message Cause: The IBM PC Network adapter detected a hardware error with your
adapter.

User Action: Exit Communications Manager.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type | Subtype
0017 | 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding Advanced Adapter Diagnostics can be found in
the IBM PC Network Hardware Maintenance and Service Manual.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0333C LAN support has stopped for IBM PC Network adapter nn due to a
critical network error.

Originator: LAN Data Link Control (IBMPCNET)

Message Cause: A problem on the IBM PC Network caused a continuous carrier
condition beyond the allotted time for Automatic Recovery Process, indicating that
the network cannot recover without physical intervention.

User Action: If the problem persists or there were no related problems, note the
time, date, and identification number of this message; then contact your service
coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems™ on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding the continuous carrier condition can be found in
the IBM PC Network Hardware Maintenance and Service Manual.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0334C An error has occurred on the IBM PC Network. Adapter nn has been
' closed.

Originator: LAN Data Link Control IBMPCNET)

Message Cause: The IBM PC Network adapter failed to detect a carrier signal on
the LAN. As a result, LAN communications has ended.

User Action: Exit Communications Manager.

Check and secure all cable connections between your adapter and the LAN. Correct
any related problems and retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding Advanced Adapter Diagnostics can be found in
the IBM PC Network Hardware Maintenance and Service Manual.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.” .
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ACS0335C LAN support has stopped for IBM PC Network adapter nn due to a
hardware error.

Originator: LAN Data Link Control IBMPCNET)

Message Cause: A continuous carrier condition occurred on the IBM PC Network
and the problem has been isolated to this adapter. This condition has continued
beyond the allotted time indicating that physical intervention is required.

User Action: Exit Communications Manager.

Check and secure all cable connections between your adapter and the IBM PC
Network LAN. Correct any related problems and retry the operation.

If the problem persists or there were no related problems, note the time, date, and
identification number of this message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Additional information regarding the continuous carrier condition may be found in
the IBM PC Network Hardware Maintenance and Service Manual.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric - message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0372W 3270 terminal emulation detected an error while using the 3270 DFT
device driver.

Originator: 3270 Terminal Emulation (3270EM)
Message Cause: The DFTDD.SYS file has been damaged.

User Action: Exit Communications Manager. Copy the DFTDD.SYS file from a
backup diskette and retry. If you do not have a backup, obtain a copy from the
user’s system administrator. Then restart Communications Manager and retry the
operation.

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: Contact the user’s system administrator to determine if
the DFTDD.SYS file on the user’s system is valid. If it is not, obtain a copy from
the system administrator and restore it on the user’s system. If, after restoring the
DFTDD.SYS file, the problem persists, refer to the following procedure.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem:
a. Include in the description of the problem (Part B, question 2):
* Any message identification numbers that are displayed on the screen

* The names of any other programs that were active when the problem
occurred.

b. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: DFTDD.SYS, message log, error log,
CONFIG.SYS, the Communications Manager configuration file being used, and
all trace and dump files (if available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0392C Adapter address in IEEE LAN 802.2 and Destination address in partner
LU xxxxxxxx for adapter nn conflict.

Originator: 3270 Terminal Emulation (3270EM)

Message Cause: The user configured the same address in both the referenced
Partner LU and the LAN IEEE 802.2 profiles for the specified adapter.

User Action: Change one of the profiles and reverify before starting
Communications Manager.

Associated error log entries may have been logged at the same time and date as this
message.

If the problem persists, note the time, date, originator, and identification number of
this message; then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem:
a. Include in the description of the problem (Part B, question 2):
¢ Any message identification numbers that are displayed on the screen

¢ The names of any other programs that were active when the problem
occurred.

b. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS, the
Communications Manager configuration file being used, and all trace and dump
files (if available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0416C A system error has been detected by'a Communications Manager function.
Originator: Problem Determination (RAS)
Message Cause: Communications Manager detected a system error.

User Action: Note the time, date, originator, and identification number of this
message; then contact your service coordinator. -

Associated error log entries may have been logged at the same time and date as this
message.

Service Coordinator Action: There is more than one possible cause of this problem.
Different actions follow (each action is distinguished by a bullet (¢)). These are not
sequential steps. Perform the second action only if the first one does not resolve or
identify the source of the problem. Likewise, the third bulleted action is necessary
only if the second action does not resolve the problem.

Also, these actions are presented in an order of least to most difficult. If, at any
point, you or your application programming personnel do not understand a
procedure, or data generated by a procedure, refer to “Before you call or mail
information to IBM” on page B-67.

¢ Obtain a copy of the user’s message log and error log files.

Check the message log for related messages. If the information contained in
related Help panels does not lead to a resolution of the problem, note the time,
date, identification number of the messages..

¢ Review the information provided by the VIEWLOG command.

Ensure that all of the necessary features are installed. If they are not installed,
install Communications Manager again.

¢ Review information asseciated with error log entries.

Refer to information for the following error log types and subtypes in Advanced
Problem Determination for Communications.

Type Subtype

0017 00000002
0022 0000xxxx where xxxx is the request code.

If this information does.not help you identify the source of the problem, refer to
the directions that follow.

Directions for accessing the.error log are provided in “Using Error Log Services
for Communications Problems” on page 3-23. These error entries should be
made at the same time the message is displayed or logged, so specify the time
and date associated with this message when completing the Error Log Display
Criteria menu.

o Refer to “Describing a Software Problem” on page 2-5.

e Write the information you gather and any other pertinent information on the
Problem Report Form under “Problem Description” or other appropriate headings
as directed.
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If, after following the path in Chapter 2 for software problems, the source of the
problem and a solution are still not apparent, refer to the following procedures.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question BI, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

c. Answer all questions under Part D: Host Computer and Network
Information on page J-9.

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0447W The following file was not found: xxxxxxxx.PAN
Originator: EZVU Mount Panel

Message Cause: A panel is missing. Either configuration was selected and is not
installed, or a Communications Manager panel is missing.

User Action: If the configuration function is not installed, the missing file is
RCDAAADY.PAN. To access the panel, do the following:

¢ Exit Communications Manager, if necessary.
¢ Reinstall Communications Manager.

Note: When reinstalling Communications Manager, do not run
CMDELCFG.CMD. This command file deletes the configuration function from
your fixed disk.

If the file name is not RCDAAADY.PAN, or if the configuration function is
installed, do the following:

¢ Exit Communications Manager, if necessary.
¢ FErase all .LIB files in the Communications Manager directory (c: cmlib).
¢ Reinstall Communications Manager.

If the problem persists, note the time, date, and identification number of this
message; then contact your service coordinator.

Service Coordinator Action: Review information associated with error log entries.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0448C A timeout on LAN adapter nn occurred for remote address
XXXXXXXXXXXX.

Originator: LAN Data Link Control (IBMPCNET, IBMTRNET)

Message Cause: A link was lost because the remote station is not responding. A
protocol timer on the reporting adapter has expired, causing the remote station to be
polled. The remote station does not respond to the poll.

User Action: Note the time, date, and identification number of this message, then
contact the personnel at the remote station or report this problem to your LAN
personnel.

LAN Personnel Action:
The remote station personnel may wish to:

1. Check and secure all cable connections between the remote station and the
LAN. Correct any related problems, then retry the operation.

2. If there were no related problems, check the power to the remote station.
Correct any related problems, then retry the operation.

3. If there were no related problems, or the problem still persists, for IBM
Token-Ring adapters, refer to the Guide to Operations to run adapter
diagnostics. Correct any related problems, then retry the operation.

For IBM PC Network adapters, contact your service coordinator.

4. If there were no related problems, or the problem still persists, contact your
system administrator.

System Administrator Action:
Access the LAN feature profiles:

1. Increase the Group 1 response timer (T1) in the IEEE 802.2 profile for the type
of adapter installed, or decrease the Receive window count in the DLC profiles
under SNA feature profiles.

2. Run Verify.

3. After Verify has successfully completed, exit Communications Manager and
retry the operation.

Note: Before altering timer values, please read the corresponding adapter card
Technical Reference for a complete understanding of the implications.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.
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Additional information regarding the Advanced Adapter Diagnostics can be found
in the IBM PC Network Hardware Maintenance and Service Manual.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0455C A system error occurred. LAN processing has ended.
Originator: - LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: An error occurred during an OS/2 call to a device driver system
service (device help routine).

User Action:
1. Retry the operation.

2. If the problem persists, note the identification number of this message and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only. on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question-2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0456C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications,
adapter diagnostics failed.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

¢ For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question .2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0457C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, ROM
(ROS) diagnostics failed.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the IBM PC Network Hardware Maintenance and Service Manual
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

¢ For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0458C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, shared
RAM diagnostics failed.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to.run adapter diagnostics. Correct any related problems and then retry the
-operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

¢ For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0459C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications,
processor instruction testing on this adapter failed.

User Action:
e For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problems still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

¢ For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0460C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, the
adapter encountered a processor interrupt failure.

User Action:
¢ For IBM Token-Ring Network adapters:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, note the
identification number of this message and then contact your service
coordinator.

¢ For IBM PC Network adapters, contact your service coordinator.
Service Coordinator Action: Refer to the following procedure.
‘Before you call or mail information to IBM:

1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0461C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, shared
RAM interface register diagnostics on this adapter failed.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

e For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0462C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications,
protocol handler diagnostics on this adapter failed.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

e For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1 and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0463C Adapter initialization failed.
Originator: LAN Device Driver (IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, the
programmable timer for the PC failed.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

¢ For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
-contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only.on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0464C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, writing
to shared RAM failed.

User Action:
e For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

¢ For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0465C Adapter initialization failed.
Originator: LAN Device Driver IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, the
shared RAM write-only area on this adapter indicated an error.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

e For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0466C Adapter initialization failed..
Originator: LAN Device Driver (IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, the
shared RAM write-only area on this adapter failed to indicate an error.

User Action:
¢ For.an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.-

¢ For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure. .
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (\/) next to MSG for question Bl and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0467C Adapter initialization failed.
Originator: LAN Device Driver (IBMPCNET, IBMTRNET)

Message Cause: While preparing your adapter for network communications, a timer
expired on this adapter.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and then retry the
operation.

2. If there were no related problems or the problem still persists, print or save
the ACSLAN.LOG and then contact your service coordinator.

¢ For an IBM PC Network adapter, print or save the ACSLAN.LOG and then
contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0474C Adapter initialization failed.
Originator: LAN Device Driver IBMTRNET)

Message Cause: While preparing your adapter for network communications, an
unexpected bring-up code during adapter initialization occurred.

User Action:
1. Retry the operation.

2. If the problem persists, refer to the Guide to Operations that was shipped with
your LAN adapter to run adapter diagnostics. Correct any related problems
and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0475C An open error occurred.
Originator: LAN Device Driver (IBMTRNET)
Message Cause: The adapter failed to open due to a process timeout.
User Action:
1. Retry the operation.

2. If the problem persists, refer to the Guide to Operations that was shipped with
your LAN adapter to run adapter diagnostics. Correct any related problems
and then retry the operation.

3. If there were no related problems, or the problem still persists, print or save the
ACSLAN.LOG and contact your service coordinator.

Service Coordinator Action: Analyze the network traffic to determine the possible
cause of the process timeout. If the problem persists, refer to the following
procedure.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1 and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF) .

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0476C An open error occurred.
Originator: LAN Device Driver IBMTRNET)

Message Cause: While preparing your adapter for network communications, the
adapter failed to open.

User Action:
1. Retry the operation.

2. If the problem persists, refer to the Guide to Operations that was shipped with
your LAN adapter to run adapter diagnostics. Correct any related problems and
then retry the operation.

3. If there were no related problems, or the problem still persists, print or save the
ACSLAN.LOG and contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1 and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF)

b. Note any other programs that were active when the problem occurred (Part
B, question 2). ’

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files Gf
available).

'3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0478C A system error occurred. LAN processing has ended.
Originator: LAN Device Driver IBMTRNET)

Message Cause: An unexpected error occurred on an OS/2 call in the dynamic link
routine.

User. Action:
1. Retry the operation.

2. If the problem persists, print or save the ACSLAN.LOG file and contact your
service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (\/ ) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy. the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0479C Both LAN adapters are set to primary. Reset one to secondary.
Originator: LAN Device Driver IBMTRNET)

Message Cause: Two LAN adapters are installed in your workstation, and both are
set to primary.

User Action: Note the identification number of this message and then contact your
service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”

B-88 Problem Determination Guide for the Service Coordinator



ACS Messages

ACS0480C Both LAN adapters are set to secondary. Reset one to primary.
Originator: LAN Device Driver IBMTRNET)

Message Cause: Two LAN adapters are installed in your workstation, and both are
set to secondary.

User Action: Note the identification number of this message and then contact your
service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0482C An open error occurred during the lobe media test phase.
-Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter detected a problem on
your local lobe between the adapter and the multistation access unit (MSAU).

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and retry the
operation.

2. If there were no related problems, refer to the Guide to Operations that was
-shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems, or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to.diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0483C An open error occurred during the physical insertion phase.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered one of the
following open errors while trying to insert into the LAN:

¢ Ring failure

¢ Ring beaconing
¢ Timeout.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, then print or save
the ACSLAN.LOG and contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0484C An open error occurred during the address verification phase.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered one of the
following open errors during the address verification phase of the adapter open
process:

Signal loss

Timeout

Ring failure

Ring beaconing

Duplicate node

Remove command received.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0485C An open error occurred during the roll call poll.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered one of the
following open errors during the roll call poll phase of the adapter open process:

¢ Signal loss

¢ Timeout

e Ring failure

¢ Ring beaconing

¢ Remove command received.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0486C An open error occurred during the request parameter phase.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered one of the
following open errors during the request parameter phase of the adapter open
process:

Signal loss

Timeout

Ring failure

Ring beaconing

Parameter request

Remove command received.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0487C The open error type is Function failure.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered a lobe media
Function failure while trying to open the adapter.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on.the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0488C The open error type is Signal loss.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered a signal loss
error while trying to open the adapter.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, then print or save
the ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0489C The open error type is Wire fault.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered a wire fault
while trying to open the adapter.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0490C The open error type is Frequency error.
Originator:. LAN Device Driver (IBMTRNET)

Message Cause: - The IBM Token-Ring Network adapter encountered a frequency
error while trying to open the adapter.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run.adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG, then contact your. service coordinator.

Service Coordinator Action:. Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B, write the 8-digit -
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and-all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0491C The open error type is Timeout.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered an insertion
timer expiration while trying to open the adapter. This indicates that the ring may be
congested, experiencing a high bit-error rate or losing an- abnormally high number of
tokens or frames.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0492C The open error type is Ring failure.
Originator: LAN Device Driver (IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter encountered a ring failure
while trying to open the adapter.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG, then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0493C The open error type is Ring beaconing.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter has either detected a
monitor contention failure or received a beacon frame from the ring while trying to
open the adapter.

User Action:

1. Check and secure all cable connections between your adapter and the
multistation access unit (MSAU). Correct any related problems and then retry
the operation.

2. If there were no related problems, refer to the Guide to Operations that was
shipped with your LAN adapter to run adapter diagnostics. Correct any related
problems and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG, then contact your service coordinator.

Note: This problem may be caused by your adapter speed (4Mps/16Mps) being
different from the speed at which the LAN is running.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.” '
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ACS0495C The open error type is Parameter request.
Originator: LAN Device Driver IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter detected a parameter
request error while trying to open the adapter.

User Action:
1. Retry the operation.

2. If the problem persists, refer to the Guide to Operations that was shipped with
your LAN adapter to run adapter diagnostics. Correct any related problems
and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0497C The open error type is IMPL force received.
Originator: LAN Device Driver (IBMTRNET)

Message Cause: The IBM Token-Ring Network adapter detected received an IMPL
force while trying to open the adapter.

User Action:
1. Retry the operation.

2. If the problem persists, refer to the Guide to Operations that was shipped with
your LAN adapter to run adapter diagnostics. Correct any related problems
and then retry the operation.

3. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG and then contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem.occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0498C The open error type is No carrier.
Originator: LAN Device Driver IBMPCNET)

Message Cause: While preparing your adapter for network communications, the
IBM PC Network adapter failed to detect its own carrier signal.

User Action:

1. Check and secure all cable connections between your adapter and the IBM PC
Network LAN. For baseband, check that the wrap plug has not been removed.
Correct any related problems and restart your system.

2. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG file and contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0499C The open error type is Continuous carrier.
Originator: LAN Device Driver (IBMPCNET)

Message Cause: While preparing your adapter for network communications, the
IBM PC Network adapter detected a continuous carrier condition on the network.

User Action:

1. Check and secure all cable connections between your adapter and the IBM PC
Network LAN. Correct any related problems and restart your system.

2. If there were no related problems or the problem still persists, print or save the
ACSLAN.LOG file and contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace anddump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0500C The open error type is Unable to transmit.
Originator: . LAN Device Driver IBMPCNET)

Message Cause: The IBM PC Network adapter failed to transmit a frame due to
network congestion.

User Action:

1. Check and secure all cable connections between your adapter and the IBM PC
Network LAN. For baseband, check that the wrap plug has not been removed.
Correct any related problems and then retry the operation.

2. If the problem persists, print or save the ACSLAN.LOG and contact your
service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1 and write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
‘Communications Manager configuration file, and all trace and. dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0501C An IBM PC Network error has occurred: xxxxxxxx. Note the error type
and identification number of this message.

Originator: LAN Device Driver IBMPCNET)

Message Cause: While preparing your adapter for network communications, an
error of the type displayed occurred on your IBM PC Network adapter.

User Action:
1. Retry the operation.

2. If the problem persists, refer to the IBM PC Network Hardware Maintenance
and Service Manual to run adapter diagnostics. Correct any related problems
and then retry the operation.

3. If there were no related problems or if the problem persists, print or save the
ACSLAN.LOG and contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files Gf
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0502C An IBM PC Network adapter is not properly installed.
Originator: LAN Device Driver (IBMPCNET)

Message Cause: An IBM PC Network adapter has not been installed or has not
been installed properly.

User Action:
1. Retry the operation.

2. If the problem persists, print or save the ACSLAN.LOG and contact your
service coordinator.

Service Coordinator Action: Check to see that the adapter is seated properly and
that the switch settings are correct.

If the problem persists, refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0508C The PCROS/MMIO switches are set incorrectly. Reset the switch on one
of the adapters.

Originator: LAN Device Driver IBMPCNET)

Message Cause: Adapters 1 and 0 have a memory mapped input output (MMIO)
conflict with each other.

User Action: Note the identification number of this message and then contact your
service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACSO0510W Retry. If necessary, run the diagnestics for the IBM PC Network
adapter. If the problem persists, contact your service coordinator.

Originator: LAN Device Driver IBMPCNET)

Message Cause: While preparing your adapter for network communications, an
error occurred that may be recoverable.

User Action:
1. Retry the operation.

2. If the problem persists, refer to the IBM PC Network Hardware Maintenance
and Service Manual to run adapter diagnostics. Correct any related problems
and then retry the operation.

3. If there were no related problems or if the problem persists, print or save the
ACSLAN.LOG and contact your service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0518W Contact your LAN personnel to have the network serviced.
Originator: LAN Device Driver IBMPCNET)

Message Cause: While preparing your adapter for network communications, an
error occurred that may be recoverable.

User Action:
1. Refer to the corresponding error messages logged along with this message.

2. If the problem persists, print or save the ACSLAN.LOG and contact your
service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0540C Either the LAN adapter is not installed or the LAN device driver is not
loaded. NETBIOS has ended.

Originator: LAN Device Driver (NETBIOS)

Message Cause: Either the adapter is not installed or the device driver for
ETHERAND, IBM PC Network, or IBM Token-Ring Network is not loaded.

User Action:
Note the identification number of this message and contact your service coordinator.
Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”

B-112 Problem Determination Guide for the Service Coordinator



ACS Messages

ACS0541C A system error occurred. NETBIOS processing has ended.
Originator: LAN Device Driver (NETBIOS)
Message Cause: An OS/2 error was encountered during the NETBIOS load process.
User Action:
1. Retry the operation.

2. If the problem persists, print or save the ACSLAN.LOG and contact your
service coordinator.

Service Coordinator Action: Refer to the following procedure.
Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (,/) next to MSG for question Bl, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0561C A LAN frame from local adapter »n caused a link failure at remote
address XxXxXxXxXxXxxxxxx.

Originator: LAN Data Link Control IBMPCNET, IBMTRNET)

Message Cause: A frame that is either unsupported or not valid was sent by this
adapter resulting in the remote station returning a frame reject.

User Action:
¢ For an IBM Token-Ring Network adapter:

1. Refer to the Guide to Operations that was shipped with your LAN adapter
to run adapter diagnostics. Correct any related problems and:then retry the
operation.

2. If there were no related problems or the problem still persists, contact your
service coordinator.

¢ For an IBM PC Network adapter, contact your service coordinator.
Service Coordinator Action: Review information associated with error log entries.

Directions for accessing the error log are provided in “Using Error Log Services for
Communications Problems” on page 3-23. These error entries should be made at
the same time the message is displayed. or logged, so specify the time and date
associated with this message when completing the Error Log Display Criteria menu.

Before you call or mail information to IBM:
1. Complete the Problem Report Form describing this problem; be sure to:

a. Place a check mark (/) next to MSG for question B1, write the 8-digit
alphanumeric message identification number in the space provided, and
write the name of the originator of this preceding message (write the
abbreviation only on the PRF).

b. Note any other programs that were active when the problem occurred (Part
B, question 2).

2. Copy the following files to diskettes: message log, error log, CONFIG.SYS,
Communications Manager configuration file, and all trace and dump files (if
available).

3. Contact IBM using the procedures described in Chapter 4, “When and How to
Contact IBM.”
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ACS0562C Remote address xxxxxxxxxxxx failed to connect with local LAN adapter
nn.

Originator: LAN Data Link Control IBMTRNET)
Message Cause: The expected response was not received from the remote address.

User Action: Note the time, date, and identification number of this message, then
contact the personnel at the remote station or report this problem to your LAN
personnel.

LAN Personnel Action:
The remote station personnel may wish to:

1. Check and secure all cable connections between the remote station and the
LAN. Correct any related problems, then retry the operation.

2. If there were no related problems, check the power to the remote station.
Correct any related problems, then retry the operation.

3. If there were no related problems or the problem still persists, for IBM
Token-Ring adapters, refer to the IBM Guide to Operations that was shipped
with the adapter to run adapter diagnostics. Correct any related problems, then
retry the operation.

4. If there were no related problems or the problem still persists, contact your
service coordinator.

Service Coordinator Action: Review information associated with error log entries.

Refer to information for the following error log type and subtype in Advanced
Problem Determination for Communications.

Type Subtype
0017 00000002

If this information does not help you identify the source of the problem, refer to the
directions that follow.

Directions for accessing the error log are provided in “Using Error Log Services for
