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BIRD BUFFER CONFIGURATION - SINGLE

ITEM 'NO, EACH, BBTOTAL SYSTEM SUBTOTAL

160A Main Frame 1 2250 2250
166-2 Printers | 4 690 2760
169-2 Memory (16K) 1 2000 2000
167 Card Reader 1 480 460
603 Tape Drives | 4 550 | 2200
161 On-Line Typewriter 1 262 262
(;i 162-3 Data Synchronizer 1 600 . 600

Cost per Single BB 10532 * 94, 788

| Computer (Each 10532) ** 264, 028

SUB

STC BLACK ROOM CONFIGURATION -'160A 160A SYSTEM TOTAL
'~ USED FOR CLASSIFIED PROJECT

*8, 000
Approx.
8, 000 *k 272,028
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AFSSD has asked if IBM can provide (4) 2250's, Mod. 1

or Mod. .2, for use at the Satellite T, st Center. They

have also asked if IBM can provide an interface box to
interface the 2250 to the CDC 160A. Delivery is required

as soon as possible. DP Scheculing has indicated that a 2250
Mod. 1 may be available between March 15 and April 1, 1968,
FSD has developed a ball park price to the customer for the

interface box as follows:

Quantity of 1 $35, 000
Cuantity of 10 $12, 000
‘Quantity of 40 $ 8,000

FSD is trying to trim their schedule to meet the 2250
schedule.
Customer wants all equipment GSA but will probably

accept purchase of the interface box. .

Section 3. 3.2 ‘ Page C.1/1
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PRELIMINARY BRIEF OF EXPECTED RFP FROM AFSSD FOR

THE BIRD BUFFER SUBSYSTEM

PART I, Hardware Configuration and Operational Control

For design purposes, it can be assumed that the primary reason for
updating the bird buffer subsystem is to reduce the scope of manual
control over data flow between the STC and the RTS and to facilitate
and expedite the issuance of non-programmed commands from the STC

to the RTS and the orbiting vehicle.

The present bird buffer sﬁbsystem (hereafter call the multiprocessing
subsyétem - See Attachment I) will be repla;:edvby a multiprocessin‘g
system (See Attachment II) with shared memory. Memory protect will
be reqﬁired in order to vpre.vent the destruction of secure data in storage
due to programming errors ahd to prevent compromising classified
information contained the in the data. The multiprocessing system
will operate ﬁnder Executive Monitor (EM ) control with the EM routing

data to specified locations in core. The core lock-out feature will

prevent storage from being addressed in unauthorized (secured)locations.

Control of the STC data handling system will be centered in the multi-

processing subsystem. Although manual overrides will be provided,

Section 3. 3. 2 ‘ | Page C.2/1
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' (1
all instructions issued to the off-line computers ? the RTS
computers, and the orbiting vehicle, will pass through and be under

the management of the EM of the multiprocessing subsystem.

Data channels from the remote sites will feed directly intQ the pro-
cessing units under EM control without passing through a Computer
Communications Converter '{-CCC) or switching unit. The functions
presently performed by the CCC and switching unit will be performed

by the CPU's under EM control., Core-to-core transfer of data

between the multiprocessing subsystem and the off-line computers

will be provided in order to utilize the off-line comz;uting capabilities
during mission operations. The off-line computers primarily determine
orbit parameter changes, vehicle command loads, and telemetry
processing mode tables, basea upon predicted latest actual data received
from the RTS's. 'Keys' (Codes - either man.ual or programmed) can be
maintained in the multiprocessing subsystem EM to allow off-line
computer access to‘ information stored in locked out (secure) storage

if this information is necessary for computations.

The multiprocessing subsystem will assume more direct control over
the RTS/STC data flow than is presently being exercised by the bird
(1) NOTE: The off-line computers are those processors which
perform computational requirements which are considered non-real

iitne or non-pass mode oriented, These processors may or may not
be part of the multiprocessing subsystem, as the customer dictates.

Sectiop 3. 3.2 Page C. 2/2
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‘buffers. "The multiprocessing subsystem will operate a set of
diagnostic programs in the prepass mode to ascertain RTS operation-
al readiness and establish the ''real time near' condition. During pass
mode the multiprocessing subsystem will transmit all non-programmed
commard s and changes to telemetry processing modes, as well as
programmed instructions, through direct communication with the RTS

Computers.

Dwing mission operations, all instructions addressed to the multi-
processing subsystem will originate at the mission center, which will
have direct communication with the multiprocessing subsystem EM via

CRT-Keyboard devices.

The Mission Center displays will be driven directly by the multiprocessing
subsystem. The displays will be CRT alphanumeric and will have the
capability to present all data from the RTS's necessary for mission
control. The display capability will be such as to allow the selection of |

specific data for display which represent areas of immediate concern or

- areds which indicate a need for immediate change from normal operational

modes. Based upon displayed information, the mission director will be
able to issue instructions to the multiprocessing subsystem (through a

display console) for transmission to the RTS and hence to the orbiting

Section 3.3.2 Page C.2/3
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vehicle. The mission director will also be able to direct the off-line
computers; througﬁ the multiprocessor subsystem, to perform orbital
parazﬁeter updates, ephemeris chan‘ge's,‘ and processing mode changes in
conjunction with the commands recently issued to the orbiting vehicle
or the RTS Computers. In this manner, the mission éenter will be able
to maintain software configuratioﬁ control over the STC data handling

system.

Software configuration control at the RTS Computers will be maintained
by the multiproceésing subsystem at the STC, The EM in the multi-
processing subsystem will cor’xtain a job table which specifies software
configuration and processing priority at the RTS., This job table can be
updated in ''real time' by commands from the mission center display

console.

The multiprocessing subsystém will be fail-soft and provide a ''graceful
degradation' of mission processing in the event of equipment mal-
function. A voice net from the mission center to the RTS will be
provided for use in the event of '"graceful degradation' mode occurrance,
or in the neces‘si‘cy of manual override of procéssing modes during

normal operations.

The system willbe designed sothatall communications withthe RTS com-
puters and the off-line computers will pass through the multiprocessing
subsystem; however, a voice link will be maintained between the STC

and the RTS in the eventof equipment maulfunction at the STC.
Section 3. 3. 2 Page C.2/4
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SUMMARY

Features to be provided the STC data handling facility which are not

now available in the present bird buffer system.

1. The Bird buffer subsystem will be replaced

by a multiprocessing sysfem utilizing shared memory

with memory protect.

2. The multiprocessing subsystem will automatic-
ally ascertain the operational readiness of the remote
sites and maintain configuration control and processing

priority of the R’I‘Scomputer programs.

3. Switching hardware presently utilized at the bird
buffers will be deleted and the RTS data channels can
be selected by the EM of the multiprocessing system for

processing and/or storage.

4, The real-time multiprocessing subsystem CPU's
will have direct communication with the off-line CPU's
durix}g all phases of operations. If required, a method

will be pfovided to allow the off-line CPU'!s access to

Section 3.3. 2. DPage C. 2/5
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data stored in secure locations, under the scrutiny
of the executive monitor and/or a manual Control

Console.

5. All displays for the Mission Center (Mission
director station) will be directly driven by the real-

time multiprocessing subsystem CPU's.

6. The displays will be CRT-Alpha-numeric and
will display all information necessary for the system
controller to maintain control of all missions. Display
consoles and on-line keyboards will be provided for
direct communication back to the multiprocessing
subsystem. There I/O equipments will be utilized

by the system controller to issue non-programmed
Commands and processing mode changes through the
multiprocessing subsystem to the RTS Computers.
These instructions will be based upon decisions made

after viewing the CRT displayed information.

7. -~ The multiprocessing subsystem will be fail-soft
and provide a ''graceful degradation' of mission pro-

cessing in the event of equipment malfuhction. A voice

Section 3. 3.2 . , Page C. 2/6
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net from the mission center to the RTS will be provided for use in

the event of "graceful degradation'" mode occurrance.
g v g
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PROPOSED BIRD BUFT'ER SUBSYSTEM CONFIGURATION
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PRELIMINARY BRIEF OF EXPECTED RFP FROM AFSSD FOR

THE BIRD BUFFER SUBSYSTEM

PART II. Software

The programming éystem will be integrated for the new STC multiprocessing
subsystem (MPS), It will include an Executive Monitor, assembled library
routines, input/output control program (all peripherals including the 3600's),
a JOVIAL Compiler, an assembler and a loader. All multiprocessing sub-

system programs must operate under control of the Executive Monitor (EM).

0 Executive Monitor Characteristics

The EM will control operations on all multiprocessing
CPU's and will permit easy transition between STC modes
of operation by previously scheduled information and modes
of operation dictated by manual operator intervention,
Information on interrupted in-process jobs will be
preserved so that the processing may be completed at a
more propitious time. The EM should be designed so as

to guarantee the following:

a) Standard communications between the CPU's and

any operator-user.

b) Real-time access to the MPS library programs to

take full advantage of written, tested code.

Section 3. 3.2 Page C. 2/10
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¢) I/0O assignment tables with automatic handling
of hardware locations and flags associated with

traps, interrupts and special registers.

d) Standard linkage from object programs and
system programs to commonly used subroutines

within the EM,

e) Task assignment to available processors in
prioritized order, using a multi-processing

philosophy.

f) Provision of a job execution status report upon

request.

g) Standard job accounting and record keeping

routines for MPS operations.

h) Direct communication with the off-line 3600's in
order to utilize the additional computational

capabilities.

e Multiprocessor Characteristics

A multiplicity of program execution is . heduled by the EM
which also controls the time-sharing of I/O, memory, and

processors. This should be accomplished by use of a job

Section 3. 3. 2 Page C. 2/11
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table specifying a list of current programs and their
status, and a memory map specifying available, in

use, or unavailable (secured) areas. The EM will

also maintain tables containing file information and
control usage of each I/O device. Accordingly, a single
program should be able to be executed simultaneously by
the two processors utilizing different sets of data. The
total multiprocessing system should appears as one

computer to the programmer.

(, . . Compiler - EM Relationship

Whenever a program has been read into memory for
execution, specific program points should enable program
segments to operate in parallel. When these points are
reached, the EM is entered. The action of the EM at these
entrance point's depends on the type of executive call made.
The assembler or compiler must be able to accept the
imperative statements of the programmer which direct the
EM to a course of action and translate these statements into
entrance instructions forthe EM. In addition, the assembler

must construct all other entrance parameters and a job

table.
C

Section 3. 3. 2 Page C. 2/12
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Job Table
A Complete set of tables should be loaded by the EM
to guarantee that the monitor has knowledge of all

possible parallel processing at that moment.

System Design

Debugging on simulation tools must be available, as

well as the ability to run the program totally on one CPU,
The compiler should not demand that the task to be
performed is performed on multiple processors.
Scheduled tasks should be able to be changed in real-time.
New tasks should be able to be defined at any time.
Memory conflicts should be automatically solved Whén

CPU's are attempting to get to the same memory module.

Central I/O Control Program

Input and Output to the CPU's will be controlled by a
Central I/O control program (IOC) which is, of course,
controlled by the EM, The IOC will:

a) Control the reading/vvrifing of records

b) Provide for overlapping I/O reading, writing and

computing.

Page C.2/13
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c¢) Perform automatic blocking and deblocking of

disc file records.

d) Check reading and writing errors and correct
program corrigible errors. Error analysis should be
attempted in all cases.

e) Provide sequential and random processing of data
on the disc files.

f) Schedule the use of disc file arms including auto-
matic handling of arm failure

g) Alter 1/O unit assignments if necessary at execution
time by means of manual intervention.

h) Insure that MPS disk packs are properly formatted and
contain standard labels. Labels should be written upon
output and read on input.

i) Check/Process end-of-data file conditions.

j) Write recovery-flags to facilitate restart recovery.

The IOC will provide for standard operator program communications. It
must be accessed operationally by on-system programs by means of
appropriate assembler/ compiler MACROs. No program should be able

to initiate I/O directlt without the use of MACRO's. Execution of MACRO-
constructed instructions will necessitate entry to the Executive, and the

Executive will control and monitor the I0C,

Section 3. 3. 2 Page C. 2/14
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. Storage Protection

A storage protection feature shall be provieed to preserve
a program if another erroneously attempts to store over it,
whether the storage medium is core or disc. Storage
operations from either a CPU or Channel will be subject to
this feature.

Programs should be self-checking with program or machine
error producing a unique interrupt condition so that the

cause of the error may be easily ascertained.

Software must automatically initiate corrective action to the

fullest possible extent.
Examples of necessary and desirable interrupt conditions are as follows:

A. Internal (Processor Generated) Interrupts:
1) Tllegal instruction executed
2) Halt instruction executed
3) Arithmetic overflow
4) Real-time clock overflow
5) Attempt to write out of bounds
6) Parity error from memory

7) Interrupt a computer
8) Initiate I/O

9) Store interrupt mask register

Section 3. 3. 2 Page C.2/156
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with just one processor functioning., This requiremen . must specifically

guarantee that:

a) I/O activities can be initiated on any channel from any CPU,
b) The EM is not to be permanently associated with any of

CPU's, nor does it require the complete attention of a whole CPU,

c¢) CPU's must respond to all types of interrupts, including I/O
interrupts. To avoid duplicate handling of I/O interrupts, one CPU

could be designated to receive such interrupts at ¢ ny one time,.

( d) Programs must be capable to operate correctly on either CPU, or
if both are available. If a system component fails during task execution,
the EM must be ableto sense-the condition, reassign I/O units, and
continue operations. If necessary, it should be akle to take steps to

service tasks in a degraded mode,

In particular, it any CPU fails, thé EM must reassign its current task to oneof the
- other CPU's, Possible methods for notifying the CPU's that another has mal-
functioned might be:
1. A unique in}te:rrupt signal is generatéd, by a ﬁxlefunction which

»

interrupts the other CPU,S

C

"Section 3.3.2 Page C. 2/16
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C
2. The malfunction makes"; status register - aad: essable by one of the
other CPU!s and tested each time the EM is operatcd therein - to
change state.
NOTE: In either case, 'the EM when operated by the still-functioning CPU

should take note, institute recovery action, and output appropriate alarm

messages.

As mentioned earlier, the . CPU's must be able to reccive and act on I/O

interruptions, but only onec CPU is so designated at any one time. When the

LM schedules tasks to a CPU, or attempts to find tasks and fails, it deterriines
C which CPU has the lowest priority activity and selects that one to receive I/O

interruptions, until the next task assignment is considered. If a malfunction

occurs in the designated CPU, the EM should automatically switch I/O

interrupts to an operable CPU,

If component failure is so serious that full operation cannot continue, the
Execcutive must decide which ‘functions to perform and delete. It i_s ‘conceiva.ble

| that the type of failure-’would determine which tasks §vou1d be performed;
however, m general, ’selecti‘ng the tasks to .bé retained would be d.one:‘ 1) on
tﬁe basjs ovfhthe ‘prvedetérminye;c‘i priority associated with each task, or, 2)b : shift-
‘ing some of“;hé\f;a;sks néllmallyperformed atthe multiprocessing CPU to the off -line

O ~ " "computers, or, 3)

Séction 3.3.2 Page C. 2/17
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by a combination of 1) and 2),

Job Accounting

Standard job-accounting and record-keeping programs Will be provided.
The Executive will account for elapsed time on each CPU and on each
1/O device according to the Program (Satellite Project)office. The job
accounting code will be provided at the same time as the job request is
made. During vehicle-related activity, the vehicle number may serve to

correlate to the appropriate accounting code.

-~

Section 3. 3.2 Page C.2/18
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PRELIMINARY BRIEF OF EXPECTED RFP FROM AFSSD FOR

THE BIRD BUFFER SUBSYSTEM.

PART III - DISPLAY
The Mission Center isk currently the central control point at the STC, it
is in this center that the switches and displays used.to monitor the STC
data handling functions are located. This position is operationally manned
by six personnel during real time functions. Actions are initiated via
voice net to the Bird Buffer subsystem operators and, if necessary, to
the SDC operators at the remote tracking sites. The intent of the expected
( RFP will be to establish direct control of the Bird Buffer subsystem from
the display consoles in the Mission Center. Instructions to the remote
site computers will pass through the Bird Buffer subsystem and be under
control of the Executive Monitor. The voice net will be maintaiﬁed for

emergency communications.

OPERATIONS

A Station Control and Displayvconsole (SCDC) will replace the current
Migsion Center displays.' The SCDC configuration will consist of three
IBM 2250 Display and Input (DI) devices. The 2250's> will not be dedivcated
but wili be prbvided the capability for ''dialing' the information desired

for display.

Section 3. 3.2 Page C. 2/19
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The SCDC will enable the operators of the mission center to perform
the following functions:
1) Assess the mission need for particuar telemetryv
processing modes
2) Configure STC and RTS Computer programs to
accomplish the needs ekpressed in 1).
3) Control ell computer processing via the DI keyboard.
4) Monitor all computer-output data display, either in an
operational or diagnostic mode.
5) Provide real time data analysis and control.
6) Initiate non-programmed commands which are

necessitated due to real time conditions

UTILIZATION

Computer Control. Control of all computer operations may becontrolled

by the 2250 input keyboard, as well as the on-line typewriter. (At any

time, the 2250 operator can lock-out the on-line typewriter as an input

device to the eomputer).

L Display Mekeup. Dependlng on the type of processmg to be performed

. the CPU W111 generate dlsplay tables and input dr1vers The tables may

-.f‘be«ﬁlled thh overlay and/ or mission data, and can be selected a.t any ) |

Ltim»e by. any of the 2250 DI's. In effect, there is no dedicated _2250 DI

'HSectiori:'& 3.9 ) ' Page C. 2‘/20 .
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for any operation, and no concrete or unchangeable total display. The
operator can build and change the display in real time (within the
constraints of the current softwars system) to implement his real time

analyses of data and command control decision. Input drivers can be

called in real time if necessary to effect computer driven activities

(i. e. digital commanding).

Retention of Data. In addition to data display in real time, the 2250

operators will be able to retain summary information on the 2250's,
such as Commands transmitted during PASS, or issue instructions for

certain data to be retained "Hard Copy' on the shared on-line printer.

Fail Safe (abbreviated) Operation. In the event of failure of one 2250,

the remaining 2250 can support the complete station operation in an
abbreviated mode. Utilizing the table philosophy noted eariler, this

mode may not be a degraded one.

Lockout Feature. Utilizing the 2250 DI's and input driven methods out-

lined, it is impossible to initiate erroneous commands. Keyboard
inputs in the configuration and sequence outlined by the driver will be
the only ones accepted, thus preventing the transmission of erroneous

commands to the STC or RTS Computers.

 pasion-

The primary design principle employeci is to provide the ‘in_eanys to édapt

Sectitn<3.3.2 - | Page C. 2/21
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the various missions, or increased operational Command and Control
requirements through computer program software, rather than through
hardware modifications. Thus, with a sufficiency of computer programs
the Miission Center operations will be able to maintain real time mission

control.

A secondary principal employed is the retention of minimum analog and/or
non-computer driven displays to enable fail-safe'' station operation if

the entire data procesing system is unavailable, As the ''fail-soft"
reliability of the total IBM STC configuration is proven, all essential

functions of the SCDC could be moved to the 2250 DI's.

IMPLEMENTATION

Three 2250 model 2 display units will be located in the mission center.
The 2250's will connect to the MPS through a 2840 Display Control unit,
(see Attachment 1) . The 2840 offers an 8, 192 byte buffer in which to
store images for regeneration purposes. The use of the buffer allows the
display unit to operate concurrently with the MPS, freeing main

storage for other functions. The images are transferred from main
storage to the buffer only once, thus saving storage cycles and channel
time, The buffer is generally used with the character generator and
alphameric ‘1‘«:e‘yb0ard tb edit or assemble messages before the.y are

transferred to the main computer storage. The portion of buffer

‘storage to be used for any display unit is program-assignable and can

be varied in size under program control.

Section 3. 3. 2 : Page C.2/22
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The MPS Connection to the 2840 can be to either a multiplexor or
a selector channel. Attachment to the selector channel is preferable,

because of the higher data rates.

When the channel is polling for units having status information, the

2840 services the 2250, Mod. 2, units on a priority basis.

Section 3. 3. 2 Page C. 2/23
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2840

DISPLAY CONTROL

MULTIPROCESSING SUBSYSTEM

Section 3. 3. 2
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9020 SYSTEM BIRD BUFFER

Machine
Feature Description
7251-4 Storage Element~64KW-140K
7251-3 Storage Element~32KW-74K
7201-1 Computing Element-190K
7231-2 I/0 Control Element-211K
2911-x Switching Unit
2925-x Switching Unit
RPQ Include CCR's in 2925
2814-2 Display Switching Unit
2840-1 Display Control
3351 Display Multiplexor
1003 Absolute Vectors
1499 Buffer (Add'l 8K for 16K total)
2250-2 Display Unit
1001 Absolute Vectors
1245 Alphameric Keyboard
4875 Light Pen
5855 Prgmd Function Keyboard
2803-1 Mag. Tape Control
7125 7 Track Compatibility
6148 Remote Switch Attach
2401-2 Magnetic Tape Unit
2314-~2 Direct Access Storage
8170 Two Channel Switch
2821-1 Printer Control Unit
1990 Column Binary
1443-N1 Printer (240 LPM)
1403~N1 Printer (1100 LPM)
2540~-1 Card Read Punch
1052-7 Printer-Keyboard
7265-2 System Console
7289 Peripheral Adapter Unit
RPQ Binary Sync Data Adapter
RPQ TTY Adapter
RPQ 1052 Adapter
1827 Data Control Unit
3289 Dig=-AnaOut-Basic
3296 Dig Out Control
3295 Dig Out Adapter
3612 Eco Grp of 16 Pts
RPQ Voice Line Switch Box
RPQ Voice Line Adapter
Sec. 3.3.2
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Unit
Price MAC MAC Total
3,500 2 7,000 CPU's etc.
1,850 0 0 41,825
4,750 4 19,000 x 115%
5,275 3 15,825 48,098
800 6 4,800 Switching
1,500 1 1,500 Units
500 1 500 6,800
125 1 125 Displays
1,100 5 5,500
50 5 250
125 5 625
400 5 2,000
350 15 5,250
225 5 1,125
50 15 750
75 ) 375
100 5 500 16,500
650 2 1,300 Mag. Tape
50 2 100
n/c 2 0
485 6 2,910 4,310
3,500 3 10,500 Disk
140 3 420 10,920
970 2 1,940 Printers,
100 2 200 Readers,
875 4 3,500 Consoles
900 2 1,800
660 2 1,320
65 2 130
1,200 1 1,200 10,090
3,000 2 6,000 Comm.
100 4 2,400
100 8 800
100 1 100 9,300
190 1 190 Voice Line
70 1 70  Switching
15 1 15
15 3 45
20 10 200
300 1 300
20 60 1,200 __ 2,020

108,038
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UNIVAC COMPETITION FOR BIRD BUFFER
Equipment Priced is Rough Equivalent of
9020 Configuration on Page C.2/25 and 26

UNIVAC 494

The attached price list represents a UNIVAC 494 Multiprocessor
configuration. The 494 memory is limited to 5 ports which can
accommodate any combination of processors and/or I/O controllers.
Channels are standard with the processor but may be ignored in
favor of the 1/0 Controller. This configuration, therefore, repre-
sents a 3-processor, 2-controller configuration with sufficient

two-way switching on the I/0O components.

Section 3.3.2 Page C.2/27
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Storage:

Cycle Time:

Word Length:

Channels:

Instructions:

DASD Storage:

Addressing:

Memory Protect:

Instruction Times:

Section 3.3.2
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UNIVAC 494

Characteristics

16 to 131 K words

750 ns/word (375 ns/wd overlap)
30 binary bits + 2 parity bits

12 - 250 KC standard (max.24)
555 KC avalilable. No peripheral
addressing, one device per channel.

D.P, Fixed and Floating-point
and Decimal are- standard

Various Drums - 2311 and 2321
offered.

15-bit addressing to a 32K bank,
relative Index Register designates
active 32K bank Half-words are
addressable.

Standard in 64-word increments

Add 750 ns
Mult. 7.3 us
Divide 7.4 us
Flt. Add 3.2 us

Flt. Mult. I2.5 us
Flt. Divide 13.0 us

Page C.2/28
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C UNIVAC 494
Machine Unit
Feature Description Price Qty MAC
5010-01 Card Control & Synch 750 2 1,500
0706-00 Card Reader, 800/900 380 2. 760
0600-00 Card Punch, 300 CPM 665 2 1,330
8120-02 Printer Control & Synch 750 2 1,500
0751-00 Printer, 700/922 LPM 800 4 3,200
0900-05 Comm. Term. Module Cont. 650 2 1,300
0901-04  Low Speed Line Adapter 60 4 240
0903-02 High Speed Line Adapter 90 12 1,080
2250 EQUIVALENT DISPLAY 16,500
1827 VOICE LINE SWITCH EQUIV, 2,000 N
5008-16 UNISERVO VIIIC Control 1,450 2 2,900

and Synch

( 0859-00 UNISERVO VIIC 800 6 4,800
3012-99 Processing Unit 9,500 3 28,500
7005-95 Memory - 131K 20,000 1 20,000
Oxxx~-02 I/0 Controller 4,000 2 8,000
FOxx-08 I/0 Chan. (Add'l 4) 500 4 2,000
Oxxx-00  Multi~-Mem Adapter Basic 500 4 2,000
Oxxx-01 = Multi-Mem Adapter Add'l. 235 4 940
0955-02 Multi-Processor Adapter 425 6 2,550
7304-01 FH-880 Drum 2,000 1 2,000
8103-03 FH-880 Control & Synch 1,420 1 1,420
2314-2 EQUIVALENT DISK 10,920

115,440
Section 3.3.2 Page C.2/29
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UNIVAC competition for Bird Buffer

Equipment priced is rough equivalent
of 9020 configuration on page C.2/25
and 26.

UNIVAC 1108

The attached represents a triplex UNIVAC 1108 multiprocessor
conﬁgﬁration. UNIVAC has an 1107 and one 1108 installed at
Lockheed Missiles for a security project associated with the Satellite
Control Facility. We estimate that this system has roughly six
( times the potential performance of the 9020. We have used IBM
2250's and 2314's on Sperry's equipment, since they have an IBM

standard interface.

Section 3.3.2 ; Page C.2/30
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1108 CONFIGURATION FOR BIRD BUFFER

Core Storage Core Storage Core Storage
3/4 us 3/4 us 3/4 us
36 bit + 2 36 bit + 2 36 bit + 2
65K words 65K words 65K words
10 tail 10 tail 10 tail
(" l 10 Tail Memories r , e
1108 CPU 1108 CPU 1108 CPU
128 wds 125 ns 128 wds 125 ns 128 wds 125 ns
15 index 15 index 15 index

16 accumulator
3/4-1.5 us add

16 accumulator

3/4->1.5 us add

16 accumulator
3/4-51.5 us add

/O Controller

|
.

—
FH432 Drum™

1.6 million char
4,25 ms access
.440KC tfr

Fi}es

Four
IBM
2314's

Magnetic Tape

Control
RR or
RW

Imic
7 bit
62.5KC

\1 6 Channels

/O Controller
16 Channels

I/0 Controller :
16 Channels -

Displays, card readers
and printers as on

- Page C.2/25, Sect. 3.3.2
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Unit
Qty. Description Rental
3 1108 CPU's 3011-99 $15,500
3 Core Stg. 65K wds, 2 banks 10,000
3 Basic I/0O controller & 4 ch. 4,000
9 Additional I/0O channels (4) 500
3 Multimemory adapter (5 tails) 500
3 Additional memory tails 235
3 Drum (FH432) & controller 3,000
2 Uniservo IIIC tape controls 1,350
6 Uniservo IIIC tapes 750
2 High speed printer controls 750
4 High speed printers 800
2 Reader/Punch Conirol 750
2 800 CPM readers 380
2 300 CPM punch 665
(Est.) Multiple I/O intorfaces to
three I/O control units -—
SUB TOTALS
Displays -
IBM 2250's & 2840's
from page C.2/26
3 SR 2840 adapters 300
4 IBM 2314's 5,250
4 Two channel switch 140
4 SR 2314 adapters on 1108 300
Communications
2 0900-05 comm. terminal cost 650
4 Low speed line adapters 60
12 High speed line adapters _90

IBM CONFIDENTIAL

Total Unit Total
Rental Purchase Purchase
$46,500 $651,000 $1,953,000
30,000 420,000 1,260,000
12,000 168,000 404,000
4,500 21,000 189,000
1,500 21,000 63,000
675 9,870 29,610
9,000 120,000 360,000
2,700 64,800 139,600
4,500 36,500 219,000
1,500 34,275 68,550
3,200 36,000 144,000
1,500 33,750 67,500
760 15,200 30,400
1,330 26,600 53,200
2,000 - 84,000
121,665 $5,064,6€0
11,325
900 13,500 40,500
21,000
560
1,200 13,500
1,300 25,000 50,000
240 2,400 9,600
1,080 3,600 43,200

TOTALS $45,970 $147,945 $1,727,320 $5,208,160

Section 3.3.2
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D. PROBLEM AREAS

Resolution to the security of classified data at the Bird
Buffer installation is a problem. The following paper has been

submitted to Aerospace/SSD as a possible solution.

Section 3.3.2 Page D/1
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THE SECURITY OF INFORMATION

IN A MULTIPROCESSING SYSTEM

12 November 1965

This data shall not be disclosed outside the
Government or Aerospace Corporation, or

be duplicated, used, or disclosed in whole

or in part for any purpose other than evaluation.
This restruction does not limit Aerospace
Corporation or the Government's right to use
information contained in such data if it is
obtained from another source.

IBM CORPORATION, 1L.OS ANGELES, CALIFORNIA
Section 3.3.2
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INTRODUCTION

When secure information is to be processed in a multiprocessing
system, the historical methods of achieving the necessary security via
isolating the various programs and data by physical equipment separation
can no longer be applied. By its very nature, a multiprocessing system
implies commonality of equipment and sharing of acilities. This
centralization of computing equipment does not, however, mean that
the security of the information to be processed in such a facility will
be compromised. The architecture of IBM's System/360 permits the
establishment of a combined hardware/software system design which
will provide the requisite security while retaining the advantages which
accrue from multiprocessing.

During the design of System /360, the need for assuring the security
of data and programs was recognized. The primary reasons were
to obtain privacy of data and records where needed, and to permit
the testing of programs by restricting them to specific regions of memory,
thereby precluding accidental or deliberate destruction of other data
during the testing period. Two primary techniques were built into
System/360 to answer this need:

1. Instructions which cause a change in system status or the
system control parameters, which alter storage protection
arrangements, or which perform input/output operations,
are considered privileged. These instructions may be
performed only by a processor designated as being in a
supervisor mode,

2. All core storage attached to the system has a storage
protection feature. This feature always operates. It
precludes access to any storage location without presentation
of the proper storage key. The assignment of storage keys
can be done only by privileged instructions executed by a
processor in the supervisor mode.

These techniques will be examined in greater detail. It will be
shown that a secure environment can be established for the processing
of classified information in a multiprocessing system.

Page D/4
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THE PROGRAM STATUS WORD AND PRIVILEGED INSTRUCTIONS

The Program Status Word (PSW) is a fundamental part of the
architecture of System/360. The PSW is contained in each computer.
It is the storage register for various types of control information
which reflects the status of the system and the conditions under which
a program is being executed. Two items in the PSW are of particular
interest to this discussion, the supervisor bit and the storage key.

Each computer operates in either the supervisor state or the
problem state. The state is specified by the supervisor bit in the PSW,
When it is in the problem state, the machine can execute all necessary
computing and data processing-type instructions. However, instructions
which have to do with I/O, storage protection, or instructions which
can alter the control fields of the PSW are privileged instructions, and
are not valid when the machine is in the problem state. An attempt
to execute one of these privileged instructions when in the problem
state will result in suppression of the instruction and an interruption
to a supervisor program,

Each time a reference is made to core storage, the computer
must present a storage key for access. (The details of the operation
of storage protection are covered in a later section of this paper.)
The storage key used by the computer is that one which is contained
in the PSW.

Once a PSW has been established, the computer is restricted to
a specific region of storage (defined by the storage key) and operates
in either supervisor or problem state as specified by the PSW., The
computer will remain in this status until the PSW has been changed.
A PSW can be changed in only three ways: '

1. Through the use of computer instructions. - Each instruction
which can change the supervisor bit or storage key, however,
is a privileged instruction. A computer must be in the
supervisor state to execute these instructions.

2. By a program interruption. A program interruption is
accomplished by replacing the current PSW with a new one.
This new PSW is fetched from a specific area of storage
called the Preferential Storage Area.

Section 3.3.2 2 Page D/5
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In practice, this area of storage is used only by the supervisor
program and would be under a storage key reserved only

for the supervisor's use. Thus, a machine which does not
have the proper storage key in its PSW could not enter that
area of storage to modify a PSW to be fetched on a subsequent
interruption.

3. By an initial program loading operation. The initial program
load is done from a control console. When exercised, it
places in the machine a new PSW which will then control the
system until the program being read in changes it. This
PSW is obtained from the input device used for loading. This
presents no hazard to security of data since there are two
controls, First, the recording medium used on the input
device can be controlled. Second, the actual operation of
the loading function can be placed under console lock and
key, and the key retained by a designated authority.

Thus, modification of the PSW, which is vital to the establishment
' of a secure data environment, can be rigidly controlled. Users operating
(' E in the problem state cannot modify their PSW to permit unauthorized
access to compartmented data, or to permit execution of privileged
instructions.

C

Section 3.3.2 Page D/6
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STORAGE PROTECTION

For the purpose of storage protection in System/360, all of core
storage may be considered to be divided into blocks of 2048 bytes
(byte = 8 bits plus 1 parity bit). These blocks are located on address
boundaries which are multiples of 2048, With each block of 2048
bytes, there is associated one of 16 possible storage keys which are
contained in a separate part of the storage unit.

Whenever a reference is made to a storage location, the accessing
element must present a storage key along with the address. The
storage unit will read out the storage key associated with the block which
contains the referenced location. A comparison is made between the
key contained in storage with the key presented by the accessing element.

If the accessing element wishes to alter the referenced location,
then the keys must match. If they do not, storage protection is violated
and a program interruption to the supervisor program occurs. The
data in the referenced location is not altered. The execution of the
instruction or I/O operation is suppressed or terminated.

If the accessing element does not wish to alter the location in
storage but only wishes to read it, an option is available. At the time
that the storage key for the location was established by the supervisor
program, the key could be set to specify ''fetch protection'' also. If
the key in storage is set for fetch protection also, the key presented
by the accessing element must match the storage key or protection is
violated for a read operation. Again, for this situation, a program
interruption to the supervisor program occurs. Data from the refer-
enced location will not be transferred to addressable locations in the
accessing elements, nor will it be written on any output medium.

This option on protection for reading of data permits either total pro-
tection (read or write protection), or the flexibility for sharing of
areas where it may be desirable for several programs to read some
common data without allowing alteration of that data (write protection).

A "master key' (specifically zero) is provided for use by the
supervisor program. Such a capability allows the supervisor to alter
or override storage keys to restructure the storage area.

Section 3.3.2 Page D/7
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The storage keys contained in the storage unit each have a parity
bit associated with them. The keys presented by accessing elements
are also protected by parity bits. Single failures in either the accessing
elements key or the storage elements key will be detected and signaled.
Interruption to the supervisor program is done immediately on detection
of these failures.

The storage protection in System/360 thus permits the isolation
of data and programs in storage under a unique storage key. Access
to this area is not possible unless the correct key is presented. Single
failures of the equipment will be detected to preclude the possibility
of an incorrect key being altered by a failure to a correct key,

Page D/8
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A SYSTEM CONFIGURATION DESCRIPTION

A more cohesive understanding of the handling of secure data
in a multiprocessing system can be gained from an examination of
an actual system configuration. Figure 1 is a block diagram of a
system which could be used for real-time data processing with varying
security and need-to-know requirements. The system shown in
Figure 1 is, of course, only one form that a multiprocessing system
could take. Each element in the computing system is duplicated,
providing a back-up capability in the event of an element failure.
The modularity of the system permits other units (storage, computer,
or I/0O) to be added should an increase in capacity be required.
Figure 1 has omitted for clarity any of the conventional I/O devices
such as tapes, disks, printers, etc. These may be attached to the
I/O control units as desired.

The computing elements provide the computational and data
processing capability for the system. In addition, the computing elements
provide special facilities for system control. Storage is provided in
modular units. The interface with the peripheral devices and communi-
cation links is provided by the I/O control units.

The computing elements do not have I/O capability. All I/O
operations are initiated by a computer which informs the I/O control
unit of the type of I/O operation desired and the device it wishes to
activate. The computer then proceeds with its normal instruction
stream. The I/O control unit performs all data routing and control
functions necessary to perform the I/O operation. Each I/O control
unit can access any location in the storage complex, as can each
computing element. I/O operations are also monitored by the storage
protection hardware.

Multiprocessing offers the ability to program a system in a very
flexible manner. Since there is complete symmetry in the system,
i.e., the computers are identical, all storage is available to all
accessing elements, etc. To achieve the potential benefits of multi-
processing, the computing elements would not be ''dedicated' in the
sense that each one always performs a specific function. The
preferred approach is to treat computers merely as resources.

Each is assigned the next task in the problem as it becomes available.

Page D/9
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Such a concept requires the symmetry of the system shown in Figure 1.
With this approach, any user may avail himself of the complete
resources of the system. Also, the modularity of the equipment makes
growth a relatively simple problem. If system programs are written
initially to take cognizance of the system resources available and to
operate accordingly, then an increase in resources will cause no

great inconvenience to established programs.

Page D/10
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PROCESSING OF SECURE DATA

The foregoing discussions on the various aspects of assuring
the security of data in a multiprocessing environment can be best
appreciated in the context of a hypothetical procedure which could
be used. A procedure will now be discussed which will show how
these various features can be integrated.

It is presumed that data is being received from the communication
links and that the data from each source must be isolated into data
groups and protected. There may be several of these communication
links active at one time. It is also assumed that separate problem
programs will be used to manipulate and process each data group
and that these programs will in general be allowed access to only
that data group which is of specific interest to it. It is further assumed
that there may be occasions where it is desired that a problem program
have access to several data groups.

Control of the entire system would be vested in a supervisor
program, This program would perform the following functions:

( 1. Structure storage and allocate system resources for each
user program,

2. Schedule and dispatch task programs.

3. Respond to all inquiries from terminals concerning access
to stored data and requests for specific programs to be run.

4, Execute and control all program interruptions.
5. Perform all input/output operations.

This supervisor program would be resident in one storage unit.
Either unit could be used. To preclude a system breakdown in the event
of a core storage failure, the supervisor program would also be stored
on an off-line medium (disk, tapes). To enable quick recovery, a boot-
strap calling sequence would be retained in the alternate core storage
unit, Thus, in the event that a core failure is encountered, provision
is made to automatically interrupt into the alternate core storage to
begin recovery operations,

Page D/12
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All supervisor program space would be protected by a unique
storage key. At the time of initial program loading, the first task
of the supervisor program would be to structure the necessary super-
visor storage areas with the storage key specified. From that point,
only a program with this key can operate in those areas. This key
is never assigned to any program except the supervisor.

From the time of initial program loading (when a specific computer
is assigned to perform the load) the supervisor may be run by either
computer as needed. This is an important concept of multiprocessing.
The control is really the program., The actual machine which executes
it will vary from time to time. This presents no security problem,
since a machine must execute a program interruption to run the
supervisor program, The interruption service programs are, in
fact, a part of the supervisor and are stored under the supervisor key.
Hence, a machine cannot gain access to this area while in the problem
state. The supervisor program should be largely re-entrant (i.e.,
no modifications of the program should be permitted) to minimize the
need for control of sequential execution by both machines.

The supervisor would establish distinct areas in core for use
as buffers for incoming data. Each buffer area would have a separate
storage key specified by the supervisor program. The actual keys to
be used by the supervisor could be controlled as closely as desired.
A standard set could be used which are always loaded along with the
supervisor program. Alternatively, these keys could be entered
by a designated authority at a supervisory terminal on the system
console whenever it is desired to alter the key arrangement, The
necessary procedure for entering these keys can be made sufficiently
complex, requiring the interchange of various recognition signals in
a prescribed order, that no possibility of subverting the key structure
can be imagined.

When data appears at a data terminal, the I/O control portion
of the supervisor will service the I/O interruption. It will then store
the data in the area reserved for that data group, using the proper key.

When a task program is scheduled to operate on the data group,
the supervisor will establish a residence area for the program which
will have a key identical to that of its data group, establish a PSW for
the task program which specifies the proper key, and establish that
the task program will operate in the problem state. The task program
will then be initiated.

Page D/13
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Output of data through the communication links would be essentially
a reversal of the above procedure. Data would be assembled in a keyed
area by the task program. The task program would request that the
supervisor program perform the output operation. The supervisor
would then initiate the output via a specified communication line, and
restrict the output to the area under the key protecting the data group
to be transmitted.

Should the task program legitimately require access to data other
than that under their key, they can request that their key be changed
by the supervisor. This would, of course, require that the request
contain sufficient recognition signals to validate the need-to-know,
or that the supervisor be programmed to honor these requests, knowing
in advance of the data requirements of each task program.

The system can be constructed to permit as much security as
required when responding to requests for access to data or operation
of programs from terminal devices. Recognition sequences is one
technique which is feasible and readily amenable to periodic variation
to enhance security. Also, the operation of terminal devices can be

( under physical lock and key.

This brief discussion of a hypothetical operating procedure could
not answer all detailed questions on each facet of assuring security of
information. It should be clear, however, that there are manifold
possibilities for various security techniques which can permit the
uncompromised use of classified data in a multiprocessing environment.

C
Section 3.3.2 Page D/14
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ADDITIONAL CONSIDERATIONS

The system shown in Figure 1 has the capability for providing
considerable additional protection should it be warranted. There has
been implemented on some IBM systems a technique known as config-
uration control which will permit electronic partitioning of the system
and isolation of the subsystems thus created.

In the essentially duplex arrangement shown in Figure 1, this
configuration control will permit a very flexible partitioning of the
equipment into various structures. Some of the possibilities are:

1. Completely isolated "simplex' systems. This partitioning
would result in two separate computer systems, each containing
one of each type of element shown. If it was felt necessary,
these can be operated as entirely unrelated computing facilities.

2. Blocking access to various elements. It would be possible
to completely inhibit one or both storage elements from being
accessed by one of the computers or I/O control units. It
would be possible to assign control of both I/O control units
to one computer, thereby precluding any I/O operations from
being initiated by the other. These interface controls are
designed to be operated primarily by a supervisor program,
although manual partitioning under physical key control can
also be done. Aside from providing an additional level of
security when required, this configuration control mechanism
offers extremely important advantages for maintenance and
program testing.,

Effective maintenance on a computing system requires the use of
diagnostic programs designed to exercise the failing equipment and
isolate the malfunctions to small equipment areas. In the course
of this exercise, errors will be stimulated to test the equipment,

The configuration control technique permits the failing element, along
with other elements required to run the diagnostic program, to be
isolated from the remainder of the system, while this repair is being'
performed. Thus, errors in the failing equipment under repair will
not be propagated to the remainder of the system.

When newly written programs are to be installed, it is desirable
to test them in as realistic an environment as possible, yet not allow

Section 3.3.2 Page D/15
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them to interfere with the operation of the working system. An isolated
subsystem could be established with configuration control to allow such
program testing to be done at slack times.

The capability afforded by the partitioning mechanism can be
employed for additional security where it is considered necessary.
It also enhances the flexibility of the multiprocessing system. As the
system matures, it may be desirable to add additional modules of
storage, computers or I/O control. Automatic replacement of failing
elements with spares then becomes possible, thereby greatly extending
system reliability.

Section 3.3.2 Page D/16
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BIRD BUFFER TASKS

A, EQUIPMENT

1. Develop the following shared memory system:
' 360/ 65
360/44
9020

2. Jusiily selection of all system equipment and features, especiclly memory
size, redundant I/O channels, etc. Include a tradeoff study of 2700 series,
2900 scries vs. PAM, for comm. links at 1200 bps and TTY, 40. ¢ kbps.

3. Determine for each typé system:

a) I/O interference for each I/O channel and/or unit
b} Availability of hardware diagnostics
¢) Channel arrangement of 1I/O, priority on channels,
status conditions to be recognized, size of word blocks,
existance of timing problems on shared subchannels and ciiannels.
e) System reliability and availability. ‘

4., Develop for inclusion in proposal:

Description of internal data flow for each machine
Description of any special features including channel RPQ's.

5. Prepare DPOWS and RPQ's which may be required.

6. Develop input/output voltage level, current and impedance characteristics

of non-IiBM interfacing equipment.
7. Develop recommendations for system grounding.
8. Determine applicability of DOD Spec. FS222.

9. Design interface and data flow for 1301 or other applicable disk and 3600.
a) From descriptions of Mission Center and MOL-Bethesda inputs
recommendations for 2250 application.
b) Determine the number of consoles and control units by area,
include buffer storage requirements,

Section 3. 3. 2 ' Page E. 2/1
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Bird Buffer Tasks (continued)

10. Develop formats for I/O words to and from non-IBM interfa:: g
equiprient; i.e. expand from 12 bit interface to 16 or 32 bit inte:uce.

1i. Dotermine any potential effect of equipment and format chan ¢s in STC
o1 RTS operational procedures, programs and equipment, e.g. & .'C-Site
communication message formats.

12. Ensure system compatibility with Systems Assurance Provisions.

B. PROGRAMMING

1. a. Develop inputs from MOL-Bethesda gr'oup for MOL impact on STC,

b. Verify and describe in greater detail the operation of Muiti-processing
Executive monitor including its operation at initial load, with task scheduler,
under various conditions of program error or machine failure.

c. Determine utility of FAA~Operational Error Analysis Program.

2. Identify software applicable from standard systems, time-shuaring and FAA,

3. Develop recommendations for tracking, command and telemeciry processing
conditions; i.e. sequence, algorithm selection, timing, table size, table
design, etc.

C. APPLICATIONS DEVELOPMENT
1. Expand use of 2250 display in:

a) Commanding

b) Observing TM data points and trends _

c¢) Controlling and diagnosing center operation

d) Overseeing site operations and communications in the prc-pass, pass
and postpass modes. '

Section 3. 3.2 Page E. 2/2
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Bird Buffer Tasks (continued

2. Show applicability of 360 instructions in processing TM data; analyze
regquirements for special TM instructions, such as those used in \WSMR-TDC
proposal,

3.@Develop use of the STC computers for RTS equipment and sofiware
configuration control;(BSTC diagnostics and checkout, including a diagnostic
that checks computer interface equipment, then all the way through
communication paths to sites,

4, TImplementation Plan

5. Maintenance Plan.

6. Others to follow. ({See attachedamendmentf |

Section 3. 3. 2 : Page L. 2/3
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Amendment to Bird Buffer Task
Assignments

C-6. Develop method(s) for maintaining secure data requirements in

multiprocessing configuration through software control. Examples

of methods to consider:

1) data coding and storage/processing allocation under

EM Control.

2) Encrypting and decrypting programs for internal CPU
use.
3) Computer mode switching to change from a true multi-

processing configuration to a stand alone configuration

whenever ''very sensitive' data handling requirements are

dictated.

Section 3. 3. 2 - | Page E. 2/4
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SYSTEM/360 IN THE SECURE ENVIRONMENT

Functional Interface

User interface with System/360 consoles, the 2250, 2260, 1050,
2740, 2741, is completely a function of the programming in the host
CPU. In the use of the fully buffered units, the 2250 and 2260, data
is displayed from or intered into a buffer, which is read/written by
the processing unit. The printer-keyboard type units, 1050, 2740
and 2741, are character buffered by a control unit directly under

the control of the host processing unit.

Application Interface

In the anticipated application of the 2250 to the display function
at the STC, the console/user interaction is described as follows:

To initiate a mission support request, the user will request
service by entering a vehicle number and an individual need-
to-know identifier (perhaps assigned to each user separately
or to each MCC as an entity). This request will then be
honored if the identifier is acknowledged valid; otherwise,
service would be denied and the details of the request logged
at the Systems Control Center. (As a precaution, all trans-
actions of this type should be logged in a similar fashion.)

Because of the interface structure, hardware and software, between
the console user and the processing unit, it is impossible for the user
to gain access to secure information without the cooperation of the
controlling programs. There is the very low probability that a memory
failure, data transmission failure or data recording/retrieval failure
might occur singly or in combination without detection by the error
checking circuits of System/360. Moreover, it would be virtually
impossible to take advantage of the failure because of its typically
random characteristics.

Software Interface

Modification of the operational programs or their verification tables

to permit unauthorized access has to be accomplished by patching/
changing of the existing code, by manual entry at the system console,
or by integral design into the operating program. The first two
methods are controllable through operational security techniques

such as placing the program residence device as well as the system

Section 3.3.2 Page E.3/1
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console under lock and key access, forcing direct monitoring of the
programming maintenance/change function. The latter approach
requires in~depth knowledge of the program design and integration

of dynamic program modification techniques into the software without
detection, both requiring a collusion from conceptual design through
acceptance test. However, to be effective, such a technique must be
instantly cognizant of storage protection assignments. Because the
protection scheme is dynamic and can be varied in any arbitrary
manner, it would be difficult, if not impossible, to manipulate code
which itself is protected. Further, the key area in each processing
unit, locations 0~-4095, could be protected further with lock and key
control over the storage protect function, making this area virtually
execute-only storage.

Data Input and History Recording

The Input/Output devices of System/360, in this case specifically
the 2702 Data Communications Control, the 2311 or 2314 Disk Files,
the 2400 tape drives and the 2250 display units, are extremely
flexible in that they can input/output from anywhere in storage under
program control. Two approaches exist which enable secure paths

to be established between the processing unit and the I/0 device.
First, hardware registers constraining selected units to unique
storage blocks could be implemented. The initialization of these
registers could be accomplished by special CPU instructions
executed under lock and key control. The alternate approach utilizes
the program and data protection as described in the previous section.
Input/Output tables tying peripheral devices to storage assignments
and the I/O supervisor itself could be located in lower memory, which
is restrained to an execute-only mode.

Summary

It appears that total data security is possible with System/360
subject to the very low probability of undetected hardware failure
and the always-present possibility of collusion. An extension to
the standard System/360 write~-protection capability along with the
RPQ read-protection feature appears to be the most effective means
of control while still retaining full compatibility with all System/360
processing units.

Section 3.3.2 Page E.3/2
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This paper delineates the software committed or currently available with the
9020 system as contracted with the Federal Aviation Agency. This software
capability is divided into three categories. The Diagnostics and Diagnostic
Monitors which are delivered under the hardware contract, the Utility Program-
ming System which is delivered under the hardware coniract, the Operations
Supervisor which is delivered under the software contract, and the Operational
Error Analysis Program, a unique real-time, on-line diagnostic program. It
appears that the software committed under the hardware contract is readily
avallable for use at the STC. Additionally, the sofiware which would be
applicable and was committed under the software contract to the FAA would

be available through government channels to the STC.

The following is a brief deccription of each cf these pieces of software and
their current application. The addendum to this document delineates the size
of each of the pieces of software and the estimated percentage of applicability
to the Saiellite Test Center.

OFF-LINE DIAGNQOSTIC, PAOKAGE

The Ofi-Line Diagnostic Paclkage consists of the system and component
diagnostics ag individual packeges integrated under varicus levels of a
diagnostic monitor. These diagnostics are an extension of those delivered
with prasent stand-alone 1B1{ hardware systems. There are basically five
levels, under a comnrchensive monitor., Diagnostic analysis kegins with a
monitor lcaded under the initial program lcad condition to test the ability of
the system to execuie basgic insiructions and extending through the highest
level diagnosiic waich fully exercises the 9020 as a multiprocessor system.
This last moniter was developed in support of the muliiprocessor configuration
and is an extension of tha ncermal diagnostic supvort offered with IBM systems.
The unit diagnoctizs furnished with the dlag ostic package consist of three
levels. Stariing at the most basic leve Lhe Fault Locating Tests
(FL™) test and dingnosathe IOTDE's, f‘E nd memories and isolate errors
or malfuncticns to a small number cf componen circuit cards. The second
level of diagrostics is the Unit Functional Test Diagnostics which exercise
each unit to deterinine if it will perform acccerding to its functional specifi-
cations. The highest level of diagnostic routinas furnished is that which tests
the sysitem as a whole. These arce the diagnostics which examine the system
for the operation of the multiprocessing instructions and exercise interfaces
between the various elementis in the system.

This level of diagnostic support I77 “ie 9020 also includes the ability to
dynamically exercise the system in a scheduled fashion for extremely long
periods of activity on ail components of the system. This ability, the
Systems Evaluation Technique, or SEVA, allows for reliability checking and
acceptance tests.

Section 3.3.2 Page E.3/3
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These diagnostics do not include support for disks, displays or other adapters
in the STC configuration.

UTILITY PROGRAMMING SYSTEM

The Utility Programming System includes a monitor and programs for the
production of application software. In capability, it is analogous to current
systems such as the IBSYS System on the 7094 or the Operating System on the
1410 system. The Utility Monitor is a single-job, single-task, batched-
processing system. It runs on the 9020 using a single compute element, a
single input/output conirol element and a minimum of two storage elements for
compilation. It will run in a single storage element, and if more than two are
available, it will use this additional capability. The following capabilities
are included in the Utility Programming System. The JOVIAL Compiler at the
J-2 level operates under the utility monitor. A Basic Assembly Language
Translator is provided for machine language programming. Typical utility
functions including a trap-trace program, a core~dump, file-dump and a loader
for relocatable code. An editor is provided for the maintenance of the utility
tape for the addition, correction and deletion of the components of the utility
system. Other capabilities include a symbolic maintenance program, enabling
the application programmers to maintain and update Symbolic Programs on
tape. An application library, usable through either JOVIAL or BAL is provided
for those common routines such as mathematical functions which are required
in the application.

The Utility Programming System, as provided to FAA, is a tape-oriented
programming system. It appears that for the STC the systems design would
be desirable to alter it to reside and utilize disks.

OPERATIONAL SUPERVISOR

The Operational Supervisor is the real-time monitor required to control the
application tasks. It is general in nature in that it provides the services
required for operation and control of the 9020 system. These services include
the supervision of the interrupts including input/output, supervisor call,
program exception, external and timer interrupts. The machine check interrupt
is the primary interface to the Operational Error Analysis Program. Input/Output
supervision is provided for those devices included in the FAA 9020 systems
design. The Supervisor is designed to operate most effeciently in the real-time
environment, expediting the handling of the real-time interfaces such as
communication lines and displays.

- more -

Section 3.3.2 Page E.3/4
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OPERATIONAL ERROR ANALYSIS PROGRAM

The Operational Error Analysis Program provides the system with a real-time,
on~line diagnostic capability. OEAP is initiated via the machine check
interrupt in the Operational Supervisor, extiernal interrupts from other
components of the system, or via program interrupts caused by storage
address errors. The OEAP provides real-time analysis of system failures
and attempts to pinpoint them to a component within the system. Not only
is this failure pinpointed, but also the OEAP program will then reconfigure
the 9020 system around the failure to continue the real-time support mission
of the system.

Section 3.3.2 Page E.3/5
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9020 PROGRAMMING STATUS

e av—

Program (No. of Instr.) Agglsiz:bility Available
Diagnostic Monitor System 500,000 100% Now
Utility Programming System 250,000 100% Now
( Operational Supervisor 6,500 95% 7/66
Operational Error Analysis Program 14,000 100% 1/67
0,
Section 3.3.2 Page E.3/6
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Function

Data Input

Data Output

Interrupt Handl.
10CP
Message Servicing

Display Formatting
and Generation

Intermediate
Processing

History File Gen.
CE-IOCE Mem. Inter

CE-CE Mem. Inter

Multiprocessing
Overhead

RTS TLM
2250 Console

2314-History

2250 Display
4 x 4 Groups
per Mission

2250 Display

System Control

4 Displays

1/0
Service
Input

Output
TLM 4
Console Reqg

Output

Task Ass'mt
Sched., etc.

(1) from 160 code/2.7 (G. West)
(2) Average 0O5/360 & 9020 OS

(3) G. West
(4) Estimate

STC 9020 SYSILM 1OADI NG
SINGLE MIS*SON PROLJIL
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No. 1/0 Inter- 1/0-Mem. Instruct.
Rate Type-Ch. Instr. rupts/Scc. (Ref/Sec) (Ref/Sec)
300 B/S MPX 3.0 300 1350
—— SEL .1 45
300 B/S SEL .1 75 45
500 B/Grp/S SEL 4.0 500 1800
2000 B/S
150 B/S - SEL 1.0 38 450
300
1000 4) 2000
250(3) 500
40004 10000
750(1) 1500
500) 1000
1000) 2000
913 20690
21603 (out of
400, 000)
5.4%
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NOTES TO 9020 LOADING CALCULATIONS

A single 9020 CE-IOCE-SE string has 400,000 memory cycles per second
available for compute and/or Input/Cutput activity. Instruction execution
will always account for a minimum of one memory cycle/instruction (RR
class), more commonly two memory cycles/instruction (RX class), and
occasionally more (SS class). Input/Output will utilize one memory
cycle/byte transferred via the Multiplex channel and one memory
cycle/word via a selector channel, plus additional references for data

chaining and command chaining.

In the STC application, memory contention between a CE and IOCE in
support of a single mission appears extremely low with the IOCE averaging
less than one storage request out of 4,000, The CE averages less than

one request out of 20.

Extension of this analysis to a 9020 multiprocessor configuration introduces
additional loading factors. Overhead execution time will be introduced for
resource management. Memory conflicts will occur between the multiple
active elements in the system as a function of the memory mapping of the
application program. This is tempered in that a single CE retains control
of all active IOCE's and will be in certain memory areas more frequently

than others., Such a conflict analysis cannot be empirically derived.

Section 3.3.2 Page E.3/8
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January 12, 1966

TO: W. B. Gibson, J,E.Hamlin, 7J.J.Selfridge.
FROM: R.V.Goalson, W.G,Derango, D.A,Fuchs, G.D,West.

SUBJEGT: Trip to Manned Space Genter.

On 7 January, 1966, a trip was made to the NASA Manned Space Center for
the purpose of obtaining information about the RTCGC which might be pertinent
to the upcoming RFP for the SCF. In attendance were the above MOL Project
personnel and Tom Humphrey, Al Pfaff, Dave Behne, John Mueller, John
Bednarcyk, and Bob Kagy from IBM MSG, Information was sought concerning:
real time programming, multiprocessing, multiprogramming, conversion to
System 360, system diagnostics, management information, and telemetry.

It was believed that Houston would probably be the first area of IBM which
would be attempting to adapt OS/360 to a truly real-time situation, utilizing
time-sharing, multiprogramming and multiprocessing. Since scheduled
switchover to System/360 is scheduled for Fall 1966, system design of a real
time monitor, etc., was expected to be fairly well defined. Additionally,

new insights into telemetry processing were hoped for, in that the 7094
receives only slightly formatted data from the tracking stations via the UNIVAG
telemetry processing system.

Briefings and conversations with Tom Humphrey and John Mueller indicated
that the design of the Executive portion of the new 360 system was still some~
what fluid, and pointed out some problem areas they were currently

struggling with: a) advantages of a shared memory in a true multiprocessing
situation; b) use of Fortran or PL1 in producing multiprocessor systems;

c) use of 2250 as a command/control device; d) programming overhead caused
by more sophisticated systems. It appears that the first 360 system will be
"stand alone" and operate conceptually like the 7094, Multiprogramming and
time sharing will be initially employed, but not multiprocessing; this will
come later. Gomplete available documentation on modifications of 0S/360

for Houston, and system design philosophy was obtained and discussed.

Telemetry processing discussions with Bob Kagy and John Bednarcyk revealed
that the buffering of TLM data from the ground stations to the control center
is done by UNIVAC computers and programs. (see Figure 1) These facts,
coupled with the low telemetry processing rate, basically indicate that the

Section 3.3.2 Page H/1
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IBM Houston real time telemetry processing technol ogy is not as advanced

as that of the SCF. Lockheed does near real time processing of telemetry

from analog recordings on the GDG 3300, which is more analogous to the SCF
operation. Will Derango initiated a luncheon technical discussion with
Lockheed concerning this activity on an informal basis. Lockheed personnel
felt that the GDC 3300 is an ideal real time TLM processor. In the Houston
operation, CDG has included some specialized "TLM" instructions on the

3300 hardware. Current CDGC proposal efforts are under way by GDGC to upgrade
the hardware to a 3800 or "some kind" of 6000 with a verbally promised
emulator to process existing 3300 code.

An interesting note on the Lockheed effort is that LMSC Sunnyvale formerly
had the data processing contract at Houston and was eliminated, due to NASA
dissatisfaction. Lockheed Electronics Gorporation, in conjunction with CDGC,
won the subsequent competiton and proceeded to transfer most of the technical
personnel (not management) from LMSC to LEG.

The software system at NASA-Houston is an indication of the present state-of-
the-art while the new system design reflects the lessons learned from the present
support activity. There is a need to increase the efficiency of computer
utilization in the RTGCC by means of advanced programming techniques, such

as multi-processing. The implications have been explored in design studies

and a limited degree of multi-processing has been recommended. However, they
are approaching the matter cautiously as it is realized that multi~processing

is a gigantic undertaking and is not wholely compatible with the planned

System 360 software. Documentation was obtained concerning their present
multi-programming operation system. Much of their OS/360 design experience

is directly applicable to the SGF,

The approach to diagnostics at the RTCC differs considerably from what is
anticipated at SCF, mostly from the difference in operating system require-
ments. Since the MSGC is not under continuous operation, many hours may be
dedicated to system checkout prior to vehicle launch, thereby eliminating much
of the down time. However, the ground rules seem to be that if a station is
down, it stays down until someone gets around to correcting the failure. No
requirements for allowable down time have been defined.

Diagnostics at the RTGG consist only of standard available routines, plus
a series of tests to determine Go-NoGo status of various system aspects.
Fault analysis and correction is done under cognizance of Goddard by an

Section 3.3.2 Page H/?2
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analysis system called CADFISS. This will be investigated shortly.

Al Pfaff supplied a complete description of the new Model 75 configuration.
He and Tom Humphrey also had a few comments about the Model 44 system

to be proposed - namely, concerning the difficulties involved in programming
a multi-processing system.

In a single real-time mission support situation, such as NASA's, the need

for a detailed scheduling and configuration control program is not of paramount
consideration. In this respect the SCF differs greatly from NASA and will
require a unique approach to configuration control and scheduling. However,
0S/360, with its associated peripheral equipment, lends itself favorably to
methods for solving these operational requirements.

A et

D, A, Fuchs.
cc: MOL Project Personnel,
MOL Project Notebook. i~
DAF:jh
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LOS ANGELES AEROSPACE BUILDING
Manned Qrbiting Laboratory Project

December 30, 1965

TO: Mr. J. J. Selfridge

TRIP REPORT TO AFSCF, SUNNYVALE, CALIFORNIA

Messrs. Mort Needle, Robin Mowlem and myself visited the
Satellite Control Facility at Sunnyvale on December 22, 1965.
The purpose of the visit was to secure as much information as
possible about the present SCF configuration, operations, and
personnel and to ascertain planned growth commensurate with
increasing support requirements.

The following persons were visited:

Lt.Col. N. Alton, Chief of Operations (ACES)
Lt. W. Kirsch, Facilities (ACES)

Major Reed, Chief Multiple Operations

Lt. Col. McCleary, Chief of Data Analysis
George Hurlbut, Lockheed - Chief of SSOTC
Bill Pollard, SSOTC

Bill Braswell, SSOTC

Lockheed Mission Support Personnel - MCC

During conversations with the above personnel, the following
information was obtained:

1. The Lockheed Configuration Planning Group (SSOTC) has
recommended to the Air Force five possible modes of operation
for the IBM 2250's to be leased. The modes are:

a. Operation as a printer

b. Selection of one of several formats using mode a.
c. Graphic

d. Remotely operating the Bird Buffer computers

e, Recall of data for history.

It is very likely that mode a, will be adopted since the processing
time of the 160A constrains the amount of processing and/or formatting

Section 3.3.2 Page H/5
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that can be accomplished in each data cycle. Extensive use of the
2250 in other than mode a. will cause the loss of data from the
incoming 1200 baud lines. Although the use of 2250's with 160A
computers severely restricts the 2250's capabilities, this situation
strengthens our proposed bid for replacing the 160A's with System/360
computers. This is especially true since the SCF's requirements for
display requires the full utilization of 2250 capabilities.

2. The Bird Buffers are not dedicated to particular missions as we
thought, rather each Bird Buffer is dedicated to a particular remote
site. Data from all birds which are supported by a remote site pass
through the Bird Buffer dedicated to the site. This means that data
security is not a paramount consideration in the Bird Buffer Subsystem
(as the system is being used). Lt. Kirsch stated that the only area
in which data security is assured is in the off-line 3600's; however,
when the Bird Buffers are supporting one of the very sensitive birds,
the Bird Buffers can be configured to assure hardware isolation for
the data. (This unique support configuration is used whenever dic-
tated by the SPO office personnel.) At present, only two such birds
are so supported.

3. According to Lockheed, there are three types of data in the
STC.

Systems Data (Management status)

Users: a. Multi OPS
b. Data Systems Director
c. Systems Controllers

Telemetry Data (Dynamic status)

Users: a. Data Display
b. Data Analysis

QOr bital Data (Non-realtime)

User: a. Program Engineer (SPO Office)

4, When Lt. Kirsch was asked about the present Bird Buffer
utilization, he replied that only 4 percent of the time are there
more than four Bird Buffers in operation at one time. He also
stated that they did not use all of the Bird Buffers to support
operations because they had line sync problems whenever a Bird

Section 3.3.2 : Page H/6
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Buffer was switched between stations. It is for this reason that the
Bird Buffers are dedicated to a particular RTS.

5. The Lockheed personnel were very interested in a multiprocessing
system for use in the Bird Buffer application. They stated that there
would be an initial problem with NSA data security requirements.
However, once NSA was convinced of multiprocessing software

data protection methods, the operation of the system could be fairly
"relaxed."

6. Major Reed was very interested in the 2250's capabilities and
potential for alleviating his scheduling problems. Although the
2250/160A configuration would not afford the amount of flexibility
required, he stated that he would be interested in any detail
presentation we might present on the 2250's without reference to
CPU restriction; i.e,, 2250/0S 360.

7. Attached is the data flow in the STC.

R. V. Coalson
RVC/Ilr (attachment)
cc: Messrs. J. E. Hamlin, MOL

R. Mowlem, Bethesda
M. Needle, MOL

Section 3.3.2 Page H/7
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Data Flow in the Satellite Test Center

RTS Secure
160 Tracking 3600
]
Col. Alton .
Telemetry ‘ AGCES
Switch Program Erlxgineer
Orbit Engineer
Data Col. McCleary Major Reed
( Presentation Data Analysis Mult. OPS
Format Data Plan succeeding Oonﬁguration, Orbit Updqte Acquisi-
for display in passes Scheduling tion, ephemeris &TG.
¢ |
Test Gontroller| _ _Vgig_:e;L_i_n_l_c_ - pMission Control
Test Genter 1 Center MGG -

Note: The MCG will eventually contain the Program Engineer, Data
Analysis team, Data Presentation Team and the Test Controller
for each particular mission., The MCG's will be functionally
reproduced as support dictates,
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February 10, 1966

MOL Project EM

Date:

From (Dept, Loc):
C Telephone Ext.:
Subject:

Reference:

To:

=]

CDC Price Change

Mr. W, B, Gibson

CDC has just recently announced the following price changes to their
3800 system:

3804 Processor and Control

was $14,000 rental $710,000 purchase

now 11,500 " 450,000 "
3803 Core Storage (32K)

was $13,000 rental $560,000 purchase

now 9,250 " 360,000 "

The remaining component prices remain unchanged.

This lowers the 3800 system rental price to $2,250 below an equivalent
3600 system.

Substitution of 3800 processing units for the installed 3600's at the STC
would result in an estimated savings of $1,750 per system. In addition,

~if the 3804 and 3803 are purchased for the STC, payout, excluding

maintenance, is achieved in 40 months, while the system is good for
at least 5 years.

The current National Comstat shows the following:

System Account Status
3800 OSN Fleet NUM Firm Order
3800 Mobil Geophysical Doubtful
3870 NRL Firm Order
3870 NASA - Michoud Doubtful
3870 Navy Post Graduate School "

3870 NMCS "

(The 3870 is the time-sharing version of the 3800)

s

Mort Needle

MBN/Ir
cc: Mr. C, B, Brown,
Mr. R, G, Krause
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March 25, 1966 - IBM CONTFIDENTIAL

TO: Mr. C, B. Brown
Mr., W, B. Gibson
Mr. J. E, Hamlin
Mr. J, J. Selfridge

9020 VERTICAL GROWTH

I discussed the subject with Lloyd Cudney, 9020 engineering. A similar
request has already been investigated for the NAPALM proposal, which is
a 9020 system for the U. S, Army.

Conclusions were as follows:
1. Internal speed is more of a limiting factor than SE speeds.

2. Speed improvements of either CE or SE are not economically
feasible, since a different circuit family would be required.

3. The development effort of substituting 2365's (.75 microsecond)
with 9020 capability for SE's is estimated at $1 million.

NAPALM has been informed that there is no vertical growth capability
on the 9020.

The idea of hanging a 65 or 75 on one of the SE memory tails and
treating the SE as bulk core is feasible, but has not been investigated
as to complexity of interfacing the two different circuit families.

Summary:

1. Our proposal should avoid committing us to a specific type of
vertical growth.

2. We can commit to growth, since there are the following possibilities:

a. Shared I/0 devices

b. Channel to Channel

c. A more powerful CPU on one memory tail

d. RPQ 9020 capabilities onto shared memory 65's

7 77 CLot,

T. M. Charbonneau

TMC/Ir
cc: Mr. Lloyd Cudney, POK 9020 Eng. Page H/10
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April 5, 1966

MEMORANDUM TO:  The File

SUBJECT: 9020 Software

Following information was gained from conversation with Ken Kowalke:
The programming developments for the 9020 consist of the following:

1, Utility systems. This consists of the utility monitor, JOVIAL
compiler, basic assembly language, mathematical subroutines,
loader and librarian/editor. These consist of a total of
250,000 lines of code and have all been delivered and
accepted. The JOVIAL compiler is a relatively fast compiler
and uses 256K bytes of core. It compares favorably with
the J 2 compiler for the 7090. '

2. Diagnostics consist of the SEVA system which are systems
diagnostics. In addition, there are functional diagnostics
for each box. Further, the storage units, computing elements
and IOCE's all have fault location technology micro~
programs. These consist of a total 500,000 lines of code
or their equivalent and are 99% written and debugged.

3. The operational programs consist of two portions:

a. Non-operational which includes the upgrade
utility monitor, simulator and specialized
programs. These consist of 50,000 lines of code.

b. The operational programs, in addition to using the
above, consist of using the operational monitor
which was estimated, at the time of proposal, to
require 65,000 lines of code.

it Ll
W. B. Gibson
WBG:jb
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, . 4/8/66




IBM CONFIDENTIAL

SDD POUGHKEEPSIE
Dept. B70 - Bldg. 951
Extension - 57538

May 25, 1966
Memdrandum to: Mr. J. J. Selfridge
Subject: Alternate Bird Buffer Configuration
Reference: Meeting in Poughkeepsie, May 10, 11, 1966

In regard to the discussion concerning Md 44's as an alternate configuration
for the Bird Buffer, I would like to sum up the conclusions reached at the
meeting:

Assuming high availability, error checking analysis, and automatic partitioning
as prerequisites for the Bird Buffer, the following reasons for not going with
the Md 44 should be considered.

1. Lack of spare board room in Md 44 eliminates any expansion without
going to a separate box,

2. Memory and channels are integral part of Md 44 which limits partitioning.
To separate memory would be expensive for a one-of-a-kind system and
would increase memory speed to at least 1.5 usec.

3. Lack of error checking in the Md 44 severely limits its application as a
Bird Buffer.

Because of the above disadvantages of the Md 44, I would like to suggest two
alternate configurations for your consideration.

1. Three stand-alone Md 50's, each having its own storage plus duplexed
shared LCS.

2. Three Md 50's with shared storage.

Either of the above configurations are capable of meeting the presently defined
Bird Buffer requirements. In fact, if future growth becomes a consideration,
both of these configurations have a decided advantage over the prime
candidate, the 9020.
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Comments concerning acceptance or rejection of the proposed configurations
would be appreciated.

D. A, Dossin

DAD/dml

cc: Mr, C, B, Brown, Los Angeles

Mr. J. F. DeRose

Mr, D. Fuchs, Los Angeles

Mr. C. R, Harden

Mr. R, B, Hurley

Mr. R. B. Talmadge, Los Angeles
Mr. J. M, Terlato

Mr. G, West, Los Angeles
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STC Buffer Computer Configuration

Memorandum of May 25, 1966, from D, Dossin to J,J.Selfridge

Mr. D. Dossin, Bldg. 951, Dept. B70,Poughkeepsie

The Model 9020 is our first choice for the STC buffer computer due tc its
hardware features for multi-processing and reliability, and the softwere that
could be furnished at no cost, However, our proposing the 9020 is dependent

e

on obtammg an attractive lease price for the machine.

In the event the 9020 price is unfavorable, we feel a configuration based o the
Model 44 would be more suitable than any other coafiguration of System/360
computers, Considerable cost savings in programming and documentation

would result by having similar computers at the control center and the remoie
stations. Furthermore, the Model 44 offers a competitive price/performance ratio.

We have recently received information that the Model 44 is being considered as
a base for a time-sharing system with many of the features we need for the “”C.l
The time-sharing configuration would offer a two-processor system with the full
System/360 instruction set, dynamic address translation, seven-bit storage
protection, separate memory boxes and partitioning capability. It appears 2at
the Model 44 modifications we had requested are more practical than indicz:ed
in our meeting of 10 May.

A configuration of stand-alone Model 50s with shared LCS must be ruled ou” as a
possible configuration, since this does not suit our application. Our desigr. calls
for all programs to be resident in main storage all the time and there is no
advantaje to LCS over disk for data storage.' A configuration of Model 50s with
shared main storage would suit our application but would not be compatible with-
the 3023 and 44 rationale stated above.

In light of the studies involving the 44 time-sharing system, we would like to
pursue the Model 44 modifications listed at our meeting on the 10th of May.
which were to have been discussed with the Hursley people.

G. D, West
GDW:jh
cc: C.B.Brown, J,F.DeRose, D,Fuchs, C.R.Harden, R.B.Hurley, J.J.Self idge,
R.B.Talmadge, J.M. Texlato.

"Forecast assumptions; System/360, Model 44 TS"; SSD Poughi:eepsie,
Department D48, Building 706; 25 April, 1966.
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PART 1I, 3600 COSTS (Although Several 1604's are yet in system;

they arc in process of being phased out and replaced; monthly rentals

were approximately same).

ITEM NO. TOTAL
3604 Processor and Console i 13, 000
3603 Core Storage ' i 10, 6GO
3606 Data Channel (200 ea.) 5 4,500
3623 Mag. Tape Controller i 2,900
606 Mag. Tape Transport (825 ea.) 8 6,600
3602 Com. Module 1 2,000
3644 Card Punch Controller i 875
3649 Card Reader Controller 1 325
4035 Card Reader 1 400
415 Card Punch i 285
3659 Line Printer Coniroller o1 700
501 Line Printer 11 865
3691 P-T Reader Punch 1 310
3681 Data Channel Converter 1 275
3682 Satellite Coupler 1 175
3000/7000 Data Channel Adapter (Approx)11 1, 000
7631-2 File Control 1 835
1301-1 Disk File 1 2,100
731 Typewriter (approx, ) 1 45

Total Single Configuration : 47, 600
Configurations in SCF; 5-STC; 2-AF 376, 000

TOTAL SCF MONTHLY CDC LEASE: 700, 938

3.3.3
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STC
MANAGEMENT PROGRAMS

FOREWORD

Many times in the past, programs for Computer utilization in scheduling,

configuration control, and information display have been either too automatic

(i.e.close to 100% computer control) and thus too complicated and costly to
be practically or economically feasible, or they have been too manual and thus

too time consuming and liable to human error to be desirable.

The optimum approach is computer operated programs which allow manual inter-
action or intervention in those areas where human capability exceed those of

the computer in practical application. Specifically, decision making should be
a human task while data massaging, formatting, and display is a logical com-

puter task.

Normally, human interaction with computers causes excessive waste of computer
operating time in that the computer is "tied up" and unable to process other

tasks when a human interruption is enacted to allow decision making.

This is no longer true with the introduction of 2250's, with separate buffer) and
multiprocessing (or multiprogramming) with executive monitors and priority,
task tables. Information necessary for decision making can be displayed via
the 2250 buffer while the CPU is released for other tasks. An interrupt via

the 2250 keyboard then places the task back in the CPU on a priority basis

after the appropriate human decisions have been made.

Section 3.3.3 Page E.3/1
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An improved, well delineated interaction, between the human delegated the
responsibility for a task and the computer which is designed for expediting

the task, is the design goal for the programs which follow.

SCHEDULING & IMPLEMENTATION PROGRAM
(SIP)

The manual scheduling system now in use at the STC has two inherent problems;
(1) liability to human error, and (2) extreme time consumption between workable

schedules.

The scheduling and implementation program (SIP) is a computerized method of

( scheduling which will accomplish the following:

a. Automate the establishment of of N-hour “schedules showing
stations, satellite acquisition times, and Program Office support

requests.

b. Expedite the resolvement of support conflicts*,

c. Automate the issuance of final schedules to the appropriate

Remote Tracking Stations and STC personnel.

d. Display esoteric information to user personnel in the STC,

e. Record specified information for history.

C

*#% Support Conflicts: “Definiez two or more support requests at the same RTS
for the same time period, or for two time periods too close together in time
to allow turn around at the RTS.

**N = the time specified by multioperations.

Section 3.3.3 Page E.3/2
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The SIP will be supplied its required input from four sources: the 3600 off-
line computers, multi~operations, the Program Project offices, selected data

from the configuration control program (described later).

1. Multi-Operations - will manually input the RTS's by name and

code representation. Once input,this information will remain in

permanent storage.

2. Configuration Control Program - will supply up to date RTS

support capability.

3. 3600's - will supply acquisition times of satellites over the

stations (i.e. rise to set times) for an n-hour time period.

4, Project Offices ~ will supply statement of support require~-

ments for each satellite over each station.

Utilizing the above inputs, SIP will generate a schedule for N-hours encom-
passing the entire SCF tracking network supporting all missions. Naturally,
all of the support requests will be impossible to satisfy; therefore the 2250
will indicate conflicts utilizing flashing lights, arrows, etc. The 2250
operator will then call the sites one at a time and the scale will be expanded

to facilitate analysis of the conflicts. (See Figure 1) After consultation

with the Project Office personnel involved, the scheduler will input data to

Section 3.3.3 Page E.3/3
1/28/66



IBM CONFIDENTIAL

the SIP to reflect changes in the support requests and a new workable (no
conflicts) schedule will be generated. After verification of the new schedule
by all involved, the 2250 will be keyed and the schedule will be transmitted
over teletype to the site involved. The schedule will also be stored for
history and printed on hard copy for mangement information. The remaining

sites will be scheduled in the same manner.

CONFIGURATION CONTROL PROGRAM
(ccop)

In order for configuration control to be as automated as possible, configuration
information must be gathered and displayed through a computer operated system
sensing medium. In a multiprocessing system, which is under the auspices of
a control monitor, the monitor can act as the sensing medium for obtaining very
general information about SCF system configuration (i.e. which sites are
connected to the computing system and in which mode they are operating).
However, in order for configuration control to be a truly useful tool of manage-
ment, a more detailed level of configuration informati'on must be obtained

and continuously updated in "real time". The best medium for obtaining
detailed information is the set of diagnostic programs which are operated to
ascertain STC and RTS support capability. NOTE: At any time, voice
communication with support elements of the STC system can provide up to

date information on configuration. This data can be input to CCOP via 2250
keyboard.
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The Configuration Control Program (CCP) will sense the results of diagnostics
and tag "out of tolerance" (i.e. not capable of supporting) conditions and
down grade a 100% support model to reflect non-supporting elements, and
display the configuration on the 2250 dedicated to configuration control. In
many instances out of tolerance conditions, as defined by diagnostics, will

be overruled by project personnel and will become conditions of concern

rather than conditions of non-support. Conditions of concern should not be
reflected in the CCP; therefore, a manual input (via the 2250 keyboard)
should be generated to reflect project personnél decisions and override the
diagnostics flags. NOTE: Conditions of concern will be shown in the

Management Information Program.

For Programmed configuration control, planned RTS down time can be input to
the CCOP to reflect planned support configurations for any increment of time
necessary for good operational control. (Example: Philco plans 1 week
down time for Hula in order to accomplish scheduled maintenance. This main-
tenance is to commence two weeks from the present date. This date can be
fed to the CCOP and a support capability can be established for the period
beginning two weeks from the present date. The support capability data can
then be fed to the scheduling program for the establishment of a support
schedule. Any change in the planned maintenance can be quickly reflected
in the schedule by the changing of a few parameters and the resolvement of

any consequent support conflicts.

Section 3.3.3 Page E.3/5
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Anogher use of the CCOP would be to tabulate history data for management
usage. Since the CCOP would utilize all the information which describes
anomalies or catastrophic failures of the support system, a history file can
be maintained to reflect chornic or repetitive problem areas. The weak areas
of the support system, the necessity for altered preventative maintenance
schedules, etc., can be established simply by keying a call to the tabluated
history file. This same concept could be extended to cover orbiting systems
as well. (Example: The repetitive rejection of commands by certain
satellites could be tabulated for history)

MANAGEMENT INFORMATION PROGRAM
(MIP)

Management information is simply an outline or brief of all data of critical
nature which is utilized for effective management of an operational support
system., Management information. is uéually gathered after a request has

been made for information concerning a particular aspect of the system., The
data requested is then manually collected from recorded date (and conversations
with support persoﬁnel) to reflect the information required. MIP, then, is a
program which gathers, formats and displays information necessary for

effective management of the entire support system.

The following types of information are required for updating the Management

Information Program:

Section 3.3.3 Page E.3/6
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a. Daily support schedules (obtained from SIMP)

b. Daily equipment configurations and equipment status
(obtained from CCOP)

c. Voice Communication with the RTS's.

The information will be used primarily for two purposes:

I. SCT management planning for future procurements,technical
direction to contractors, etc.
II, System Controller and Data Systems Controller directions
during missions to assure rapid, well planned and
orderly assignments for correcting abnormal conditions

(anomalies, reconf igurations, equipment repairs, etc.)

1. Since Management planning is based upon statistics of past, present

and projected future operations, there is a continuous gathering of information
to substantiate management positions. Technical direction to contractors
requires operational data to substantiate the requirements levied upon the
contractors by the Air Force management. The Managemént Information
Program will provide the needed data in near real~time in any of various
formats desired. MIP will nbt require extensive data processing since it will
draw the needed information from existing operational programs, The MIP
display medium (2250 or hard copy) will provide the capability to chose

formats which best suit the time of inquiry. Most of the information will

Section 3.3.3 Page E.3/7
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-8~

come from the CCOP, (Note description of CCOP preceding)

2. Operationally the MIP will be very useful to the System Controller and
the Data Systems Controller. When unexpected anomalies occur in the STC

System (includes RTS's), the System Controller can call information sufficient

to make rapid assessments of the problem area(s) and delegate the respons-

ibility for repair. Since he will know the degree of the problem, he will be
able to make accurate estimates as to time of repair and the seriousness
of the difficulty. This is especially important in manned orbital missions
since ground support during repair missions is of paramount im portance.
The ground suppert personnel must have enough information to properly

assess the situation. The MIP will satisfy this requirement.
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CONFLICT - Shows as
Flashing Symbols

Codes for Satellite Programs

Example: xxxxx = program x
- 00000 = program y
ZZZZE = program 2

i i

EXAMPLE
SINGLE SITE RESOLUTION

9

HULA

Support Requested by
Program x Project Ciffice

xxxxg
bttt
TVIINIAIINOD N4l

>( >< X X >< Support Requested by
Program y Project Office.

0000
OOOO

JUO00oUC

TIME > N Hour Schedule

Could be Overlays

Support Requested by
Program 2 Project Office

2z 2
z 2
2 2
z2 2,
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CUSTOMER NAME: National Range Division
Air Force Systems Commmand
Washington, D, C,

REGION:; GEM
PROGRAM: Air Force Programs
PROGRAM DIRECTOR: - Ray Simms

(« PROGRAM MANAGER: Jack Richardson

N

SPECIAL REPRESENTATIVE: Bob Bruns
SYSTEMS ENGINEER: Michael Bibault

FSD REPRESENTATIVE: Ken Driessen
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HQ NRD OFFICE SYMBOLS .

PATRICK AFB 11 June ;965

NRG
NRGV
NRGC
NRGS

‘NRA

NRC
NRCM
NRCR

NRI

NRO
NROA
NROC
NROE

NRP
NRPR
NRPP
NRPPA
NRPPR
NRPPS

( NRS

NRSC
NRSCI
NRSCP
NRSI
NRSID
NRSIS
NRSM
NRSP

NRW
NRZ

DDMS

COMMANDER Gen. Davis

Vice Commander (Col. Gibson .
Executive Lt. Col. Learnmonth )

Chief Scientist Dr. Hess

Asst. Chief Scientist - ILt. Col. Lake

OFFICE OF ADMIN SERVICES

PROGRAM CONTROL OFFICE
Program Management Division Mr. Lachar
Resource Management Division Lt. Col. O'Brien

INTERNATIONAL AFFAIRS AND SPECIAL PROJECTS OFFICE

DIRECTORATE OF OPERATIONS MANAGEMENT Col. Butler (open)
Operations Analysis Office (Open)
Range Control Division Lt. Col. Ligon
Operations Evaluation Division Lt. Col. Schou

DIRECTORATE OF PLANS AND REQUIREMENTS Col. Pellegrini
Requirements Division Lbt. Col. Lineberger Dr. Fennema .
Plans Division Col Volcek, perhacs

Advanced Plans BranchLt. Col. De Lisle '

Resource Plans Branch Lt. Col. Weingand
Systems Plans Branch Lt. Col. Cummings

DIRECTORATE OF RANGE DEVELOPMENT Col. Ewing ’

Communications Division Mr. Jones
Network Implementation Branch Mr. De Russo
Network Planning Branch Mr. Nordbusch
Instrumentation Division Col. Hemans
Data Instrumentation Branch Maj. Haberman
Support Instrumentation Branch - Maj. Brashears ,
Mobile Stations Division Lt. Col. (open) -

Air Force Representative, ISPO

WESTERN PLANNING OFFICE (Los Angles AF Station)

Col. Anderson
PERSONNEL .

DOD MANNED SPACE FLIGHT SUPPORT OFFICE
Col. Olson -+ Maj. Magrane

DEPUTY COMMANDER AFSC FOR GLOBAL RANGE (Andrews AFB, Wash)

SCGR DEPUTY COMMANDER
SCGRP Directorate of Plans and Operations
SCGRS Directorate of Range Development
_ Peopered by the Office of Administrative Serviees, Perrick AFS, Ploride
Séction 3.4 ‘ Page 2
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i FA{T | ‘ OFFICE OF INFORMATION
NATIONAL RANGE DIVISION, Dev, §
SMEET PATRICK AIR FORCE BASE, FLORIDA
‘ , TELEPHONE COCOA BEACH, FLA. 494-7733

BIOGRAPHY
of
LIEUTENANT GENERAL LEIGHTON (LEE) IRA DJAYIS

General Davis commands the National Range Division(NRD) and is Department
of Defense Manager for Manned Space Flight Support Operatiéns.
Born in Sparta, Wisconsin, February 20, 1910,
- Entered United States Military Academy in 1931, graduated 1935.  Also
holds Masters Degree in Aeronauticalkmngineering from Massachusetts Institute
of Technology (1941) and is a graduate of Air War College (1950).
‘ii~ Received pilot rating 1936, now holds Gommand Pilot rating.
Assignments bear out reputation as soldier-scientist. Instructor, Depart-
ment of Mechanics, West Point, (1939-1942) ; Ground School Director, West Point
- (1942-43); Project Officer Technical Executive, Chief, Armament Laboratory
- (1943-47) 3 ‘Assistant Chief, Engineering Plans Brdnch, Engineering Division
(1947-48) , Chief, Applied Research Section, Air Materiel Command (1948-49), -
Chief, OFC Air Research, AMC (1949) - All at Wright-Patterson AFB (1950-51);
Deputy Commander and Commander, USAFIT, Wright-Patterson AFB (1950-51);
Director of Armament, ARDC (1951-52); Assistant Director and Director of Develop-
ment, ARDC, (l952-5h);’commander,vAif Force Missile Development Center, '
Holloman AFB, N. M. (1954-58); Deputy Commander for Research and Development,
ARDC (1958-59)3‘Assiatant‘Deputy'chiéf'of Stnrf,“Devélopmont,'Headqgarters
USAF (1959); Commander, AFMTG, Patrick. AFB,:Florida (May 1960).

‘j> ; - . ~more=
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.pressure volume equipment used at West Point, Oak Leaf Cluster of Legion

. of Merit for design and development of gun-bomb-rocket sights for fighter

. Sciences for work in developing fire control equipment and Honorary LLB,

IBM CONFIDENTIAL

General Davis is married to the former Gertrude Austin of Lyndhurst, N. J,
Three children, Mrs. Robert M. Brown, Mrs. James C. Faris, and son, Leighton
I. Davis, Jr.

Received Legion of Merit for development of electronic pressure-time,

aircraft. Received Thurman H. Bane Award from Institute of Aeronautical

from the New Mexico State University. On May 21, 1963, the late President

‘Kennedy presented General Davis with the National Aeronautics and Space

Administration's Medal for Outstanding Leadership in recognition of his
contribution to Project Mercury.

For recreation likes golf (shoots in low eighties), bridge, enjoys hi-fi,

fond of hunting and fishing. Has extensive collection of electronic devices

which he constructed, and war game which he patented.
Is Fellow of American Rocket Society, member of Order of Daedalians.
General Davis assumed command of the National Range Division on 2 January

1964, .and was promoted to Lieutenant General on ) June-1964.

" «AFRTR-
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Western Test Range,
Vandenberg Air Force Base,
California. -

GEM

Western

- Los Angeles, Westchester.

Skip Hoyt
Paul DePascal
Jay Priday
D?clg S’taﬁley

Paul Lindfo'rs,
Johnny Jones,
Jim Hamlin.
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Western Test Range ‘
Vandenberg AFB, Calif.
Brig.Gen, J. Bleymaier

Vice Commander - - -| = = - Technical Director
Col. C.A. Ousley S. D. Radom
Range Support Engineering Operations
Col. Delaney Col. Hoffman Col  Vinzant
Procurement Plans &
Col. Clark Requirements
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59/02/21
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Range Support
Col. Delaney

Air Force - | ' ' ' . IBM
Lt.Col. R.F. O'Neil - Personnel Paul O. Lindfors
Lt.Col. L.W, Fry - Materiel ' ' John Jones ‘
Lt.Col. H.L, Stillens - Comptroller . Jay Priday

Maj. L. R, Gill - Administration : Dick Stanley
. Paul DePascale:
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G9/02/31
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Engineering
Col. Hoffman- - - - - Technical Advisor
Bill McGraw

Air Force | | . __IBM

Lt.Col. J. M. Ellzey - Ships ‘ . Paul O. Lindfors
Lt.Col. P. Andrae - Proj. Control John Jones
(O Mr. W, Cuthbert - Instr. Engr. : Jay Priday
AN\ Mr. B. Ames - Comm. Engr. Dick Stanley
(NPMr. C. Cusworth - Comp. Engr. Paul DePascale

Col.
(2)Mr.
(D Mr.
¢2) Mr.
(3 Mr.

Maj.
Mr.
Mr.
Mr.

() Mr.
4 Mr.

(number) -

C. H. Andrews - Facilities Engr.

Bob Effenberger

Jim Allison

Chuck LeRoy

Ted Barr

Glen Ballantyne - MOL Range Support- Special Assignment
Lou Kraff - Director Systems Engineering
Bert Larey - Systems Engineer

Chesebro - Communications Engineer
Criddle

Binglle - Command & Control

Denotes chain of Command
under particular section
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Operations
Col. Vinzant

Air Force ' - _-IBM
(N Mr. Alexander - Range Data , Paul O. Lindfors
£T.Col. Montalvo - Range Ops. ' John Jones
Lt.Col. R.B. Moody - Range Safety Jay Priday
Col. Hill - Chief Scientist for Range" - Dick Stanley
‘ Operations Paul DePascale

(2)Mr. McDowell )

. th. Analysis Ap.
(» Mr. Cristophono )Ma nalysis £p
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‘Procurement
Col. Clark
Air Force | - | S __IBM
Lt.Col. R. F. O'Neil - Paul O, Lindfors
Mr. W, T. Heavner : - John Jones
Mr. K. Ito Jay Priday
Mr. D. Templeman - Dick Stanley

Paul DePascale
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)

Plans and Requirements - - - - Colonel Godfrey

Air Force

Col. Carey - Advanced Plans
Mr. Bradford '

Lt. Colonel Chuck Fellows - Director, Advanced Programs
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Technical Director to Commander - - - - Mr. S, D. Radom

Air Force
Mr. Gene Clarey - Chief of Operations Analysis
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C. CURRENT STATUS

C.1 A Technical Report entitled "Consolidated Range Control
Center" was completed and delivered to WTR December 15.
The introduction to the report follows. Further information
concerning this report can be obtained through the MOL

Project Office.

Section 3.4.1 Page C.1/1
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C 1.0 INTRODUCTION

1.1 SCOPE OF THE REPORT

The present growth potential of the Air Force Western Test Range dictates
the consideration of a Consolidated Range Control Center to meet AFWTR
functional requirements and allow for modular expansion of both the hard-
ware and programming systems. This technical report presents the IBM
preliminary system design for the CRCC at AFWTR.

The contents of the report are ordered to allow both quick assessment of
the composite system and detailed perusal of its individual elements. An
abstract of its subject sequence follows:

Section 1 Design Considerations

A summary of considerations which influenced the
design of the system.

( Section 2 General System Design

A condensed identification and description of t?le
computing system which IBM has designed for CRCC.
Includes graphic summaries of hardware and software sub-
systems and range functions which the system supports.

Section 3 Detailed System Descriptions

Detailed technical discussion of the CRCC computer
configuration, the telemetry receiving complex, the
communication system, computer application and system
programming, the management information system, and
the range safety function is discussed.

Section 4 Facilities

Description of facility considerations which result from de-
sign of the data system.

This data system design for the CRCC has been based upon IBM's present
C - understanding of AFWTR functional requirements. To this extent, the

Section 3.4.1 Page C.1/2
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system should be regarded as preliminary since numerous contingencies
can modify support requirements as the range grows.

IBM will welcome the range's response to this design approach and is

prepared to modify and adapt as the system contingencies arise in
AFWTR's expanding user support mission.

1.2 DESIGN CONSIDERATIONS

In considering the various aspects of a consolidated approach, it becomes
apparent that the computing function provides the singl¢ element common
to most system users. It is, however, quite clear that tiie computing
elements of this system cannot be specified in an abstract fashion. Itis
convenient to consider the computing system as a node point in the flow of
raw and processed data at AFWTR. The design of the data processing
system must reflect a capability to accommodate the network of data flow
paths as envisioned during and after the consolidation. The key factors

to consider are the number of data paths arriving at or emanating from the
computing complex and the maximum expected over-all data flow rate.

Closely allied with the requirement to receive and transmit data is the
amount and type of processing (arithmetic, converting, routing, etc.) re-
guired to be done on this transient data in real time. These real time
requirements are dictated by range operational functions such as the pre-
diction of impact, orbit determination, quick look experiment analysis, and
other rapid turn-around tasks. The need to perform a variety of real time
processing while at the same time managing the flow of data will determine
the characteristics of the central processing element and govern the
selection of I/O devices associated with the central processor.

Once a given central processing element has been defined it is necessary

to address the total processing system for the sake of achieving a configura-
tion which will provide for maximum sustained support to on -line operations
should a failure situation occur. This historically has been solved through
the application of redundant elements in the system. The determining factor
in establishing maximum protection against interrupt or cancelled support

is the amount of time allowed to transfer critical functions from a marginal
device to one that is functioning correctly. By employing appropriate
switching equipment and pooling equipment, the required recovery capability
can be achieved without resorting to 100% hardware duplication.

In designing a consolidated center it is also necessary to inspect the off-
line or non-real time demands on the processing system. In this case, the
two factors of the operating system and the I/O configuration are the
determining ones. This is based on the assumption that the central

Section 3.4.1 Page C.1/3
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processing element has been sized to accommodite the real time or mission
support requirements.

The foregoing considerations can be divided into two broad categories:

1. Those pertinent to on-line real time mission
support
2. Those relating to off -line operations.

Ideally, then, an equipment system should be developed which can simply
and rapidly be reconfigured to meet specific applications.

In the remainder of this report, an attempt has been made to interrelate
these considerations. To achieve this, the report explores the following
areas:

1. Communications Network - including data rates
and routes.
2. Telemetry Processing
3. Software System
4. System Applications
5. Facilities
Section 3.4.1 Page C.1/4
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C.2 The current status of the range plans and work loads are
summed up in the reproduced MISSILES AND ROCKETS
article attached.

Section 3.4.1 Page C.2/1
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Vandenberg Begins Expanding for MOL

Acquisition of huge ranch adjoining space base will be first
step toward meeting needs of continuous launching; new Titans planned

VANDENBERG AIR FORCE BASE,
CaLir—The U.S. Army Corps of En-
gineers has been negotiating to acquire
the 14,891-acre Sudden Ranch proper-
ties adjacent to this base as the first step
in a massive expansion program trig-
gered by the Manned Orbiting Labora-
tory (MOL) program.

Brig. Gen. Joseph S. Bleymaier,
commander of the Western Test Range,
told MissiLEs AND ROCKETS he sees “a
real good possibility” that within five
years Vandenberg will have “continuous

manned operations,” involving perhaps -

as many as 40 or more launches a year.

Meanwhile, M/R learned that last
summer’s Titan III-X studies have ma-
tured into firm designs for two new Air
Force launch vehicles that will be used
to orbit advanced unmanned reconnais-
sance satellites and other military pay-
loads from Vandenberg. They include:

—Titan I1I-B. This will consist of
the first two stages of the Titan 1lI-A,
less the malfunction detection system
and other man-rating equipment, plus
an upper stage. Initially at least, it will
be used only with an Agena upper stage.
The Titan I11-B will be radio-guided and
be capable of orbiting payloads of about
8,000 Ibs,

—UTitan III-D. This will consist of
the Titan 1I1-B, Agena or other upper
stage, plus two two-segment, 120-in.-
dia. solid motor strap-ons. Payload will
be about 50% greater than that of the
Titan 11I-B, or approximately 12,000
Ibs. A three-segment strap-on motor de-
sign is still under consideration.

In still another version of the Titan
111, vse of seven-segment 120-in. motors
(instead of the five-segment motors used
in Titan 11I-C) apparently has been
firmed “ip for the MOL launches from
Vandenbuerg, For a time at least, Air
Force sources said, 156-in. motors have
been rqled out of the MOL program.

United Technology Center of Sunny-
vale, Calif,, is now working on a Pro-
gram Definition Phase (PDP) contract
for the seven-segment motor. Informed
Sources say the firm will get a develop-

; ment contract early this year.

The seven-segment motor probably

© would produce about 1.5 million Ibs. of

missiles and rockets, January 10, 1966

Section 3.4.1

by Robert Lindsey |

thrust, compared with 1.2 million Ibs.
of the Titan 1II-C motor. Designation
of the Titan III employing seven-seg-
ment motors hasn’t been determined as
yet, although one source said it would

be dubbed Titan III-E.

Unmanned activity—While this
Strategic Air Command base is being :
readied for what promises to bc a fast-
paced program of manned space oper-

ke bt gt

FEDEHAL CURRES
CNSTIVUTE S, of

.
S.P. RAILROAD

Map shows how purchase of 14,891-dcre Sudden Ranch (light area) south of existing .

space facilities will add substantially to both ground area and coastline.
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ations. the tempo is also rising in the un-
manncd military space activitics.

Modification of a former Atlas-
Agena launch complex to handle the
Titan 111-B 1s now well under way and
is scheduled to be completed late this
year (M/R, Dec. 20, p. 9).

Although payloads assigned to the
Titan I{l-B arc classified, it is be-
lieved that the primary one is a larger
version of the SAMOS reconnaissance
satellite. SAMOS is now launched by an
Atlas-Agena with a payload capability
of about 7,000 lbs. Apart from its pay-
load increase, Titan [II-B would give
this program the flexibility and quick
response possible with storable propel-
lants, not available with the Atlas-
Agena. Larger payloads resulting from
use of I11-B and I1I-D would permit sev-
eral reconnaissance refinements, includ-
ing multiple film recovery capsules.

Early MOL qualification flights will
be conducted from Cape Kennedy, but
all manned MOL missions will be flown
out of Vandenberg, to take advantage
of the facility’s capability to launch pay-
loads into polar orbits.

$53 million in construction—Bley-
maier estimates construction of the
initial launch capability (ILC) com-
plex for the MOL will take about 30
months.* Hence, the launch complex
should be ready for the first manned
MOL flight in late 1968. Bleymaier said
he expects work on the Sudden Ranch
to hit full swing in about March. Esti-
mated cost of ILC, an “all-purpose”
facility that will aiso handle Titan 111-D,
is $28 million.

The single launch pad of the ILC
will, in effect, be the core of the Titan
111 Integrate-Transfer-Launch (ITL)
complex at Cape Kennedy. Ultimately,
Bleymaier said, construction of an en-
tire ITL here is incvitable. But he said
the decision probably won’t be made for

“another couple of years.” This points
to the ITL becoming operuational in
about 1969 or 1970. Estimuted cost
of completing the I'TL is about $25 mil-
lion, in addition to the 1LC costs,
Bleymuicer said.

Although there hus been support for
establishing the MOL mission control
center at Vandenberg or at the Air
Force Space Systems Division head-
quarters at El Segundo, Calif., sources
said there have been no changes in early
plans to give the mission to thic Air
Force Satellite Test Center at Sunny-
vale (M/R, Nov. 22, p. 16).

“Timae of Transition”—Dicymaier,
the main driving force behind thie highly
successiul Titan Il programm and a
leader in carly MOL planning, con-
ceded that he’s now seeing space opera-
tions from a new light.

“For years,” he said with a grin, “I
was able 1o lay down requiremicits on
the ranges. Now I'm finding that having
to satisfy the requirements laid down by
others cai be a real challenge.”

This is a “time of transition” for the
Western Test Range, he observed. Until
now, he said, space operations here have
been conducted from converted ballistic
missile launch pads.

“Now for the first time we are build-
ing facilities for space from tiic ground
up,” giving the Air Force opporiunities
to optimizc facilities to fit its needs more
precisely.

Bleymaier said the WTR will re-
quire only “moderate” augmentation
to handle manned flights, essentially
addition of biomedical monitoring facili-
ties along the range.

He noted that extensive space medi-
cine facilitics are being incfuded in a
new 125-bed base hospital now under
construction—another sign that Van-
denberg is going into the manned space-
flight business. 4]

AF Orders New

LONG TANK THOR, a new
version of the Douglas Thor space
booster offering greater payload
capability, will be used for the first
time this summer, the Air Force has
announced.

Approximately 70 ft. long, com-
pared with 56 ft. for previous
models, the new vehicle is essentially
a Thrust-Augmented Thor (TAT)
with a longer tank and upgraded
solid-propellant strap-ons. The three
strap-ons are off-the-shelf Castor II
solid motors which add a total of
18,000 1bs. of thrust morce than the
Castor 1 motors used on the TAT.
Thrust of a single Castor 11 is 70,450
Ibs., compared with 64,530 for
Castor I. |

‘Long Tank Thors'

Air Force Space Systems Divi-
sion has ordered 22 of the new ve-
hicles from Douglas Missile and
Space Systems Div., Santa Moiica,
Calif., at an estimated cost of $18
million. These are all production
models, not modified older versions,
and the Air Force expects to utilize
them quickly and order further pro-
duction. In the usual process of
standardization, it says, the new
Thor eventually would replace all
older versions for Air Force and
NASA missions.

Thrust of the main engine re-
mains at 170,000 1bs. Total thrust
of the Long Tank Thor is 348,000
lbs. Increased payload capability is
achieved with longer burn time.

missiles and rockets, January 10, 1966
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PROGRAM AND OPERATION CONTRACT

Federal Electric, who currently has this contract, has
indicated that this will be up for RFP again on or about February 15,
1966. This covers both the programming and operation of the WTR

Range Safety and Data Reduction Facilities.

Section 3.4.1 Page F/1
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November 15, 1965

MEMO TO THE FILE

SUBJECT: November 12 Call on Col. Carey

On November 12, Jay Priday, Dick Stanley and Bill Gibson called on
Col. Carey to follow up on our Wednesday presentation. Purpose of the
call was to confirm that we plan to be on the base Monday and for the
following month, with a target of producing a solid and detailed design
for Col. Carey within one month's time. He confirmed that this would
be timely and talked for almost an hour covering the following subjects:

1. The new Headquarters area will be at Thirteenth and California
right adjacent to the new building the Wing is putting up. He
stated that Headquarters is moving in right next to the Wing
deliberately.

2. The Wing which is proposing the TMCC, avoided talking to
"~ Headquarters until very late. When they started talking,

Headgquarters enthusiastically joined and endorsed their efforts.
The TMCC had a computer size for real time to "shred out and
display" data for the Wing. However, it had no idea of encompas-
sing all the other WTR functions. Col. Carey states that "We
‘propose to go all the way. " We will take their computer room and
gain control of their operation.

3. He stated we will reorient a communications net to come into
these two new buildings.

4, We will expand the Wing activity until it's big enough to serve our
needs, and we will run the Wing down in the process.

o. There will be an organizational restructuring of the Air Force
Systems Command on Vandenberg soon.

8. A Division commanders meeting will be held at Vandenberg
within two weeks with Shriever, Funk, General Light and Davis,
the other Davis and Houston attending. The main purpose of this
meeting will be a discussion of the Air Force Systems Command
effort and the feeling that Shriever will reorient WTR to obtain
more harmonious working relationships. .

- more -
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Therefore, Col. Carey says the Consolidated Range Control

Center makes even more sense.

Col. Carey stated the following rules for a new center:

a. It cannot be a "pods" operation like ETR which IBM

-~ did on RCA equipment.

b. The executi\}e director program must use standard
Air Force supply programs such as "AFUND," "RAIS."

C. In regard to RAIS, Col. Carey stated that he felt the
Air Force Information Retrieval system developed for
SAC was a better program.

d. The system developed must have multiple accesses of
data with the remote terminals in and out.

e. The Range Safety system must have appropriate safe-
guards. - :

£, Range safety should be split into two inputs with
real-time data which can be destroyed going into the data
reduction function and other data generating an audit trail
for Range safety. Range safety items must be locked
under the control of the Range Safety Officer.

Col. Carey stated that everything would be coming in via micro-

wave if not on standard communication facilities. Jay Priday
brought up the point that the CTCS seems to duplicate some of the
equipment in the TMCC. Col. Carey stated that this was because
he was unable to get complete control of it and that the CTCS has
equipment which is common to all users. That the Range is
responsible for supplying the equipment, but the user is responsible
for what the data says.

The Wing in planning for the TMCC duplicated some of the CTCS
equipment. ' ‘

Our proposed CRCC must handle CTCS function.

A key target date is the 15th of December when a draft of the

Range package plan must be done and ready for headquarters
review. The final plan must be ready by January 15. Therefore,
Col. Carey stated that our target of having a report in within a
month is timely. In reference to previous discussion, the 15th of
November formally was supposed to be the date at which the first
draft of their Range Package Plan was prepared.

‘- more =
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13. We discussed with Col. Carey that we saw the main action required
: on our part to be in the data reduction, range safety, telemetry,

management information system and communications control. He
agreed that these covered the major areas. He stated that any
attempt to do program control switching of communications
equipment would give the communications people a fit, but told us to
go ahead and try. He suggested that we use Major Conelly on his
staff as assistance in entering the management information area
and also if we ran into difficulty in the.telemetry area.

14. We discussed the possible difficulty of securing information in the
telemetry area and he said if it got too serious to see him and he
would attempt to assist us. In discussing how we found out what
the Range future requirements would be, he stated the following:

8. . In the immediate future STLS would be the highest
performance equipment we would have to consider.

b. They were planning on using their own military
" instrumentation satellite to handle communications up
from the Range and, therefore, any system planned must
plan on higher speed communication in the future.

15. In concluding and as we were leaving, Col. Carey stated "there is
"a great deal to be done. NRD Headquarters is not sensitive and
doesn't recognize the problem. I need help there."

I would conclude that this is a very successful call and that we absolutely
must have our systems design in two to three or four days prior to

Janmuary 15 at the latest. Revisions to our plan are possible after this date
but it will make it harder to be included in the Range Package Plan.

Please call me on any points of discussion or interest regarding the above.

W. B. Gibson
WBG:jb
distribution: J. E. Hamlin
C. B. Brown
J. Priday
D. Stanley
P. DePascale
R. P. Bruns
H. G. Hoyt
Section 3.4.1 ‘ : Page H/3
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C X October 18, 1965
To: Mr. J. E. Hamlin

- Subject: Trip Report ~ Telemetry Processing Center at WTR

On Oct. 13th I visited the Western Test Range at Vandenberg AFB. The
following observations were made during various meetings held on this date.

1. Instrumentation Section of Range Engineering

a. Mr. Jim &llisan intends to submit a work statement to Pro-
curement for a Telemeiry Processing Center. He is apparently
writing this work statement without input from the Computer Systems
or Operations branches of his parent organization (see attachment).
It is planned tnaat this work statement will be in Procurement by
Nov. 15th, with an operational system date in early 1967.

b. Mr. Allison indicated that he is looking at two approaches
. in writing the system specifications and configuration. (From later
( conversations with Mr. Fred Barr of Computer Systems, it seems
- that Beckman presents one of these approaches and is probably the
influencing contractor.)

¢.  Mr. Allison indicated that he is interested in the long
range approach, i.e., an integrated control facility, but he is not
particularly biased toward an integrated facility in terms of equip-
ment location in one centralized building.

d. The building to house this proposed center has been approved
for construction. It will consist of a 9,000 sq. ff. annex to the
existing CTCS building and will cost approximately $500K.

2. Data Section of Range Operations .

a. Mr. Jim Alexander repudiated the engineering plans for a

Telemetry Center. He stated that he was not intimately familiar

with the work statement and further stated that he "didn't really

care" (sic) since he had not submitted requirements for additional

" or new systems to Engineering. Mr. Alexander stated that Jim

Allison's unilateral action violates the normal mode of range opera-

, _ tions, i.e., engineering design based upon requirements levied by -
C Operations.

Section 8.4.1 . f Page H/4
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" Mr. J. E. Hamlin -2~ October 18, 1965
3. Systems Section of Range Engineering
a. Mr. Ted Barr stated that his organization had not furnished

inputs to the Telemetry Center work statement. He believes that
this work statement will be proscribed by management on the grounds
that there is no input from his organization.

rrom the above described meetings it seems apparent that Mr. Allison's plans
for a Nov. 15th procurement will be vitiated due to lack of technical approval
at higher levels (probably Mr. Stan Radom). The work statement will un-

doubtedly be rewritten with all appropriate organizations contributing inputs.

Rather than try to conform to Mr. Allison's present concept of the Telemetry
Center, IBM should concentrate on the organizations most likely to influence
the final procurement. Conversations with Mr. Barr and Mr. Alexander in-
dicate are not inexorable in their ideas about an integrated facility to satisfy
telemetry processing requirements. In fact, Mr. Barr seemed well pleased
w1th the IBM approach as presented very briefly by Jay Priday and myself

Q/ Lo

R. V. Coalson
RVC/jeb
ttachment
Section 3. 4.1 o Page H/5
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Attachment to Mr. R. V. Coalson's Trip Report of October 18, 1965 to
( Mr. J. E. Hamlin :

The persons referred to in this memo are shown organizationally below.

WTR

Gen. Bleymalier

Stan Radom - Tech. Dir.

: 1 ) |

Engineering | ' Operations
Col. Hoffman Col. Vinzant
[ _

(. | .
strumentation Systems , Data
Cuthbert ' Cusworth Jim Alexander
. 1 | |
}m Allison Chuck LeRoy) & .
Ted Barr ) omputer
Section 3. 4.1 S . Page H/6
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November 11, 1965

RESUME' OF BRIEFING GIVEN GENERAL BLEYMAIER AND WTR STAFF
November 10, 1965 at 2:00 p. m.

Summary:

Customer expressed disappointment that we did not present a detailed

design idea. He felt our presentation was too filled with generalities and
motherhood. Specifically, our recommendation of a short study prior to
going out to RFP was unacceptable. This was interpreted as meaning that
the customer wants immediate help from IBM in generating a design that
they can use as a basis for an RFP in the near future. Attached are debrief-
ing comments from the individuals who attended from IBM.

Action:

Since the Range is on vacation November 11, we will return Friday, the
12th, to start immediate action almed at coming up with a detailed systems
desagn within three weeks.

Distribution: C. B. Brown - MOL Project
R. P. Bruns - MOL Project, FRO (GEM)
J. Chapman - FSD, White Sands ™
P. A. DePascale - LA Federal

. B. Gibson - MOL Project

E. Hamlin - FSD MOL Project

'G. Hoyt - LA Federal

Jones - FSD, LA Aerospace Bldg.

O. Lindfors - ¥SD, LA Aerospace Bldg.

Mazrtin - FSD, White Sands

E. McKittrick, Jr. - FRO (GEM)

H. Priday - LA Federal :

J. Selfridge - FSD MOL Project

Stanley - LA Federal

Ursin-Smith - FSD, LA Aerospace Bldg.

WWHHOEYSEHE

Section 3. 4.1 - Page H/7
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DEBRIEFINGS

In Air Force fashion, each IBM attendee was asked to jot down his
recollection of comments made by personnel during the meeting. These

are as follows:

W. B. Gibson

Col. Montalvo:

Col. Carey:

Col. Hill:

Mr. Kraff:

Col. Carey:

Section 3. 4.1

Come see operations. -

I am integrated now.

Same pitch as you made 18 mo. ago only using flip
charts instead of slides. '

‘We agree in concept.

We want your detailed design.

(to J. Jones) Your date is way too optimistic. We
need a system in February, 1967, not October 1967.
(to 7. Hamlin) Our biggest computing problem is a
five station real-time fix for radar tracking.

We have a good operation now. It is proceeding on
schedule.

(Col. Hill is not yet completely identified as to
what organization he represents)

What information do you need from us to make a

design?

I want a real-time data bank with multiple access to

it from users all over the range.

I understand why the computer operation should be
closed but the data must be open.

I could care less whether there is one or multiple
systems required to do the job.

What I am interested in is square footage, people
and dollars required. What are you going to do about
our Range Automated Information System? We want
details and specific recommendations from IBM.

Page H/8
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( J. E. Hamlin

Maj. Corley:

Mzr. Don Hass;

Mr. Kraff:

'67

'68

Section 3. 4.1

- Interested in managem 1t remote inquiry devices

and methods vs. logisti..al and schedule information.

Asked mundane, courtesy question. Can't recall
content nor answer.

Agitated as hell. Really wanted IBM to come in with

specific design. Wanted following dilemma identified
to General

6595 WTR——3 NRD - AFSC
TMCC ~ RCC

1,2 167 5, | s,
1
Addon

3

Bldg. 300
4,
7,

Basic. conflict between centralized facility incorporating
computers 1, 2, and 3 vs. second facility(ies) incorpo-
rating computers 4, 5, 6, and 7. Many of these buildings
and computers are already in the approved plan.

He talked of the problem in use of Facilities for Headquarters
purposes. He emphasized need for evolutionary growth
within presently planned budget. Pleaded for correcting
seemingly duplications. Will collaborate with IBM.

Wants to know how to get to General again. He suggested
series of design cooperative efforts.

Pointed out preface statement of recent IRIS report on
computers. ‘

He had hoped that case would be made for continuity of

effort from fabrication to checkout to mission.

Page H/9
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J. Jones

Gen. Bleymalier:

Col. Carey:

Col. Hill:

J. H. Priday

Col. Carey:
Col. Montalvo:
Col. Hill:

Mr. Kraff:

Section 3. 4.1
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1. He's learning - there are problems.

2. WTR is going the consolidated approach.
3. There's still some work to do.

4, Like to talk to us some more.

5. Accepted what we had to say, liked it.

Apologized to Jim. Wasn't trying to shoot down the

pitch. Just wanted to tell us we were way ahead last

year. They are just catching up. Have to have design

to get approval. Doesn't care where computers are

as long as they are together and you have communication.
No dedicated computers. Five stations for probably
biggest job, FORTRAN IV official language NRD. Wants
to put Air Force management system on a file. Wants
management information system. Wants remote terminals

for management information system. Wants us to come

see him.

' Has lots of ideas and requirements. Doesn't know

how he will get to answer WTR and 659th planned

facilities to go together. CTC a sore spot that has to

have continual money. Can't chop it out. Doesn't see why you
can't furnish 72-hour tapes at the same time you plot

range safety present position.

Mahagement Information System.
February, 1967.
No study.

I have a consolidated computer.
What do I do to this facility?
He hasn't seen anything new.

Doesn't want consolidated.
Havent defined existing operational problems and future
requirements.

Wants us to tell him what information we need.

Page H/10
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J. J. Selfridge

Mr. Radom:

IBM CONFIDENTIAL

.(In his office afterward)

- "You got to the general. We have some operations

Lt. Col. Montalvo:

people problems and I'll take care of them. " I told

him what Bleymaier told Jones (i. e., we were on the

right track). Then we were joined by

Montalvo said, "You guys should have given us a design
to pick apart. What you said today you said 18 mo. ago.

We've got a system now. We want you to tell us your

" ideas."

Mr. Radom:

Mr. Radom:

Section 3. 4.1

"You were pitching preliminary design and it couldn't
have been done without Wing and Range ties. "

They both indicated that the 659th was not formally
a part of AFWTR.

Montalvo left.

"We've got some operations types looking down a

hole with blinders on." I told him that we could very
easily have pitched equipment but decided against it.
He said, "You made the right decision. If you had
pitched IBM numbers, you would have gotten ten times
worse treatment. We needed concept of starting

from scratch. We can work vvlth you now. I'll call
Gibson on Frlday "

i

Page H/11
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LM CONELDISNTTAL,

N ber 18, 1965
ovember C. Tross

PART 1.
TO: Distribution

COMPANY CONFIDENTIAL

TRIP REPORT: VISIT TO

On 11/16/65 the writer visited the Western Test Range and spoke with
Mr. Stan Radom, Colonel Hoffman, and Mr. Hallenbeck,

The visit was arranged for the writer to re-establish his contact with
range personnel and explore their current interests and future require-
ments for the range.

The first meeting was held with Mr. Radom. We discussed the presenta-
tion given to WTR by IBM on 11/10/65 concerning the ''Integrated Control
Center Study'". Mr. Radom made the following comments:

1. The presentation was made at his request and he coordinated
the attendance invitations to WTR personnel, which inclucded General
Bleymaier, Commander WTR,

2. - He felt this presentation was generally well accepted, however,
some attendees had hoped for more details and were hostile. '

3. He .. Juite satisfied with the expressed interest on the part of
IBM and especially the desire to provide the preliminary services being
expended during the next month. ‘ ’

4, He also states that GE and CDC are conducting similar studies .
at this time. :

R Since some of the people were not completely sold by the pre-
sentation, a great deal of emphasis shall have to be placed on the report
and possible presentation, which will take place in mid-December.

6. At the present time the ICCS is the principal thrust effort at
the range. It is hoped that this center will be active and useful for the MOL
program with which the range is significantly preoccupied.

Section 3.4.1 : Page H/18
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Meeting with Colonel Hoffman

1. Colonel Hoffman, 'in effect, relayed the same personal
observations as Mr. Radam.

2. Spérry Gyroscope has contacted Colonel Hoffman in regard to
the ICCS but it seems they were not encouraged to participate.

3. He is quite interested in using a Multi-Station Solution in the
center.
4, He pointed out that since radars cannot provide comparable

accuracy to inertial platforms, range safety officials have agreed to
employ platform data in range safety displays. This, he feels, is a major
break through.

5. In view of the cost and weight of the transponder, Colonel Hoffman
feels that GERSIS (which uses the GE-Mod III radar and COTAR) is no longer
of particular importance. He thinks the range should eliminate this system.

6. At the zresent time an RFP is being prepared,the first version

of which has been reviewed by Colonel Hoffman but was returned for
revision. He thinks clarification and more detail is desired in this RFP.

Meeting with Mr. Hallenbeck

1. Mr. Hallaway reflects similar impressions to those offered by
Mr. Radom.
2. - He stated that ICCS mission definition is not very clear at this

time. Although a number of range personnel are addressing this problem,
no definitive definition exists at this time.

3. Mr. Hallenbeck elaborated on his job and responsibilities. He
reports directly to Colonel Hoffmann and is responsible for the engineering
budget. At this time he is occupied with the preparation of the FY'67 budget.

Section 3. 4.1 o | . Page H/19
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Thereare three fundamental and distinct budgets at WTR which may not
draw on one another. He did not offer any information as to budget
magnitude, however, stated " It is much more difficult to obtain money
in the Air Force than it was in the Navy." 'If you think we had it bad at
the Navy you should see it now. "

O r e

Distribution:

C. B. Brown

Dr. P,A.Castruccio, Bethesda
E. Doyle, Bethesda

R. G. Finnegan

W. B. Gibson

J. E. Hamlin

J. P. Jones

P. E. Lindfors
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Section 3.4.1 | Page H/20
12/20/65




IBM CONFIDENTIAL

PART II - November 18, 1965
To: Distribution |

From: C. Tross

Subjecf: Trip Report - Visit to PMR

On Nov. 17th I visited Mr. Henry Settle at PMR. A general discussion was
held pertaining to his current efforts and interests. He stated that:

1. The RTDHS programming task is currently being executed by Informatics
under a $90K contract won as a result of a select source competition in
March 1865.

2. Integration of RTDHS and IDDS is being effectively conducted by Collins
and Range Development personnel.

3. The RTDHS-IDDS control center has been designed and will be located.in
Bldg. 50; it is intended to be a rather comprehensive center.

4, The ROMAC 'program has now been completed by ITT. Equipment for this
system has been received and integration is scheduled to be undertaken
by Range Operations personnel.

5. The range is currently interested in activities related to the Pacific Test
Range and the Hawaiin Undersea Test Range. '

6. For the moment, Settle knows of no new systems development plans. He
suggests, however, that we contact Dr. Dudsziack in Santa Barbara {for-
merly with TEMPO), who is still a principal test consultant with substan-
tial influence at DASA. He feels that new support-type programs may be
in the making.

7. Mr. Settle gave me copies of Informatics report on RTDHS and Collins re-
port on IDDS/RTDHS. These reports should be helpful in RICC.

C. Tross

Section 3. 4.1 | Page H/21
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November 3, 1965
TO: Mr. J. J. Scifridge

FROM: F.X.0O' »urke

INITIAL THOUG! = S CONCERNING IMPL? ENTATION OF THE DIGITAL
CHECKOUT FAC TY AT THE WTR LAU 'H COMPLEX.

In an area as com:. :hensive and overs. " wehicle checkout
and validation, the writer cannot . ~e to . initive
recommendations oa the subject unt.. . .as ir n zreal deal
more specific engineering information rerarding piad... ¢qus, nt con-

figuration, proposed test and checkout apprc.:ch, as well as the general .
operational criteria associated with the launc:i of the particular vehicle. This
data, coupled with specific launch objectives and broad launch schedules,
would allow the presentation of system engineering ground rules more
directly geared to insure the orderly rapid and successful development of a
useful computer checkout complex facility.

However, it is the writer's opinion that experience gained in designing and
implementing a job such as a launch control system for the Apollo launch
vehicle has highlighted some very pertinent general engineering considerations
which should be carefully taken into consideration in the development of any
hardware/ software checkout capability to be used for validation of Apollo

or Titan type vehicle. While many of the following recommendations can
easily take on the aspect of self-evidency or patently good engineering ‘
procedure, the writer would like to stress that most of them were completely
overlooked in the initial design of the existing Saturn launch computer

complex and, in many cases have deteriorated the utility of the system to

such an extent that formal engineering notification has been transmitted by
IBM to NASA expressing the high probability that the existing launch computer
complex will be unable to launch a Saturn V vehicle without a material mod-~
ification to the system either through the additional computer capacity or

the relegation of prime control functions to ground support hardware in place
of the Saturn launch control computer.

Assuming, for this discussion, a checkout and launch facility is required

for the Titan III vehicle and that some semi-automated computer checkout
capacity is desired, the following ten basic ground rules should be thoroughly
investigated prior to layout of the initial system configuration:

1) Operational experience being gained now at launch complex 34
and 37 clearly highlights the undesirability of a two-computersystem with
one'computer very close to the vehicle and the other in the blockhouse. In
practice the existence of a completely implemented computer facility close
to the vehicle ha¢e proved very difficultto utilize during the final pases of the

Section 3. 4.1 | Page H/22
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To: Mr. J. J. Selfridge . November 3, 1965

countdown and in event of failure or misoperation leaves the operational
launch control group completely helpless to take remedial steps for even
the slightest malfunction, since the launching procedures allow no person
in the area during final phases of the countdown. As a result of this problem,
every effort is now being made in the Saturn facility to remove all major
control and test programs from the computer located nearest the vehicle
in such a manner that in the final phases of countdown the vehicle (AGSC
computer) is in a passive monitor status with as much control as possible
relegated to the blockhouse computer. While complete discussions of this
particular problem are outside the scope of both the paper and the time
writer has to prepare it, the basic criteria of limiting computer hardware
as much as possible to those input and output devices required to fee the
central control processor cannot be overemphasized if the checkout system
is planned for use during a launch countdown.

2) Evidence clearly indicates that*even checkout systems,
utilizing computers, starting out with the purest intentions of remaining
completely passive at some time in their development require the
generation of control functions from the checkout computer to the launch
vehicle system under test. The insertion of this conirol capability into the
checkout computer system will rapidly evolve into a basic requirements
(generated by range operational personnel) to utilize the computer system
as an active control element during launch operations. If this possibility
exists, care should be taken in the initial design of the computer facility to
provide adequate high-speed data channels to allow the full potential of
the computer facility to be eventually realized. As a minimum, means
should be provided in the data link communication system from the computer
to the vehicle to allow all control functions to be transmitted completely
independent of monitor functions and data being transmitted from the
vehicle to the computer. As a minimum, it would seem this would take
the form of separate ‘ '

Section 8. 4. 1 - o Page H/23
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January 17, 1966
L.A. Westchester GEM - 230

S
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CTCS - WTR

Your memo to H.G. Hoyt, 1/4/66

Mr. J. E. Hamlin
MOL Project

Due to delivery requirements, the Universal Telemetry System RFP
for CTCS will be no-bid. A technical report will be submitted to

Col. Hoifman, Director of Range Engineering, describing a system
that would meet the technical requirements of the RFP. The purpose
of the report will beto delay delivery requirements and to demonstrate
IBM's capability in this area. Target date for submission of the report
is January 25, 1966. Presentations by F. Mutz and myself upon sub-
mission are also planned to further strengthen our recommendations.

It is expected that WTR will also be letting an RFP abaut Feb. 15, 1966
for a computer system to perform ''fault analysis' and control of the

* entire CTCS facility. Personnel knowledgable in telemetry processing

are presently being sought within IBM to meet this and future telemetry
bids at WTR. Subcontracting or teaming arrangements are not recom-
mended due to the extreme need of building and retaining in-house

capability in this area. ,

J. Priday
JHP:ep
cc: H.G. Hoyt
P. DePascale
J. Warstler
F. Mutz, FSD : '
W. Gibson, MOL
Section 3.4.1 ~ , ' Page H/24
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MEMORANDUM TO FILE

FROM: J. E. Hamlin

SUBJECT: Trip Report on Visit to MCC - Houston, with
Major Hartrim and 'st Lt. Smith of the 6595th
Test Wing

Major Hartrim requested that IBM personnel accompany him and
Lt. Smith on a visit to Houston Control Center. I advised him to
make arrangements through military channels. The visit was made
with myself and Mr. Jay Priday of the Data Processing Division
accompanying Major Hartrim and Lt. Smith.

During the flight down, we discussed the general agenda, which
covered the following items:

Trajectory calculations

Simulation

Crew environment data

Post flight data reduction

Programming system design, particularly
how changes were incorporated

Brief discussion on the tradeoffs of the relative
costs of space, between office space and that
for electronic equipments.

We met in Houston at the Alpha Building on Monday morning at
approximately 9:00 a.m. We had a brief discussion and Major
Hartrim checked with Colonel McKee's office and determined that

he had failed to make proper arrangements through military channels
and so some time was wasted in military protocol. We did, however,
meet a Colonel Ballantyne, who is the MOL coordinator for the

Space Systems Division of the Air Force at Houston, for working
relationships with NASA. I gained the impression that in this
capacity, Col. Ballantyne works for a General Burke. Mr. Priday
and I toured Major Hartrim and Lt. Smith through the Control Facility.
Lt. Smith is a little difficult to work with, in that he interjects
questions and engages in give and take discussion. However,

we did manage to describe the operational aspects of the control

Section 3.4.1 Page H/25
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center, the data flow, the functional use of the computers and some
of the other features. Smith engaged in conversation as to relative
merits of display system. I don't think we did too good a job in des-
cribing to him the reasons behind the design. He was openly contemptu-
ous of some of the design that he found in Houston, making statements
such as the Air Force would surely want a system that was simpler in
design or more efficient in operation. I judged that Major Hartrim is
a real strategist. He has been in the Air Force a length of time and
before that told us that he had been an enlisted man in the Navy. He
described how the CTCS system came to be established, wherein they
had taken common equipment from each launch complex and consoli-
dated it into one facility. He described the fashion in which he had
obtained SAC cooperation to provide the building, by promising them
the system when it became operational and how, later, he arranged to
have a higher level command renege on the obligation. He described
further how it had been planned to turn over this facility, which was
inadequate to the WTR, such that the Wing would be free to procure
the TMCC. He went on further to describe that the Wing had money
for a TMCC and had preliminary design in mind; he described that the
TMCC would be implemented in a step-by-step phasing manner and
that it would be done in order to support the MOL. Clearly, there is
a need for additional marketing to be done in the area, and we must
learn more details about the organization of the Wing.

Major Hartrim did say that the Commanding General of the Wing,
Colonel Newton and his deputy, I think a Colonel Greede, were
retiring. He and Colonel Ballantyne had discussion on this point,
on the relative difficulty of keeping competent military officers in
the Service when they were no longer qualified for flying status.

I think much of the discussion was for the benefit of we civilians
who were standing there who they obviously believed made too much
money.

Major Hartrim said that the CTCS computer bid had been killed but
that some of the people on the base had not been advised of this
yet. Both Hartrim and Smith portrayed a feeling of self-sufficiency
on the part of the Wing. They indicated that they had had discus-
sions with CDC but not any great amount of discussions with
UNIVAC. He further said that they had had very little or no discus-~
sions with Philco. He was amused by the fact that the majority of
the contractors and vendors have given attention to WTR and have
overlooked the Wing. We determined that the TMCC would not
include the range safety function nor normal data reduction. We also
determined that the TMCC would be oriented from the standpoint of
telemetry data input and data reduction and mission control, as

Section 3.4.1 Page H/26
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derived from telemetry-type data. They are specially interested in
checkout. Their concept is that the TMCC would have a central type
of data handling and computing and that the launch control would be
obtained by remote display that could be fairly flexible or movable

and the driving distances from the Control Center TMCC to the launch
display might be in the area of 5 miles. They gave strong emphasis

to the minimalization of equipment throughout the total system. They,
in my judgement are looking for a fully integrated system and a single
contractor. At this point I believe, from my discussions with them,
that they would recommend both hardware and software in one contract.
They implied an RFP in approximately three months. They said that the
TMCC building was actually underway.

They will have further discussions with Philco in Houston on the
Control Center and after that plan to go to Cape Kennedy, where they
intended to tour the Merritt Island facilities and the Control Centers
on Cape Kennedy. They might also have planned to go to the Data
Reduction Center at Patrick.

I believe it would be profitable to get back for further discussion

with Major Hartrim in the area of checkout and in the areas of launch
control. I think that he and Smith would be quite candid in terms of
what their system design approaches are. I am sure that they have a
very close working relationship with CDC. This was indicated by the
fact that the CDC salesman, a Tom Gorman, was with these gentlemen
Sunday afternoon at the time they ordered the airplane.

Section 3.4.1 Page H/27
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GEM Region
Air Force Programs
Washington, D.C.

December 2, 1965

MEMORANDUM
TO: Mr. W. B, Gibson

L. A. Aerospace Building
SUBJECT: Western Test Range

| have learned that plans to merge the 6595th Aerospace Test Wing into WTR

have been scrapped. WTR will take over some of the space in the building
which houses the 6595th.

National Range Division is aware of WTR's present study of CRCC, and wi ll
be interested in seeing the results of their study. In order to sell a program
for CRCC to NRD, WTR's pitch should show WTR as a component part of the
larger Global Range System which includes ETR and SCF. Great care should
be taken to show how easily WTR can interface SCF and ETR, and where
system compatibilities can be effected.

R. P. Bruns
RPB:ils
cc: Mr. J. W. Richardson
Section 3.4.1 Page H/28
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Weekly Activity Report on WTR Project
12/3/65

H. G. Hoyt
Branch Manager

Calls were made on Gene Clary, John Payer, Major COlson and Dave Huffman
by Bill Gourlay, Gene Rogers and Dick Stanley. Purpose of the calls was to
gather information on installed Data Hanadling System and Communication
System. Documents were obtained to assist in documentation of present system.

Meeting with Major Conley, Chuck Leroy, and various people from the

Command and Control section of Range Engineering was attended by Dave

Nichols, Michel Bibault and Jay Priday for discussion of the WIR project

and in particular the Management Information System of the project. In

addition to the discussion on the local requirements for Manggement Information
System, it was learned that $4, 000, 000 was planned for the military conltructionv
program at WTR for the fiscal year '69 for a Consolidated Range Control Center.
Installation of equipment into the CRCC {s planned for fiscal year '70. This
represents a one year slippage in previous plans. Major Conley also indicated
that the Consolidated Telemetry Checkout Station will be turned over to WTR

on 1 January 1966. Finally, it was learned that the preliminary Range Package
Plan that was submitted to NRD November 15 will be back to WIR on December
15. At this time the Range will prepare the final version of the long range

plans and submit the final version to NRD on January 15, 1966. The Range

hopes to incorporate into this planning document information that we submit

in our technical reports on the Consolidated Range Control Center.

Timing kernels were submitted to Jim Alexander, Range Operations,

comparing the 7094 Mod 1, 7094 Mod 2, 360/65, and 360/75 on a representative
scientific job mix. These kernels were taken {rom the Force proposal that

was prepared by the Federal Region and Poughkeepsie groupa.

The Fall Joint Computer Conference was attended py Bert Lary, John Spellman,
and Jay Priday. Bert Lary is in the Systams Engineering group of Range
Engineering and John Spellman {s an engineer for the Autonetics Division of
North American and is active as a consultant to both the Western Test Range
and the 6395th Test Wing., A special demonstration of our 360 system at the
coaference was arranged and discussions on the Consolidated Range Control
Center were accomplished at the confarence.

Section 3.4.1 Page H/29
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H.G. Hoyt
12/8/65
Page 2

Mr. Frank Mutz, formerly FSD Project Manager at JPL, is now FSD Project
Manager at the Western Test Range, Mr. Mutz arrived in Lompoc on Friday
and started to familiarize himself with the project.

A preliminary telemetry systems design was started by FPaul Lindfors,
Bill Fulton, and Jim Hamlin. Mzrx. Fulton is a consultant hired by FSD for
the telemetry design,

A preliminary outline of the technical report to be presented to the Western
Test Range was prepared by Dick Stanley and Jay Priday. Following are
the major subject areas for the report:

Executive Summary

System/360 Hardware

System/360 Software

Data Reduction

On-Line Real Time Operational Support
Telemetry System

Communications

Instrumentation Checkout and Diagnostics
Management Information System
Detailed Systems Design

Hardware Cost

Software Cost

Physical Planning

Facilities

Target date for submission of technical report to the Western Test Range
is December 15, 1965, Maximum effort will have to be expended by project
team in order to meet this target date,

) /‘g

>

J. H. Priday
JHP/mb

cc: Paul DePascale, 1.8G
Bill Gibson, MCL
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February 10, 1966

L.A. Westchester GEM - 230 EM

MOL Planning at Vandenberg AFB

W.B. Gibson
MOL Project

Plans for supporting MOL are now under way at Vandenberg AFB

by both the Western Test Range and the 6595th Aerospace Test Wing.
Range safety and communication of orbital parameters to the mission
control center will be the responsibility of WI'R. Pre-launch check-out
of booster and vehicle, simulations, and biomedics are requirements
that the 6595th are now planning for.

WTR will perform their functions on the existing 7094/7044 system.
Processing of radar data will be performed by the 7044 while the
guidance data from the telemetry system will be handled by the 7094.
No firm plan is now in existence if redundancy of computing systems
is a requirement. Discussions with WTR personnel indicate that if
redundancy is a requirement, four alternatives will be explored:

1. Duplication of existing 7094/7044 system.

2. Replacement of present systems with a dual 360/40
or 360/65 configuration,

3. Replace the 7044 with CDC 3600's to handle all real
time requirements.

4. Provide real time inputs to both 7094 and 7044 and
essentially split the system into two separate com-
puting systems.

Extreme pressure is now being exerted on WITR from NRD to install

the 3600's so that standardization of computing systems at ETR and

WTR can be accomplished. WTR is taking the position that the Range

is meeting its real time and data reduction requirements on a single
direct couple system and hence, additional computers are not necessary.
In fact, current plans are fairly firm to award FSD a sole source contract
to provide WTR with a software package to incorporate present real time
and non-real time programs into a DC system similar to the one at

White Sands.

Section 3.4.1 Page H/31
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W.B. Gibson
February 10, 1966
Page 2

Duplication of present DC system to meet MOL requirements is
rather remote unless systems within the government's inventory are
available.

Replacement of existing systems by third generation equipment

could be effected by an RFP late this year with installation date FY '68.
This would be in line with WTR's plans to relocate and consolidate

all Range computers into a single Consolidated Range Control Center
(CRCC). Approval for the CRCC depends on whether or not the 6595th
gains approval for their planned Technical Management Control Center
(TMCC).

Splitting the two systems and giving the facility some resemblance of
redundancy is not favored due to increased cost in both hardware and
software without an appreciable increase in capability.

In the area of pre-launch check-out, etc. the 6595th is moving very
rapidly to gain approval for the TMCC. About $2.5 million has

already been approved for a building and approval for equipment money
is now being sought from General Shriever. Presentations by the Test
Wing and local Aerospace Corporation personnel to General Shriever
was supposed to have taken place during the week of 2/4/66. Concept
approval has supposedly been obtained from General Cooper and General
Bleymaier.

Specifications for an RFP are now being generated by personnel from

the Test Wing MOL Project Office (Major Hartrim and Lt. Smith).
Hartrim and Smith toured various facilities in the country during the
week of 2/4/66, looking at design approaches and contractor capabilities.
Jim Hamlin and I accompanied Hartrim and Smith to Houston, where we
toured the RTCC. The following information was obtained from the trip:

1. Approximately $20 million is available for the TMCC.

2. If approval is obtained, an RFP will be out in the second
or third quarter of this year.

3. A single contractor for system design, hardware, software,
integration, ONM, etc. is mandatory.

4. Design will call for five telemetry processors to perform the
decommutation and data compression functions.
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W.B. Gibson
February 10, 1966
Page 3

5. Two main processors to perform the data analysis and
display formatting will also be called for.

6. A telemetry oriented software system, similar to STOLL
being developed for the CDC 924 at Douglas Aircraft, is
needed.

7. The TMCC will be used for all MOL work at WITR. No
special contractor-provided systems will be allowed.

8. The function of the Consolidated Telemetry Checkout Station
(CTCS) presently being run by WTR for pre-launch check-out
of ballistic weapon systems will be transferred to the TMCC
with the result that CTCS will no longer be needed.

9. CDC will probably be bidding five 1700's and two 6400's
and Hartrim and Smith lean toward their approach. The
WTR CDC representative, Pat Gorman, accompanied
Hartrim and Smith to the L. A, Airport.

10. Philco is not held in very high esteem by the Test Wing.
Lockheed's status unknown at this time.

11. Hartrim and Smith were planning sessions with Philco in
Houston, CDC at the Cape, and GE in Philadelphia, on their
trip.

12. Approximately twelve CRT displays and associated control
equipment will be required per launch complex. There will
be approximately eight to ten such complexes needing this
capability,

13. Equipment deliveries will be in the early 1968 time period.

It must be emphasized that the above information was obtained from local
Test Wing personnel. No information is available at this time at the SSD
or AFSC levels to verify the above is being done by the 6595th. Although

it was indicated that General Bleymaier had approved of the TMCC concept,
talking with local Test Range personnel indicates no decision will be made
on the TMCC until organizational problems are ironed out between the

Test Wingand WTR.

Section 3.4.1 Page H/33
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In the event, however, that the Test Wing does gain early approval for
their plan, the following marketing plan has been established:

1. Perform preliminary system design. This includes design
philosophy, standard and special equipment needed, RPQ's,
and special CRT displays.

2. Establish software requirements, including special telemetry
oriented language. Presentation of the telemetry software
system proposed at White Sands is planned in the near future
for Test Range personnel.

3. Establish a preliminary implementation plan - one of the
tough ones. Define areas in which IBM has the capabilities
and discuss teaming relationships for that part of the plan
where IBM has no capability.

4. Determine equipment availability,

5. Arrange for hardware/software presentations at Poughkeepsie
plant.

6. Obtain comparative analysis of expected CDC system.
7. Obtain SSD thinking on TMCC concept.

‘The above marketing plan should be accomplished by April 1, 1966.

J. H. Priday ,/

JHP/mb, Account Representative
cc: R.P. Bruns, Wash.
H. G. Hoyt
P. A. DePascale
J. E. Warstler
Section 3.4.1 Page H/34
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Air Force Program
Washington, D.C.

February 23, 1966

MEMORANDUM
TO: Mr. M. J. Priday
Los Angeles Westchester GEM
, Mr. John Warstler
’ : Los Angeles Westchester GEM
SUBJECT: Consolidated Range Control Center - WTR

Technical Management Control Center - SSD Aerospace Test Wing

As you are aware, determination of which organization will proceed with establishment of
its control center will be made at General Schriever's level. A group from WTR is scheduled
to brief HQ NRD during the week of February 28, in order to prepare General Davis' staff
for selling WTR's CRCC to Schriever. This parallels the recent action of the 6595th Aero-
space Test Wing in taking their justification for TMCC through SSD to General Schriever.

The consensus of opinion at HQ NRD now is that

(1) there is considerable economy to be gained by establishing a CRCC;

(2) the CRCC should be managed by WTR very much in accordance with present
philosophies, i.e. that WIR provide standard services, facilities and data
to users;

(3) the CRCC building should provide space for Range users, like the 65%th,
where the user provides his own equipment for satisfying mission~peculiar
requirements.

Certainly there is something to be said for NRD's approach. Consolidation, centralization
and sharing of facilities will satisfy those concerned with budget pressures. Management of
the facility by WTR is within the presently stated mission of WIR, hence no organizational
changes would be in order. Finally, the user would have an avenue to provide his own
capability when mission requirements dictate such.

I will continue to follow this project at NRD HQ, and advise upon on its program.

R. P. Bruns
RPB: mr

cc: Mr. H. G. Hoyt, B/M, Los Angeles West. GEM
Mr. P. A. DePascale, Los Angeles West. GEM

Mr. W, B. Gibson, Los Angeles Aerospace MOL
My. J. W, Kichaidson, Lacal Page H/35
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GEM Region
Air Force Program
Washington, D.C.

( ‘ March 7, 1966

MEMORANDUM
TO: Mr. J. Priday ) Los Angeles Westchester GEM
‘ Mr. J. Warstler )
SUBJECT: Consolidated Range Control - WTR
Technical Management Control = SSD 6595th
= Determination of which organization should proceed with its plans to establish a
( control center will be made in a few days. As | indicated in my February 23

Memo, NRD favors the WTR managed CRCC. It is very clear, however that NRD's
support of CRCC at General Schriever's level will not be particularly strong.
According to Colonel Creighton, assistant to the Commander, NRD is 51 % for CRCC.

It is clear then, that we must continue to concentrate on influencing the 6595th at
Vanderberg as they develop specifications for the TMCC.

KP Bruns 5

RPB:mr
ccs , Mr. H. G. Hoyt, B/M, Los Angeles Wesichester GEM
Mr. P. A. DePascale, Los Angeles Westchester GEM
Mr. W, B, Gibson, Los Angeles Aerospace MOL
Mr. J. W. Richardson, Local
Section 3.4.1 : - Page H/36
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IBM MOL STANDARDIZED CALL/TRIP REPORT

CONFIDENTIAL

Customer/Prospect Name (1)_IBM, Lompoc, California (15)

Individual(s) contacted (16) F. Mutz, R. Ursin-Smith, W.Green,W.Grisham, (59)
J. Gray, R. Hippe
Your Name (60)W. Gourlay, F.X, O'Rourke (70) Date (71) March 24-25, 1966 (76)

Summary of Facts Covered:

1. An orientation and direction conference was held on March 24-25, 1966, at

the Lompoc Office, regarding the AFWTR Consolidated Range Control Center (CRCC),
the AFWTR Consolidated Telemetry Checkout System (CTCS), and the 6595th ATW
Technical Management Control Center (TMCC).

2. Integration and organizational reassignment of F, X, O'Rourke and W. Gourlay,
Jr., from Department M48 to Department M49 was discussed between F. Mutz and
the principals involved.

3. As a subset of the effort in automatic checkout, a demonstration (simulation)
on the IBM 2250 is desirable. D, Lee and J. Gray are assigned to program the
demonstration, with half~time programming assistance from P. L, Hertan. D. Lee
and R. Cabaniss are presently programming a demonstration for the USAF Satellite
Conirol Facility. It is expected that much of this experience will be directly
applied to the checkout simulation. R. Hippe is addressing the problem of avail-
ability of a machine for the demonstration. Preliminary display simulator require-
ments reflecting the concept contained in the Preliminary Design Specification
document have been completed. These simulation requirements are in sufficient
detail to warrant a complete review with the assigned programmers prior to
finalizing the approach.

4, The USAF political situation at Vandenberg AFB was briefly touched on. It was
decided to address the general need for an integrated modular approach to the next
generation of "on line" aerospace ground computer complexes, while maintaining a
capability to respond to either a total or segmented specification as required.

5. Summary
a. The display specification for the Simulator is in sufficient detail to

commence the initial programming effort.
b. Equipment availability is unresolved at this time and will have
important effect on the entire schedule.
c¢. Content of simulation demonstration will be determined by March 30, 1966.
d. D. Lee and J. Gray are assigned to program this demonstration. P. L.
Hertan will be assigned to assist on a half-time basis about 3/30/66.
e. F. Mutz and R. Hippe have reviewed the initial simulator concept and
are in general agreement.
f. The goal of this group is to have initial flow charts and coding well

under way by April 1, 1966.
/,/IJ W/ué/% -

WG/jh . Gourlay (4. “~
cc: C, B, Brown, J. Gray, Section 3.4.1
W. B, Gibson, R. Hippe, F. Mutz Page H/37
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L.A. Westchester GEM - 230
April 12, 1966

Memo to: R. P. Bruns, GEM Region
: P.A. DePascale, LSG
»~W. Gibson, MOL
H. G. Hoyt, LSG
F. E. Mutz, FSD
R. K. Rea, LSG
J. W. Richardson, GEM Region

Subject: Consolidated Telemetry Checkout Station (CTCS)
at Vandenberg AFB

An RFP is expected within the next 30 days from the Western Test Range
(WTR) for a telemetry system to perform pre-launch checkout of ballistic
missile systems launched from Vandenberg AFB.

Due to the complexity of the proposal and the severe impact that it has on
IBM's future at Vandenberg, this memo is being written to define in detail
the situation that exists so that the various IBM offices involved can be kept
abreast as to the status of the project, our plan of action, and the support
we expect to solicit in order to win.

The CTCS was conceived and developed by the 6595th Aerospace Test Wing,
located at Vandenberg AFB, to bring about a better cost effectiveness approach
to the function of pre-launch checkout of missile systems, The purpose of the
CTCS is to provide a common set of equipments, in a single facility, and
available to all range users to perform the pre-launch checkout of their
respective missile systems. This consolidation has taken place in the area

of ballistic system checkout and as of January 1, 1966 the facility was turned
over to the WTR for operation. The 6595th is now planning for a multi-~
computer complex called the Technical Management Control Center (TMCC)

to provide a capability for performing the checkout of not only ballistic systems,
but also all space systems including Titan III and MOL. The CTCS will
eventually be replaced by TMCC and equipments compatible with the design
approach of TMCC will be transferred. In fact, all future procurements for
CTCS, including the expected above-mentioned RFP, will have to be in line
with the TMCC design. It is essential, therefore, that we win the upcoming
CTCS RFP. It has not been resolved as to who will control the TMCC, either
the 6595th or the WTR, but in any case our strategy remains the same no
matter who wins control.

Section 3.4.1 Page H/38
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April 12, 1966
Page 2

The CTCS RFP will be a total system bid that will include computers,
special telemetry equipment, software, and system integration. The RFP
is expected by May 1, 1966 and will call for a 30-day response, a 30-day
evaluation, and equipment delivery 225 days after contract award. The
range is now considering purchase of all equipment with approximately
$1. 35 million of FY66 money available for this procurement.

Information from the range indicates that the specifications will call for
computers with a 1 usec memory cycle and 24 bit or greater word length,

Preliminary system design using a dual Model 44 configuration is shown in
the attachments. Purchase price for this system is approximately $1.2
million and this does not include special front end equipment, software, or
system integration.” At this time we do not have a dollar estimate on these
additional items, but it is evident that we exceed the budgeted dollars by

quite a bit. At this time work is being performed to reconfigure the system
and reduce the overall cost. In addition, a single Model 44 configuration

is also being studied to determine its effectiveness on the CTCS requirements.

A block diagram of the hardware system that is eXpected in the RFP is

shown in the attachments as well as the functional requirements for the
system. It is not known at this time as to what software specifications

will be included in the RFP. Local SDC personnel are working on software
specifications and it is expected that they will write performance specifications
similar to the approach taken at the SCF for the telemetry processing.

In the area of front end processing FSD's Engineering Lab is investigating

the use of a ROS system to perform the frame sync, subframe sync, limit
checking, etc. The system is called the Adaptive Microprammed Control
System (AMCS) and it appears to have significant application in the area of
telemetry processing. Engineering Lab personnel have been briefed on the
CTCS requirements and are presently performing a preliminary system design
using the AMCS and Model 44's., In order to consider the AMCS, commitments
by FSD on delivery, and costs will have to be obtained within the next 30 days.

Competition will come from both computer manufacturers and the special
purpose telemetry industry. Following are the manufacturers and systems
that are known to be actively pursuing this bid:

CDC - 1700, 3100

SDS - 92, 930, Sigma 7
DEC - PDP8, PDP7
‘Telemetrix - 670
Beckman - 420

Section 3.4.1 | | , Page H/39
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April 12, 1966
Page 3

This will be the second procurement the WITR has had for CTCS this year.
We were forced into a no bid decision on the first procurement due to a
90-day delivery requirement and the unavailability of the 1800. Lear Siegler
won this procurement with a PDP8 and Telemetrix front end equipment,

It is expected that our toughest competition will again come from Lear
Siegler who will be bidding a PDP system, and CDC with their 1700.

Due to the total system aspect of the RFP, FSD will be submitting the
proposal. The proposal will be a joint effort by Vandenberg DP and FSD
personnel and FFSD's Engineering Laboratory technical staff. A summary of
the tasks to be performed by this group and their scheduled end dates are
shown in the attachments.

Our proposal strategy to date is to design a system that meets both the
CTCS and TMCC requirements with the compatibility of System/360
providing the vehicle for growth. Both requirements will be addressed in
the proposal along with the unique features and capabilities of the AMCS and
a display-oriented checkout language now under development.

The major problem that now exists with the preliminary design is the cost

of the dual 44's., We hope to overcome this by urging rental of the computing
systems so that the budgeted dollars can be spread over many months, or
proposing an alternate approach of using a single Model 44 with the front

end AMCS's performing a major portion of the processing.

/ H. Priday 8'3/

JHP/mb

cc: J. Warstler, LSG

Attachments A-D

Section 3.4.1 Page H/40
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TASK SUMMARY FOR CTCS PROPOSAL

\ Date April . ) May
('f;‘zs.tions : e A AL 18252 916 23 30
' Pre-proposal Effort , ! l
' i
Preliminary Systems Design -— ° ! ‘
Software Design : ¢: | g 1
RPQ's '.______I_.
Vendors Analysis i: ' ° ;
T | |
| | | ;
Proposal Effort : : } : é
‘ ! ' !
Receipt of RFP 4 !
. | | ;
RFP Review —e
Task Assignment ! o
FSD Commitment ! ® :
- Strategy Review } )
9 Competitive Analysis — | r———g :
% Final Systems Design ; I f —— g,
[2 Final Software Design - '; . :
(\,, Proposal Draft } — e | ;
Evaluate Vendor Proposals ! l : ...__...‘ ,
. . ! i : :
Write Final Draft E — ‘
Systems Assurance i "\ te———a 3
" FSD NBRB ? i o i ‘
Proposal Team | ° % g
] Kickoff Meeting I .
Delivery Schedules i ; ‘. i (
é’ Issue Vendor RFP's i i. ; §
E Receive Vendor Proposals ' . ' o 'E
+ H H ;
g Type Draft ‘ i ' . ,
é‘ Management Review 9 , 'S E
3 Final Type , « .______‘ 1
Reproduce ‘ : | -
Complex System Bid Decision : ' : ! ,
Strategy Review Board Decision ‘ ! , Py '
C Preliminary Man Months ' PY '
—t . i : N B i
1] . o : : .
o Costmg : ' — !
§ Fingl Cost Proposal } ‘ —
k{ Section 3.4.1 ! : | Page H/44."
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April 14, 1966

ACTIVITY SUMMARY, Week Ending April 15, 1966

TO: F. E. Mutz/ R. W. Hippe
FROM: F. X. O'Rourke
Item 1: Simulation requirements for the initial 2250 checkout display

presentation have been finalized and are ready for initial flow charting
and coding. As of April 14, 1966, actual programming has not been
initiated. A minimum of six weeks should be allowed for coding and
checkout after assignment of one full-time programmer (familiar with
existing 2250 utility routines). Assuming this programming support is
available prior to April 30, the earliest reasonable date to schedule a
formal presentation would be the second or third week in June.

Ttem 2. Presentations have been made to TMCC Air Force personnel
(Major Hartrim, Lt. R. Smith, et al.) regarding TMCC System/operator
interface hardware. Specific technical document have been presented

to this group to highiight IBM's background and exnerience in the check-
out and monitor field (referenced to the APOLLO program). It is apparent
the TMCC group is in the process of gathering data from which they hope
to define a general approach to the unified checkout concept. From what
little technical information was presented by this group to IBM, it is
apparent the effort will encounter almost insurmountable practical and
political problems in obtaining contractor concurrence, as long as the
concept siresses the use of a common computer facility. It was the
writer's impression that the group is relatively weak in the computer/"
checkout/operater language background, required to adequately justify
their concept, not only to the Aerospace Corporation but also to the
contractors who would be intimately involved in the results of this effort.

Item 3. A general checkout discussion was held with Aerospace
Corporation in Los Angeles on Friday, April 8, with Mr. J. O'Bell and

Mr. Bavin. This meeting was very well received by Aerospace who
expressed a high degree of interest in our checkout approach and stated

it was essentially the same as their recommendations now being presented
to TMCC personnel!l at Vandenberg. They were extremely interested in the
ROS concept and expressed an active desire to further define, in
engineering detail, hardware considerations involved in using the ROS

as a front end "peripheral prccessing device"” for telemetry data input.

Section 3.4.1 Page H/45
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Activity Summary, Week ending April 15, 1966

Item 4: An informal discussion of the unified checkout concept
and the 2250 display system was scheduled with Colonel Pierce SSGS
in Los Angeles on Thursday, April 14, 1966.

Item 5: Initiz] preparations have been initiated by this group to
participate in a two~day technical seminar to selected DP sales and
engineering personnel from the GEM Region, outlining existing technical
requirements that must be satisfied to be responsive in this market. A
tentative date for this seminar is the third week in May.

Item 6: Unconfirmed data input from the OCALA project at KSC
indicates that Martiii is planning to release the initial technical guide-
lines document or RFP early in May of 1966. Plans are now being made
by this group to define the nature of the IBM response, the personnel
who will be invoived and the content of the resultant document from
IBM. It should be notcd that the issuance of an RFP either from Martin
or Douglas would be a clear indication that the existing TMCC concept
would probably be shelved for at least a 12- to 18-month period (if

not longer).

Item 7: The current unified checkout hardware specification
docuinent, generatad by this group, is in the process of review at IBM
Bethesda with a view to incorporating the reduirements discussed in

that document into the general RCS special hardware concept now being
developed at SSC. it is expected that a meeting will be set up in the
next two weeks, either at Washington or Los Angeies, to go over in some
detail comments received from Martin Corrnoration, as well as Air

Force TMCC personnel, whe are presently reviewing the same document.

F. X. O'Rourke

FXO'R:jh

cc: C. B. Brown ¢+
W. B, Gibson
W. Gourlay, Jr.

Section 3.4.1 Page H/46
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April 22, 1966 IBM CONFIDENTIAL

Memo to: H. G, Hoyt, LSG
P. A, DePascale, LSG

R. K. Rea, 1LSG

R, P, Bruns, GEM Region

J. W. Richardson, GEM Region

W. B, Gibson, MOL

F. E, Mutz, FSD

Subject: Consolidated Telemetry Checkout Station (CTCS)
at Vandenberg AFB

Specifications for the upcoming CTCS RFP are being changed by AFWTR's
Telemetry Group. Specifications are now calling for four telemetry
processors, with each processor handling a single PCM link and PAM/PDM
link. Memory cycle time is now .175 usec with considerable probability
that this will be relaxed to 2.0 usec. Soitware specifications are being
rewritten by local SDC personnel with expectation that the specifications
will call for a system similar to the approach taken at the SCF for the
telemetry processing.

Expected date for release of the RFP is now May 15, 1966. Amended
specifications are expected to be in AFWTR procurement channels by
April 25, 1966, Fiscal year '66 money is budgeted for this procurement,
and so considerable pressure is being put on the Range to award this
contract by June 30. In this regard, the summaiy of tasks and their
estimated completion dates outlined in my memo of April 12 should be
held firm so as to assure maximum effort during the pre-RFP period.

On a recent irip to FSD's Engineering Lab by F. Mutz and me verbal
commitments by J. Nordlie, C. Hesner, and J. Deveer were obtained

on the AMCS front end equipment in regard to technical capability, cost
to the customer, and delivery. The functions to be performed by the
AMCS for both the SGLS and Minuteman telemetry formats are as follows:

Serial to parallel conversion

Frame sync

Subframe sync

Code inversion

1LSB, MSB inversion

Data compression

Limit checking

Standard time input

Data identification

Communiceation with either an 1800 or Model 44

.

. L] 3
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Estimated purchase price to the customer is approximately $200,000 for
four machines with delivery in the first quarter of 1967. Firm commitments
from the Engineering Lab one week after receipt of RFP will have to be
obtained in order to consider AMCS ifor this proposal.

AFWTR personnel have been briefed on the AMCS with considerable

interest obtained from the customer. It is becoming obvious that the

AMCS is going to be one of the most important elements in winning

CTCS. It is extremely important that Pete Davies, FSD Engineering Lab,
visit Vandenberg for presentations to both AFWTR and the 6595th Aerospacsa
Test Wing. Pete Davies is the designer of AMCS, as well as the Modei 44,
and has an extremely good presentation on the AMCS. To this date we have
had considerable difficulty in obtaining him for this p:mose.

Jropoenl pinte oy ¢ Uhis M ds U bid four 1800's as the primary propocsal,
ﬂnd a single N’odel 44 as an alternate approach. This decision is based
on discussions with AFWTR personnel, who have indicated that & single
processor approach does not meet the design approach now considered
mandatory by the Range, but they would be extremely interested in seeing
this as an alternate proposal by us and would give it serious consideration.

A meeting was held in Washington on April 15 with the following GEM
personnel for the purpose of briefing them on the upcoming RFP:

J. Richardson AF Program

R. Bruns AF Program

W, Mather AF Program

J. Harrington Product Services

D. Hz2im Product Marketing
7. Kossuth Systems Assurance
P. Pistole Commercial Analyeis
R, Bouine Special Equipment

It was pointed out that due to the short response time needed by ithe Rangs

on this nroposal, normal delays in processing RPQ's, systems assurance,
etc., will have to be kept to a minimum. It was also pointed out that our
nrimary competition will come from CDC with their 1700's and that the

18085 is not competitive in either performance or price. It was learned that
there were plans for a 1 usec memory for the 1800, but that they had been
dropped due to the "technical unfeasibility" of this feature. Approval of

this feature is deemed extremely important for not only this proposal, but also
to fill a gap in our product line for the high speed data acquisition area.
Delivery requirements were discussed and there was general agreement Icr
delivery of either four 1800's or a single 44 in the 1st quarter 1967 time pericd.

J. H, Priday
JHP/mb
cc: J. Warstler, LSG

Section 3.4.1 Page H/48
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For fOL ﬂ Iran

by Willard Wilks

VanneNpers AFB, Canir.—New Air
Force Jaunch facility construction be-
ginning this year at Western Test Range
WTR) presages a raajor strengthen-
ng of the U.S. military space posture
two years fromi now.

By mid-1968, according to present
schedules, initial launch capability for
MOL will exist at WTR, where all
nanned military flights will occur be-
cause of the polar orbit requirement
(M/R, April 18, p. 14).

Site preparation is now under way
on the newly acquired Sudden Ranch
property adjacent to Vandenberg AFB.
Actual construction of the $18-mil-
lion ILC (Inital TLaunch Capability)
instailation will begin soon.

Capability expansion—Completion
of the ILC will mean new capability
and growth potential for other impor-
tant military programs, while provid-
ing for manned MOL missions. In ad-
dition to the seven-segment Titan III
configuration for MOL, the ILC will
accommodate any other version of the
Titan 11l family utilizing the 120-in.
solid strap-omns.

Polar-orbiting programs will be

Section 3.4.1

able to take advantage of the 25,000
to 30,000-1b. spaceccraft potential pro-
vided by the 7itan HI-C family.

“This means that any of the known
and classified programs we have been
launching out of WTR will be able to
utilize the new generation of big
boosters and the spacecraft and payload
growth that they permit,” an Air Force
spokesman reported. These programs
include communication, nuclear test
detection and reconnaissance satellites.

The ILC will consist of one pad
where the vehicle will be built up on
the pad. Although the facility’s launch
tower will accommodate only the 120-
in. strap-on Tiétan 111 models, including
the full seven-segment configuration,
the Air Force is “hedging its bet in
the brick and mortar phase of design
and construction to permit expansjon
to accommodate the 156-in. strap-ons
if it decides to upgrade the booster in
the future,” a spokesman said.

“Long-range planning documents
and drawings are also such that the
ILC could at some future date be ex-
panded into a complete ITL (integrate-
transfer-launch) complex, as at Cape
Kennedy, with multiple pads.”

At present, Air Force plans call for

missiles cnnd~ rockets, May 30, 1966

at lcast five manned MOL launches from
WTIR.

Atias-Agena laurch pad—No other
launch construction is nceded ia the
immediate future «t WTR, the Air
T'orce reports. In addition to the icgin-
ning on the ILC installation, th: one

‘other recent improvement has beer con-

version of one of the Atlas-Agenc pads
for Titan 111-B (s Titan 111 core with
an Agena upper stage). The booster
will initially be used with the Agna-D
but is also designed to handle the Tran-
stage, Centaur and possible new vehi-
cles.

No other Atlas pad-conversions are
planned at this time. Spokesmen report
that the existing eight Atlas pads ci.
sufficient for future SLV-3 launche
“With the new facilities, Atlas wil' -
on the way out for Air Force n
grams,” sources said. “Titan I1I-C il
become the new workhorse.”

The five Thor pads at WTR also
are suflicient and no new construction
needed for the long-tank Thor.

On the subject of MOL or other
recovery plans or facilities, Air Torce
is making no official commenis. It is
almost certain, however, that water re-
covery will prevail in the foreseeable
future.

WTR now has no responsibility for
recovery. The organization formerly
responsible for WTR space-puyicud
recoveries, the 6594th Aeroswac: Test
Wing, Sunnyvale, Calif., has be:n de-
activated. All tracking stations and
other facilities of the wing are now part
of the world-wide Air Force Siteliite
Control Facility, headquartered at Air
Force Systems Command Spac: Sys-
tems Div,, El Segundo, Calu I
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Biography of MAJOR GENERAL VINCENT G. HUSTON

General Vincent G. Huston was born on 23 May 1914 in Norriston,
Pennsylvania. He attended Drexel Institute of Technology, Philadelphia,
Pennsylvania, majoring in Electrical Engineering.

General Houston enlisted in the National Guard in January 1938,
received his second lieutenant commission in February 1938, and
entered pilot training in March 1938 at Air Force Flying Sd’hbel
Kelly Field, Texas. He also attended Maintenance Engineeringf
School, Chanute Field, Illinois, in 1939.

Until 1943, he was given radar and electronics assignments at

Wright Field, Ohio. From 1943 to 1945, he served in the Asiatic
Pacific and was active in the following campaigns: Northern Solomons;
Bismark-Archipelago; and Eastern Mandates.

General Huston's assignments after returning to the States included

a tour at Wright Field, Ohio, in Directorate of Procurement and Produc-
tion, Headquarters, Air Materiel Command. In July 1947, he was
named Assistant Chief, Inspection Section, Wright Field, Ohio. He
was transferred to Aeronautical Equipment Section as Chief in Jan.1948.

General Huston took the Joint Operations Fourth Class at Armed Forces
Staff College, Norfolk, Virginia from August 1948 to December 1948
and was then assigned as Chief of Maintenance, Directorate of
Materiel, Headquarters, Strategic Air Command, Offutt AFB, Nebraska.
In September 1952, he was assigned as Air Force Member, Military
Application Division, Atomic Energy Commission, Washington, D.C.,
and became Deputy Director, Military Application Division in Sept.,
1953. In September 1955, he became Deputy Director, Directorate

of Nuclear Systems, Headquarters, Air Research and Development
Command.

General Huston was assigned as Commander, 3079th Aviation Depot
Wing, Wright-Patterson AFB, with additional duty as Assistant for
Special Weapons, Headquarters, AMC on 16 May 1957. In Feb.1958,
he attended the Advanced Management Program, Harvard University,
for three months and then returned to his previous assignment.

In July 1?\60, he was assigned as Commander of Air Materiel Forces,
Pacific Area, at Tachikawa, Japan. In June 1962, General Huston was
assigned to Headquarters, Pacific Air Forces, Hickam AFB, Hawaii, as
Assistant Chief of Staff, Materiel. He was then assigned as Commander,
Air Force Eastern Test Range in July 1964. On 19 July 1964, he was
promoted to the rank of Major General. General and Mrs. Huston have

a daughter, Patricia Frances. He is rated a command pilot.
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ETR will support MOL much the same as any other major
program. The impact is predicted to be about twice that
of the Gemini program. SSD will become a very large and

important Range User, in fact, second to NASA.

ETR's role is gradually shifting from that of Launch Support
to On-Orbit Support. Other major on-orbit range users

are OAR, NORAD and Foreign Technology. Support of the
MOL Program at ETR will be similar to support of the OV
series sponsored by OAR, except that the amount of data
handled will be vastly greater. On-orbit support computers

are projected for Antigua and Ascention Islands FY69.

Section 3.4.2 B.1/1
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C.1 CURRENT STATUS

There are no outstanding proposals that affect the MOL

program.

A proposal is outstanding to replace a 1410 and 1460 with

360's, Mods. 30 and 40, at Pan American EDP.

An order has just been received to replace two 1401's
with a 360, Mod. 40 at USAF Technical Laboratory for
data reduction. A second Mod. 40 is anticipated by

March 1966,

Section 3.4.2 Page C/1
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PROBLEM AREAS

The major local problem involves the Real Time Computer
Facility with competitive equipment of two 3600's and one
3100. The 3600's have been accepted less than one year,
and there is minimum Air Force interest in planning for their
replacement at this time. IBM has the dual problem of
preventing CDC expansion of this center and influencing

a decision for total replacement. The Air Force is not

now receptive to an unsolicited proposal. We need as
much advanced information as possible on new require-

ments that may help overcome this barrier.
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E. IBM STRATEGY
E.1 Sales Action Program
Local coverage is maintained for the following:
a. NRD Detachment #1 (technical group of 180 people).
b. Air Force Eastern Test Range and Patrick Air Force Base.
c. Pan American World Airways, Inc., Guided Missiles
Range Division (prime contractor).
d. RCA Service Company-Missile Test Project (sub-contractor
for operations and maintenance).
e. Aerospace Corporation -~ Eastern Division.
