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Preface

This publication is for the VM/370 System Programmer
installing the VM/370 Networking PRPQ (herein referred
to by the contraction, “VNET”), the VNET System Oper-
ator, and the VM/370 Terminal user using the VNET
facility. It describes:
e The concept of Network Job Interface (NJI).
e The VNET system’s features, components, and opera-
tion.
e How to install a VNET system.
How to operate a VNET system.
e How a VM/370 virtual machine user makes use of the
VNET facility.
The publication contains four parts and three appen-
dices.

Part 1: Introduction contains three sections:

“Overview of NJI” presents an explanation of the Net-
work Job Interface (NJI) concepts and a description of
the characteristics and operation of an NJI network.

“VNET Virtual Machine” describes the features and
operation of a VM/370 virtual machine using VNET as the
operating system.

“Components of a VNET System” describes the func-
tions and relationships of the major components of a
VNET system.

Part 2: VNET Installation discusses installation planning
considerations and describes the installation procedure.

Part 3: VNET System Operation contains two sections:
“Operation Description” discusses general operation, the
operator commands, and the operator messages.
“Operation Procedures” describes how to start, stop,
change, and control the VNET system.

Part 4: VM/370 User Guide explains the commands and
messages available to the VM/370 user and their use in
working with VNET.

Appendix A: VNET Commands contains detailed descrip-

tions of the commands available to the VNET operator.
The subset of those commands available to the remote
station operator are also identified.

Appendix B: VNET Messages Summary contains a listing
of all the VNET messages and responses tabulated by the
command or function that initiated the message. A key to

the distribution of each message or response is also included.

Appendix C: Remote Terminals and Stations contains two
parts:

The first part on nonprogrammable remote terminals
contains a section on each of the nonprogrammable re-

mote terminals supported by VNET. Each section covers
the configuration of the terminal, establishing the line
connection, terminal operation, and error recovery pro-
cedures.

The second part on MULTI-LEAVING remote stations
contains a section on each of the programmable remote
stations supported by VNET acting as a host, and a sec-
tion on VNET acting as a job entry station to a remote
HASP/ASP batch system or its equivalent. Each section
covers the supported configuration of the station,
establishing the line connection, station operation, and
error recovery procedures.

PREREQUISITE PUBLICATION

Network Job Interface General Information Manual,
GH20-1941

IBM Virtual Machine Facility/370: Introduction,
GC20-1800

COREQUISITE PUBLICATION

IBM Virtual Machine Facility/370: Planning and System
Generation Guide, GC20-1801

IBM Virtual Machine Facility/370: System Programmer’s
Guide, GC20-1807

IBM Virtual Machine Facility/370: System Messages,
GC20-1808

IBM Virtual Machine Facility/370:
GC20-1810

IBM Virtual Machine Facility/370: CP Command Refer-
ence for General Users, GC20-1820

IBM Virtual Machine Facility/370: CMS User’s Guide,
GC20-1819

IBM Virtual Machine Facility/370: CMS Command and
Macro Reference, GC20-1818

Terminal User’s Guide,
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RELATED PUBLICATIONS

IBM Virtual Machine Facility /370 Networking: Logic
Manual, 1.Y20-2342

IBM Virtual Machine Facility/370: Remote Spooling
Communications Subsystem (RSCS) User’s Guide,
GC20-1816

Operator’s Library: Network Job Entry Facility for JES2
Commands, SC23-0011

ASP Networking PRPQ: User’s Guide, SH20-1978

ASP Networking PRPQ: Program Reference and Operatio
Guide, SH20-1979

ASP Networking PRPQ: Logic Manual, 1Y20-2341
HASP Networking PRPQ: User’s Guide, SH20-1980

HASP Networking PRPQ: System Programmer’s Guide,
SH20-1981

HASP Networking PRPQ: Operations Manual, SH20-1982
HASP Networking PRPQ: Logic Manual, 1.Y20-2340

System Programmer’s Library: Network Job Entry Facility
for JES2, SC23-0003

Installation Reference Material: Network Job Entry Facilit
for JES2, SC23-0012
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Note: The operating and error procedures for the VNET
supported remote terminals and stations contained in
“Appendix C: Remote Terminals and Stations” were
obtained from some of the following publications. If con-
flicts occur, refer to the latest edition of the subject docu-
ment.
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Operating Procedures Guide: IBM 3771 and 3773 Com-
munication Terminals, GA27-3100

Operating Procedures Guide: IBM 3774 and 3775 Com-
munication Terminals, GA27-3094
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Description, GA27-3005

Component Information for the IBM 3780 Data Communi-
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IBM System/360 and System/370 ASP Version 3 Asym-
metric Multiprocessing System Operator’s Manual,
GH?20-1289

OS/VS1 Release 2 RES Work Station User’s Guide,
GC28-6879

OS/VS2 HASP II Version 4 System Programmer’s Guide,
GC27-6992

OS/VS2 HASP II Version 4 Operator’s Guide, GC27-6993
IBM System/3 Card System Operator’s Guide, GC21-7513
IBM System/32 Operator’s Guide, GC21-7591



PART 1: INTRODUCTION ¢ ¢ o o o o o o

OVERVIEW OF NJI. . &

NJI CharacteristicSe o« o« o o o o o o
NJI Network MembersS. o« o« o o o o o o
Network Cperatione o« o o o o o o o o
VNET VIRTURZL MACHINE ¢ ¢ o o o o o o
Main FeatureSe: « « ¢ o o o o o o o o
Store And Forward. e o o o o o
Alternate Path FaC111ty. e o o o o
Symmetric Protocol « ¢« o« ¢ o o o o
VNET Operator Controle ¢« o o o o o
EXEC Facilitye o o o o o o o o o o
Accounting Record Provision. . . &
Sample File Transmission « « « o« o o
Receiving A File From Source(A). .
Sending File Tc Next Node(B) « «
File Store-And-Forward(C)e o« o« o o
Accepting File At Destination Node(
Passing File To End User(E)e « o o
Compatikle NOdE€S o « o« o o o o o o o
VNET Link Attributes . « « o ¢ ¢ o &
VM/370 Spool System Interface. . . .
CCMPONENTS OF A VNET SYSTEM. « o«
System Supervisor. « o« o« o o o o
System Ccntrol Tasks « o o o o &
Line DYivers « o o o o o o o o o

Spool MULTI-LEAVING (SMI) Line
Hardware Products Supported.
Supported FunctionsS. « « «
VNET Operator Functicns. . « « &
Remote Operator Functions. . . .
Virtual Machine User Functions .
Input/Output Control « « ¢ « o« &
Line Allocatione. « « o o o o« o

NPT line Driver. « « « o« o o o .
Hardware Products Supported. B
Supported Functions. . « « & o
VNET Operator FunctionS. « « «

Remote Terminal Operator Function

Virtual Machine User Functions .

s

Input/Output Control . .

Line Allocation. .
VME Line Drivere o« o« o o
VMC Line Driver. . .

e e

NJI Line Drlver. o o o e

VMB/VMC/NJI Common Factors
Products Supported . . .
Supported Functions. . .
VNET Operator Functions. .
Remote System Operator Functlon
Virtual Machine User Functions

e o o o e o o o
e o o o e o o o
e o & & o o oo

PART 2: VNET INSTALLATION. ¢ o « o o

PIANNING FOR VNET INSTAIIATION . « &

o o [Te o o o
[a]

e o Heo o o o
<

. e o o

o o o [J)e ©* o o & o o o & o o o

)

[a]

e o o o e 6 o o o o e o e o o o

e o o o

. . e & o e & o o o o

e o & & o & & & o o o o e o o o e o o e o o

.

e o o o

® o © & & o © & o 0o o o & o o o o

e o o o

e o & o o o o o o o o e o o & & o o o o o o

e o o o

e o & o o e o o o & o e o e o o o

. e o o o . . e o o o o o e o o o

e & o o & o o o o o o e o o o o e o o o o o e o e o o o o

e o o o o . e & o o o o e o o o

e o o o e o e o o o o o e o o e o & o ©* o o . e & o o

e o o o

. e o o o e o e o o o e o o o o o

e o o o & o o o e o o e o & o o & o o o o o e ©& & o o o o

e o e o o o

. e o o

e o o o

e & o o o o o e & 6 o & & ©° o & o6 & o o o o e o o o «. o o

® & o & 0 o o O o o O & & 0o ©° 5 & o o 6 0 o 0o ©° 0o o o o o

e o o o

e & o o ® o o o o o e o e o o o

e o o o o o

® 6 o o & o 06 0 & o 6 & 0 0o 0o 0 O 0 o O o o o

® o o & o o o & o o o o e o o o

e O o o o o o

® & o & & & & & o o ° o o o o o e o o o o o

e o o o

e & o o & o o o e o o o . e & o o o o

CONTENTS

.
—

Fwww

e o o o

L]
(Yo IRV Vo JRVo o R R BN |

o
-
oo

. e o o
- —_
N NN O

o o .
- -
w w N

.14

.15
.16
.16
.16
.16
« 17
.17
.18
.18
.19
<19
.19
« 20
.20
« 20
.21
.21
«21
22
.22
23
.23
23
«23
24
.2“
.24
.24
.2q



The VNET Dynamic Directory . « « «

VNET Directory Control Statements. . . .
IOCAL Control Statemente o« o o o o o o
ITNK Control Statement « ¢« « ¢ o o o o«
PARM Control Statement « « ¢« o o o o o
ROUTE Control Statement. « « o o o o o«
PORT Control Statement « « ¢ ¢ ¢ o o o
TAGS Control Statement « o« o v o o o o
VNET Directory ExampleS. « o« o « o o o o
Iine Driver SelectioNe « o « o o o o o o @
Accounting Information « « « ¢ o « ¢ o o &
Installaticn Considerations. e o o o o

Use 0f Two-Ievel Remote Addre551ng o o o
Installaticn RequirementsSe « « ¢ o o o o o
INSTALLING VNETe o o o o o o o o o o o o o
General Informatione « « o o o o o o o o
Defining Your VNET Virtual nachlne e o o o
Generation Procedure for VNET. « o o o o o
VNET MaintainanCee. « o« o o o o o o o o o o

The VNET Preloade€r « « o o o o o o o o o

PART 3: VNET SYSTEM OPERATION: o o o o o o

OPFRATION CESCRIPTIONe. « o o o o

VNET Operator CommandsS « ¢ o o o o o o o o
Iink and Iine Control Commands « « « o o
The CEFINE Command « « o o o o o o o o

The TCELETE Command « « o o o o o o o o

The ROUTE Commande o« o o o ¢ o o o o o

The START Commande o o e o o o o o o o

The CRAIN Commande. « o o o o o o o o o

The FORCE Commande « o« o o o o o o o o

The HOID Command « o« o o o o o o o o o

The FREE Command [ ] * - L] L] L ] L] (] L] - [ ]

The SHUTDOWN Command « « o o o o o o
File Ccntrol CommandSe « « o o o o o o o
The CHANGE Command « « o o o o o .

The ORDER Command. o L) L) L] . o ] L] o ‘e

The RECRDER Commande « o o o o o o o o

The TRANSFER Command « « « o o o o o @

The PURGE Commande « e o o o« o o o o o

The FIUSH Commande. « o« « o o o o o o o

The CIOSE Commande. « « o o o o o o o o

The BACKSPAC Command o« o« o o o o o o o

The FWDSPACE Command e« o o o o o o o o
Communication Commands « o« « o « o o o o
The CHD Commanda 3 3 3 ° 3 . L) . L) . o

The MSG Commande « o o o o e o o o o o
Miscellaneous CommandsS « « o« o o o o o o
The * (comment) Commande « « o o o o o

The CP Command « « o o ¢ o o o o o o o

The DISCONN Commande « o o o o o o o &

The EXEC Command « « o « o o o o o o o

The HT Command « o« o o o o o o o o o o

The QUERY Command. L ] L ] L] L] L] L] L] L] L] L]

The TRACE Commande. o« o o o o o o o o o
VNET MesSSageS. « . . e o o o o o
Ccmmunicating With JESZ NJE Systems. o o o
IC Card Format From Remote Stations. . « «
Header Ccard Formats For VM/370 Real Reader

OPERATION PROCEDURES o ¢ o o o o ¢ o o o o
System Start’UP. e e o e e e o o o e o o o
System Shut-Down « o ¢ o o o o o o o o o o

vi VNET Reference and Orerations

«37

.40



Starting ILine Drivers.

Starting SML .

Signing On in RJE Mode .
Signing On in HOST Mode.
File Processing (RJE Mcde) . . .
Input File Processing (HOST Mode).
Output File Processing (HOST Mode)
Remote Station Operator Commands .

SML Messages
Starting NPT .

Signing On to NPT.
Input File Processing.
Output File Processing

Remote Terminal Operator

NPT Messages
Starting VMR .
Starting VMC .
Starting NJI .

Restarting a Line Driver

Dynaric Reconfiguration.

Changing The Routing Takle

Changing The Link Table.,

PART 4: VM/370 USER GUIDE.

VM/370 User Commands .
VM/370 SECOL Command .
VM/370 TAG Command .« .
VNET Usage of TAG and SPOOL Commands

User Exarples And Messages

User Examples. .
User Messages. .

Managing Returned Files.

PART 5.

APPENDIX A:

AFPPENCICES . .

Notational Conventions

Orerator Command
VNET Commands. .
* (COMMENT) .
BACKSPAC . .
CHANGE

CLOSEe o o o o
CHD. . Ll L] L] L]
CP * . Ld L] Ll L3
DEFINE &« « o o
DELETE o o o o
DISCONN. « « &
CRAIN. « o o
EXEC o ¢ o o o
FLUSHe o« o o o
FORCEe o o o
FREE & o o o
FWDSPACE .« « &
HOLD ¢ o o o
HT L] L] Ld . L] L]
HSG. L] L] L] L] L]
ORDER. . L3 L] L]
PURGE. o o o o
QUERYe o o o o
RFORDERe « o
ROUTE. « « o« &
SHUTDOWN . « .

Usage

VNET COMMANLCS.

3
°
°
°
o

[ ] [ ] [ ] L] L]
Commands.
L] L] L] [ ] L]
L] L ] * * L]

e 6 6 o o o o o o o o o o

e o & & o & o o o o

e & o o L] L]

s & o o .

¢ 8 & o s & o o ¢ © o O o o o

e & o o & s o 6 & o & o o o

. e o ¢ o ¢ o o ] L] e o .

e & o 0 s o o . . e o ¢ o L}

e 6 6 o o & o o o o 8 o o o

e 6 & & o & o o © o o o

e o o o

e & o e o o o o . L

e © o © o ¢ o o ¢ o o

.59
.60
.61
«61
.62
.62
.63
«63
.63
. 604
.64
«65
.66
.66
.67
'67
.68
.68
.69
70
.70
<71

«73

«75
<75
<75
.78

.81
« 81
.83
.84

.87

.89
.89
.91
« 91
.91
«92
.92
.93
.94
«95
.95
« 97
.97
.98
.98

100
100
101
101
102
103
103
104
104
108
108
109



START L] L L] L] L] L L] L] L] L] L L] L] L L]
TRACEe o o o o o o o o o o o o o o
TRANSFER o o o o o o o o o o o o o

APPENDIX B: VNET MESSAGES: ¢ o o o« o
Message Format « « o o o ¢ o o o o o

Mess

VNET Mescsages Generated by

age Cescriptions . . & o o o o

VNET Mescsage SUummary e« o o o o o o o
VNET Spontaneous MeSSage€Se. « « o« «
Command RESPONSESe o o o o o o o o

Messages Generated During The Sign-cn Procedure

More than

VNET System Initialization Messages.

VNET

Wait State CodeSe o« o o o o o @

AFPENDIX C: REMOTE TERMINALS AND STATIONS.

PART 1.

IEM

Supported Configuration. .
2770 Operatiocnal Notes . .
Entering CommandsS. « « o
Terminating a Session. . .
Error Recovery Procedures.

IBM

Supported Configuration. . .
2780 Operational Notes . .
Entering CommandS. « « « «
Terminating a Session. . .
Frror Recovery Procedures

IEM

Supported Configuration. . . .
3770 Operational Notes « « . &
Entering CommandsS. « o« o« o o o
Terminating a Session. «. « « o«
EXror RECOVEIY « o o o o o o o

IEM

Supported Configuration. « « . &
3780 Operational Notes « « « « &
Entering ComrandS. « « o« o o o &

Terminating a Session. « « o« « &
Error Recovery Procedures. . « .

PART 2.

2770 AS A REMOTE TERMINAILI. . . .

Error Recovery For A line Drop
Error Recovery When Transmitting
Error Recovery When Receiving.
2780 AS A REMOTE TERMINAL.,

Error Recovery For A Line Drop .
Error Recovery When Transmitting
Error Recovery When Receiving.
3770 AS A REMOTE TERMINAL. . .

Error Recovery For A Line Drop
3780 AS A REMOTE TERMINAIL. . .

Interrupting Output Processing

Error Recovery For A Line Drop .
Frror Recovery When Transmitting
Error Recovery When Receiving. .

Configuration Specifications . . .
Remote Terminal Processor (RTP) Program.

op

viii

Input FunctionSe « o o o o o o
Output Functions « « « « ¢ o &
Communication Functions. . . .
erating Procedures « « o« o o o
Initial Program Load (IPL) . .
Establishirg a Communication Li
Output ProcessSing. « « o o o o
Input ProcCesSsSing « o« o o o o o
Operating a Combination Card R

VNET Reference and Operations

Nonprogrammable Remote Terminals

Programmable (Spool MUITI—LEAVINC)
IBRM SYSTEM/360 AND SYSTEM/370 AS REMOTE STA

R
T

H®

e 6 o & o o 6 o o6 06 6 OT e o 6 o o 0 & o 0o 0 s o o

= 0

ooo.ooo.ooomrfooooocooooooo.c"t‘

e o o o o (teo o o

e o o & o o 06 o o o o o (teo o o

coocoococooco.otocccccocooo

e © o 6 o o o 0 o o o o [N o o o

109
111
112

115
115
115
155
169
170
171
177
178
179

181
181
181
181
182
182
182
183
183
183
184
185
185
186
186
186
186
187
187
189
190
190
192
192
192
192
193
193
193
194
194
194
195
195
195
196
196
199
199
199
200
201
201
201
201
202
202
203
203
203



Entering CommandS. « « o o o+ o

Terminating a S€SsSione « o o o o o o o ¢ o o o o
EXYOY RECOVEXY o o o o o o o o o o o o o o o o o
Communication Adapter EXYOYrS « o« o ¢ o o o o o
Unit Record EXYOXS ¢« o o o o o o o o o o o o o
Remote Station Restart ¢« o o ¢ o o o o o o o =«
IBM SYSTEM/360 MODEL 20 and IEM 2922 AS REMOTE STA
Initial Program Load (IPL) « o o o o o o o o o o
Fstablishing a Communication Line. « « o ¢ ¢ o+ &
Ooutput ProcesSSinge o o o o o o o o o o o o o o o
Input Processing « ¢ o« o o« o o o o o o o o o o o
Operating a Combination Card Read Punch. « « « =«
Communication AdapteYr EXXOrS o« « o o o o o o o o
Unit ReCCrd EXIOTS « o o o o o o o o o o o o o o

Remote Station ReStAXt o o o o o o o o o o o o o
IEM SYSTEM/3 AND SYSTEM/32 AS REMOTE STATIONS.

IBM SYSTEM/3 MODEL 10 CARC SYSTEM AS A REMOTE STATION

Input FUNCtioNSe o o o o o o o o o o o o o o o o
Output Functions « o« o o o o o o o

Communication FunctionsS. « « o o« o ¢ o o o o o o«
Initial Program Load (IPL) ¢ o o o o o o o o o o
Establishing a Communication Line. « ¢« « o o « o«

Output ProCeSSinge o o o o o o o o o o o o o o o
Input Processing « « o o o o o o o o o e o o

Operating a Combination Card Read Punch.
Entering Commands from the 5471 Printer- Keyboard

Entering Commands from the 5475 Data Entry Keyboard

Entering Commands from Cards . « « o« o
System/3 Local Command Processing. . .
Communication Adapter Errors . . . .
Unit Record EXYOrS . o o o o o o o
Remote Station Restart « « « o o o
IBEM 1130 SYSTEM AS A REMOTE STATION.
Input FunctionSe. « « o o o o o o
Output Functions « « « « o &
Communication Functions. . .
Operating Procedures . .
Output Processing. . .
Input Processing « .
Entering Commands. . .
Terminating a Session.
Error Recovery « « « o
Remote Station Restart
Local Message Summary. . o o
VNET AS A REMOTE JOB ENTRY STATION .
SML as the Remote Terminal Processor

° o o

e o o ¢ o o
e o o o o & o
e o6 o o o o o o o
e o o ¢ o o o o o

¢ o & o o o o o

e o o o o o o
e o6 6 o o & o o o o o o
e 8 & o o o o o o
e & o o 0 & 0 & o o o o

¢ o e o ¢ o o

.
L[] e o o o ¢ o o . e o ¢ o o L]

e o ¢ o ¢ & o o & o 6 6 o o o © o o
.
.

a8 6 6 o 8 ¢ o o 6 0 ¢ O o s o

>e}

INDEX. . e o o o o o . e o o o o e © o e e e e o o

e & o o o ({6 o o o o o

e o ¢ o o .

o
o
R
[e]
Q
H
Y
=

e o o o o o o e o & o o

e & o o o .

L I e o o o D ]

e ©6 & o o & o o 0o ¢ 6 6 9 & & o & ©° o 6 0 o o 6 6 4 & o o o

. o s o * o e o o

L[] L] L] . ¢ & o o . ¢ o L] L[] L] .

¢ o e o o o o L]

e & 6 ¢ 6 O o o & o o O o o o o o o

e o

. e o ¢ o o .

® o © ¢ o o O 0 o 6 o o O o 4 o

L I e o o © L[] ¢ & o o o . .

¢ & & 6 s 6 08 4 O & 4 6 6 ¢ 6 ©° o & 6 o o 6 o o O o

204
205

205
205
206
207
210
210
21
211
212
214
215
2117
217
219
220
220
221
221
223
223
224
224
226
226
227
227
229
229
230
231
232
232
232
232
234
234
235
236
236
238
239
240
241

244

ix



IITUSTRATIONS

Figure
Figure
Figure
Figure

Figure
Figure
Figure
Figure

Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure

Figure
Figure

1.
2.
3.
4,

5.
6.
7.
8.

9.

10.
11.
12.
13.
14.
15.
16.

17.
18.

Network Job Interface (NJI) ConfiguratioNeecececeeccccccccccssed

Representative VNET InstallatioNecceceee
Transferring A File Via VNET (Overview).
Components of a VM/370 Networking

Virtual Machine SubsysSteMiccecsccceccsee
Two Node Simple NetworKe.eeececocecoooocosoes
Three Node Store and Forward Network....
Multi-Node Mesh Connected Networkeeseoosoo
HASP/RTP360 Cormunication Adapter

EXror MesSSag€Seecceccscccscecscsosscscsscsoce
HASP/RTP360 Unit Record Error Messages..
HASP/RTPM20 Iocal CommandSeececcccoosssece
HASP/RTPM20 Communication Adapter

Error Messages...ﬂ........00...'........
HASP/RTPM20 Action on Unit Record

I/0 Execution EXYOYSeeecoecceoscsscosccccsnse
HASP/RTPSYS3 Communication Adapter

Error Messagesl.'.'.ll.Q...l'.l.........
HASP/RTP1130 Communication Adapter

EXYOY MESSAg€Secccccccccsccecscsscscssccscs
HASP/RTP1130 Unit Record Error Messages.
HASP/RTP1130 Loading Errors (RTPBOOT) ...
HASP/RTP1130 Loading Errors (RTPLOAD) ...
IBM 1130 Local Hessages'.‘...0....‘-.-.‘

x VNET Reference and Operations

00000000000000000008

o.oo.o:ooo.oooo...11

00000000000000000015
.'....-...........34
o-o.-oooooooo-n.ogau

o..ooo-.oo.o.-oo.o35

00000000000000000206
0000000.00.000000207

o...o...n.o..o..0213
Qo.onooooonooncoo215
01000000000000000216
...........-.....229
0.0000000000000-0237
o..onn.o-00000000238
o.c.o.co-oo.-noo.23g

0.......0...0...-2“0

o-noo-oo-nono-co¢2u1



/VM370 Networking

370
Job File ’
RJE
Term
HASP Networking
\
A\
370

Job

Data File

Job

Job

370

—H#
MVS/JES2/NJE ;

Frontispiece. Network Jok Interface

RJE
Term

VM/370 Networking /

370

Data
File

ASP Networking ;
e

370

Output




xii

VNET Reference and Orerations



PART 1: INTRODUCTION

Part 1 is an introduction to Network Jok
Interface (NJI) and the VM/370 Networking
PRPQ (VNET). The following topics are introduced:

° Overview of NJI
o The VNET Virtual Machine
. Components of a VNET System
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OVERVIEW OF NJI

Network Job Interface (NJI) is a method of creating a unified jot
network. The network consists of a mix of IBM System/370 processors,
running applicable operating systems. Any processor on the network can
send job or data files through the network to another processor. The
receiving location can be the adjacent link in the network or it can be
several processors (nodes) removed from the source location.

NJI makes possible the use of all resources in the network by enakling:

1. Input cf jobs or data files at any point, including local input
devices, remote job entry stations, and time sharing terminals.

2. Automatic transmission of the joks and data through one or more
processors (network ncdes) to a particular location for
processing.

3. Transwrission of batch job output back to the originating point or
to other roints as requested.

NJI CHARACTERISTICS

All System/370 systems with NJI capability present a common set of
interfaces to remotely ccnnected systems. The method in which these
common external characteristics are implemented depends upon the
particular systems. In general, all NJI compatible systems share the
following functions:

. Store and Forward - A system receives and temporarily stores a
complete file in its cwn spooling facility before sending the file
on to the next node in the network.

] Symmetric Protocol - Card and printer formatted data streams are
transferred from system to system with neither system assuming a
subordinate role.

o Automatic Routing - Takles created at system initialization time
enakle the system to examine a file and determine if the file
destination is local or remote. If the destination is remote, the
file is passed on withcut requiring operator intervention.

° Operator Commands - System operators may manually query and control
network processing., CTCynamic alteration of node status, routing
tables, and status or disposition of files are permitted.

The VM/370 Networking PRPQ (VNET) includes the common characteristics

listed akove in addition tc further features. Both are explained in
more detail in the discussion of the VNET Virtual Machine.

NJT NETWORK MEMEERS

Four different types of systems can communicate and operate as members
or nodes of an NJI network. VM/370 REL. 3, ASP 3.2, HASP II 4.0 and the
JES2/NJE (Network Job Entry Facility For JES2).
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NJI consists of three corronents: VM/370 Networking PRPQ (VNET), ASP
Networking PRPQ, and HASP Networking PRPQ. Each contains enhancements
and rodificaticns to the respective system programs to perform job
networking functions. A specific system becomes a member node of an NJI
network after installing the appropriate NJI or NJE component and the
necessary communications equipment.

Sending, receiving, and intermediate nodes of an NJI network can be any

ccmbination of the akove wmentioned systems. RJE workstations can also
ke sending or receiving locations.

NETWORK OPERATION

The operation of an NJI unified job network can be explained by
following a sample file transmission through a network. Figure 1. shows
a simple NJI network. If we assume the teleprocessing link between
System B and System D is temporarily unavailable, any file from System B
destined for System C must pass through System A.

A user on System B wishes to transfer a file to a user on System C. The
sequence of events is as follows:

1. System B user creates a destination record containing the
destinaticn location (node) and userid. The user then places the
file in the System B spool facility, directing it to the HASP
Networking facility.

2. The HASP networking facility then takes the file from the spool
facility, reads the destination record, checks its tables, and
finds that the only availakle route to System C is through System
A.

3. The HASP networking facility sends the file ocut through the
Networking Interface to System A.

4, Syster A VNET receives the complete file and stores it in the spool
facility. VNET notifies HASP that the file has keen completely
received.

5. HASP purges the file from the System B spool facility. System A
VNET now has responsikility for the file.

6e VNET determines fror the file, and its own tables, the next ncde on
the route to the file destination.

7. VNET transmits the file to the next node (System C).

8. System C ASP networking facility receives and stores the file in
the system spool facility.

9. ASP then notifies VNET that the file has been ccmpletely received.

10. VNET purges the file from the System A spool facility. System C
ASP now has responsikility for the file.

11, Syster C is the destination system in this example, therefore, the

ASP networking facility passes the file to the ASP subsystem for
processing.
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L VM/370 Svstem HASP System

VNET HASP Networking

- Line Line Networking Networking
Driver Driver Interface Interface
Spooling Spooling
1
a System A System B
ASP System NJE for JES2 (MVS) Program Product*

Network Job Entry Facility
ASP Networking for JES2

Networking Networking Cf Networking Networking
Interface Interface Interface Interface

Spooling Spooling

* Although this is not part
of the NJI PRPQs,
compatibility with NJE
is supported by NJI

System C System D

Figure 1. Network Job Interface (NJI) Configuration.

In this example System C was the destination system. If it had not
kteen, the transferral process would have keen rereated as often as
necessary. Each node on a network need only store the file temporarily
until it is passed to the next node. Each node keeps cnly the
information in its tables that is necessary to determine the next ncde
on the route to each destinaticn for which it handles files.

All systems (nodes) in an NJI network operate as independent but
‘ ccoperating merbers of the network.
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VNET VIRTUAL MACHINE

The VM/370 Networking PRPQ is a virtual machine subsystem for vM/370.
Together with the Control Program of VM/370, it controls
telecommunication I/0 devices and lines used to automatically transfer
files between:

° VM/370 users and rermote stations or other VM/370 users.,
. Remote stations and other remote stations.
. VM/370 users and remote (one or more nodes) HASP, ASP,

JES2/NJE systems.
. Remote stations and HASP, ASP, or JES2/NJE systems.
o Remote stations and CMS Batch virtual systems.

VNFT runs in a single virtual machine as a telecommunications subsystem
under VM/370. It functions as an independent cooperating member node of
an NJI Network. The VNET virtual machine, running under VM/370,
operates as any other virtual machine.

VNET is a single purpcse operating system for a virtual machine,
dedicated to processing files spooled to it, and transmitting these
files via communication lines to remote nodes or workstations. The
telecommunication I/0 facilities to be managed by VNET operate in binary
synchronous mode and are attached, temporarily or permanently, to the
VNET virtual machine. Communications via channel-to-channel adapter are
also supported. See Figure 2 for a representative VM/370 installation
using VNET.

When no coperator intervention is required, the VNET operator may
disconnect the VNET console and run in disconnected mode. VNET is
designed to operate normally without regular operator intervention. When
disconnecting his console, the VNET operator has the option of
specifying another virtual machine console (typically the system
orerator's console) to receive any VNET console output. When not in
disconnect mode, the VNET operator can use the console to enter VNET
ccmmands to alter normal processing and to monitor network activity.

MAIN FEATURES

The VM/370 Networking PRPQ (VNET) incorporates all of the features
included in the Remote Spooling Communications Subsystem (RSCS)
component of VM/370 (see Preface for related publication). Significant
features have keen added that simplify system operation and provide
compatibility within an NJI unified jcb network. These features are
explained in this section.

Part 1: INTRODUCTION 7



VM/370

Control Program

CP Spool File System

i ! |
4

v v
CMS Batch VM/370 VNET
Virtual Virtual Virtual
Machine Machine(s) Machine
— — — — —— — —P{ NJI Line Driver
|_ r —— —— — —p| VMB Line Driver
|-— NPT Line Driver

Transmission Control Unit + ‘ +
BiSync BiSync BiSync
Line Line Line
| I |
v 4 A 4
Data Data Data
Set Set Set
Data Data Data
Set Set Set
X 7
I I I
v L 4 v
HASP or ASP Remote Remote
NJI VM/370 Non-Programmable
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Figure 2. Representative VNET Installation

STORE AND FORWARD

The store and forward function occurs automatically using an output file
tag created by VNET at the receiving system. The tag on the incoming
file is read by the spool access manager in the local VNET system to
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determine the file destination., If the destination is not local the file
is spooled and then enqueued on the next destination link by VNET.

Once transmission of a file frcm one system to another has been
completed, the receiving system assumes full resonsikility for the
integrity and recovery of the file in the event of a network or system
failure. This is accomplished by the use of the system's spool file
facility, thus utilizing each system's provisions for integrity and
recovery.

AITERNATE PATH FACILITY

VNET automatically (without ofperator intervention) performs NJI indirect
routing. Each file received ky VNET includes a destination location
(node) name. If the specified destination is local the file is passed
to the specified local user virtual machine or to the local system
facility for real processing. If the destination is remote the file is
gueued on the link that is locally specified as the proper route to the
destination location. This process is automatic unless overridden by
lccal operator commands.

A further refinement enables VNET to dynamically alter its routing in
response to a change in network status. Each time a transmission link is
activated or deactivated, defined or deleted, all of the inactive input
files are passed through a "selector"., This process provides automatic
alternate rerouting of the files from a direct to an indirect path in
the event of a direct 1link deactivation.

SYMMETRIC PROTOCOL

VNET conforms to the symmetric protocol, as defined ky the Network Job
Entry Facility for JES2 rrogram protocol, by communicating with other
system nodes on the NJI network on an equal basis. The host-workstation
relationship is not required.

Symmetric protocol is implemented in VNET through. the design and
selection of the line drivers. Each ccmmunication link in VNET uses the
line driver that is compatible with the protocol used by the remote
system. VNET simplifies the establishment of a new communication 1link Ly
providing a selection of line drivers compatible with all NJI supported
system nodes, as well as specialized communication facilities for
communication with other VNET systems.

VNET OPERATOR CONTROL

Operator commands are provided tc permit manual intervention to control
the NJI network. Status and disposition of files can ke changed in
response to local conditions. Node status and routing tables can be
dynamically altered. Operator commands may be entered locally and passed
on to any other node for processing. Any response is returned to the
local console.

EXEC FACIIITY

This facility is similar to the CMS "EXEC" function. It is used by the
VNET operator to call out a frequently used series of commands such as
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those used to automatically change a network configuration at a
particular time of day. It can also be used at VNET IPL time, in
ccnjunction with the auto-logon facility available in VM/370, to
autoratically start up VNET links operating over leased lines.

ACCOUNTING RECORD PROVISION

An accounting record is generated by the AXS (spool access manager) task
each time an input or output spool file is closed. In the case of input
spool files, records are generated only if the stool file originated
from the local node.

The record contains the following fields:

-

Originating User ILC ----------- 8 bytes
Time and Date --=--=-==-=-o---- 12 bytes
Local Spool File IL----=-=--=---- 2 bytes
Origin Spool File ID----------- 2 bytes
Originating Location ID ------- 8 bytes
Originating VM/370 Device Type- 1 byte

Cestination Location ID -=------ 8 bytes
Destination Userid ------------ 8 bytes
Spool File Class ------=--=--=---- 1 byte

Number of Records in File ----- 4 bytes
Destination Location User ID -- 8 bytes

Most of the data is obtained from the spool file tag. Time and date
information is oktained from VM/370. This record is processed through
the standard VM/370 user accounting interface.

SAMPLE FILE TRANSMISSION

In order to provide an overall understanding of the operation of a VNET
virtual machine a sample file transmission is descriked in this section.
Figure 3 is a simple NJI network composed of three VNET virtual machines
running under three VM/37C systems. The description refers to BAXS (the
VNET spool access manager) and VMB and VMC (the line driver tasks). In
the following steps a file is followed from submission by a VM/370 CMS
terminal user through to arrival at the destination location. The major
steps in the operation are keyed to Figure 3 (A,B,C,D,E).

RECEIVING A FILE FROM SOURCE (A)

The CMS virtual machine user (usexr1) issues two commands to VM/370 CP:

SFOOL 00D TO VNET
TAG DEV 00D 370C USER2

The user then issues a PUNCH command to CMS. VM/370 CP builds a file of
"punched" output for CMS with a tag of 370C USER2. VM/370 CP then
notifies its virtual machine, VNET 370A, that a file is waiting via an
irterrupt to the spool access manager task AXS in VNET 370A. AXS then
builds the file tag in a tag slot for reference.
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SENDING FILE TO NEXT NODE (B)

AXS checks the link table for a link 370C (from the tag of 370C USER2).
It finds no link 370C. It checks the route table for a route listing
370C. It finds a route entry of 370C with a link of 370B. AXS enqueues
tke file on the line driver VMB on the link to 370B. AXS "alerts" VME
of the link to 370B that a file is waiting for transwrission. VMB
accepts the file by a give/take call to AXS. AXS sets up a virtual
reader, tells VM/370 CP to direct the file to that reader, then gives
ccntrol of the reader to VMB. VMB kegins to read, format (if
necessary), and transmit thke file to VNET 370B.

FILE STORE-AND-FORWARD (C)

The line driver VMB of VNET 370B recognizes the beginning of a file
arriving. VMB of VNET 370 issues a give/take call to AXS of VNET

370B. AXS checks the tag on the incoming file and puts it in an
incoming tag slot for reference. AXS sets up a virtual punch for VME to
use in buildirg an output spool file. Since the destination tag of 370C
did not match the local identification of 370B, an S&F (store and
forward) tag is placed on the file. When an "end-of-file" character is
received by VMB of VNET 370B, it issues a closing output give/take call
to AXS of VNET 370B. AXS closes the file and directs it to VNET 370B
(itself) . AXS notifies VMBR cf completion and VMB of 370B sends an "“ACK"
to VMB of 370A. VMB of 370A issues a close input give/take call to AXS
of 370A. AXS then purges its ccpy of the file. VNET 370B now has
responsitkility for and the only copy of the file. VM/370 CP of VNET
370B system notifies VNET 370B ky an interrupt to AXS of VNET 370R that
a file is waiting for transmission. AXS stores the file tag in a slot
for reference and checks its link takle for a link 370C. It finds a link
370C. AXS enqueues the file on the line driver VMC of the link to VNET
370C. AXS then "alerts" VMC that a file is waiting fcr transmission. The
transmissicn procedure fror this point is the same as steps 7 through 9
in Figure 3.

ACCEPTING FILE AT DESTINATICN NODE (D)

The reception of the file at the destination node (VNET 370C) is the
same as steps 9 through 11 except that the file is recognized as being
for this location and therefore is not tagged for store-and-forward. It
is spooled to the end user (USER2) rather than back to VNET.

PASSING FILE TO ENLC USER (E)

AXS of VNET 370C spools thke file to the input reader of USER2. VNET
370C issues a message to USER2:

DMTAXM104T FILE (1234) SPOOLED TO USER2--

ORG 370A (USER1) 02/14/77 05:49:11
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COMPATIELE NOLES

A remote node, in the context of VNET, is any terminal or system on the
other end of the link from the VNET virtual machine. The VNET virtual
machine is also called the local VNET location. VNET is compatible with
three types of remote system nodes and two general types of I/0
configurations used as remote stations.

VNET is compatible and can communicate with the following remote system
nodes:

e A HASP II Version 4.0 system having the HASP Networking PRPQ
modifications and enhancements.

e An ASP 3.2 system having the ASP Networking PRPQ rodifications
and enhancerents.

¢ A JES2 system with the Networking Job Entry facility for JES2
(NJE) Program Product.

The two types of compatikle remote stations are nonprogrammable and
programmakle.

Ncnprogramrable remote terminals, such as the IBM 3770, are I/O
configuraticns that are hard-wired to provide the line protocol
necessary for them to function as remote stations. These devices are
managed by the Nonprogrammakle Terminal (NPT) line driver of VNET.

Programmable remote stations, such as the IBM System/3 and System/370,
are IBM processing systems with attached kinary synchronous
communications adapters. These systems must be programmed to provide the
MULTI-LEAVING line protocol necessary for their I/0 devices to function
as remote stations. This programming support is provided by a Remote
Terminal Processor (RTP) program that is generated according to HASP
workstation protoccl and tailored to the system's hardware
configuration. Certain programmable remote stations like the System/3
can only be programmed to function as remote terminals. Others, like
the System/360 and System/370, can function either as remote terminals
or as host katch systems using VNET as a remote job entry workstation.
Bcth of these types of rerote stations are managed by the Spool
MULITI-LEAVING (SMI) line driver of VNET.

All stations, remote and local, must ke assigned a one- to
eight-character (alphameric) lccation identification. This
identification usually suggests the physical location of the station
(HOUSTON, DEPT14, BLDG76, ACCNTNG, FLOOR1 are tyrical examples).

VNET provides multiple ccncurrent line management support for a specific

number of remote stations of the various supported types, dependent on
thke virtual storage size of the VNET virtual machine.

VNET LINK ATTRIBUTES

A link is defined as a potential path for data transmission between a
VNET virtual machine and an adjacent, uniquely identified remote
location. A group of parameters describing the attributes of a link is
called a link definition. These attrikutes include the following:

linkid - a one- to eight-character (alphareric) 1link identifier,

identical to the location identifier of the remote station
associated with the link.
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type - a one- to eight-character (alphameric) name designating the
rodule name of the line driver to be used to manage the
transmission.

line - a virtual device address of a cormunication adapter port for
exclusive use by this link. If not specified, VNET assigns the
link a switched telecommunication port when the 1link is
activated.

class - the designation of the classes of files that may be processed
by the active link. The default value of class is 'all
classes'.

VNET maintains a table of link definitions that are set up at VNET
system generation time. This is called the VNET link table. Link
definitions may be temporarily added, deleted, or modified using the
VNET operator commands, DEFINE and DELETE. When a link is activated, the
orticnal operands of the START command may also ke used to override the
link attrikutes. (For additional information see DEFINE, DELETE, and
START under "VNET Operator Commands"). These definitions may ke
permanently changed through modification of the VNET directory.

VM/370 SEOOL SYSTEM INTERFACE

All VM/370 output spool files contain a 136-byte tag field located in
the file's first spool kuffer. The format and contents of the tag field
vary according to its intended use. Tag information, to be associated
with a particular spool output device, is entered by a VM/370 user via
the TAG DEV command. The tag data entered via the TAG DEV command is
stored in an area associated with the virtual device specified. Wwhen
the first spool file data record is to be written, a tag field of 136
blank bytes is initialized in the first spool buffer of the file. When a
file is closed, the tag is accessed, tag data is retrieved from the
storage area and inserted, and the tag is rewritten.

When the TAG command is issued by a VM/370 user to tag a file destined
for transmissicn by VNET, the first tag data entry must be the location
identification of the remote station that is to receive the file. For a
full description of the TAG command, see "VM/370 User Commands" in Part
u.

All spool files to be transmitted by VNET must ke spooled to the VNET
virtual machine by the VM/370 user or entered from the real card
reader.
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COMPONENTS OF A VNET SYSTEM

VNET consists of a multitasking supervisor, system control tasks, and

line driver tasks. Figure 4 cshows the major components of a VNET
System.

VM/370 NETWORKING VIRTUAL MACHINE SUBSYSTEM

MSUP
Multitasking
Supervisor
Rex AXS LAX
Main VNET Spool Access Line Access
Subsystem Manager Manager
Control Task Task
Task
NPT SML vMB vMmC NJE
Line Line Line Line Line
Driver Driver Driver Driver Driver
Task Task Task Task Task

Figure 4. Components Of a VM/370 Networking Virtual Machine Suhsystem

Part 1: INTROCUCTION 15



SYSTEM SUPERVISOR

The VNET supervisor supports multiple system control and line driver
tasks that may ke active at any one time. This includes multitask
dispatching, the management of virtual I/0 devices used by VNET, and the
management of virtual storage required ky each task.

SYSTEM CONTROL TASKS

Tre system control tasks provide common services to the line driver
tasks and provide communication with the VNET operator. These services
include command execution, ressage distribution, program check handling,
VM/370 spool system interface, and communication line allocation.

LINE DRIVERS

Fach line driver task manages the transmission of files to and from a
single remote node or workstation and provides a communication link for
remote operator commands. LCue to functional and hardware differences in
remote system and terminal equipment, each line driver is written *o
support a specific class of remote node.

SPOOI MUITI-LEAVING (SMI) IINE DRIVER

MULTI-LEAVING is a term used to describe a communication technique used
by the SMI line driver operating under VNET. Basically, physical records
that are input to MULTI-IEAVING are reduced to a series of character
strings of two basic types: a variable length non-identical series of
characters, and a variakle numkter of identical characters. The
segmentaticn of physical records into these character strings takes
advantage of identical character compression. Multiple physical records
(now in the form of character strings) are grouped into a single
transmission block. The MULTI-IEAVING design provides for a
bidirectional interleaved exchange of transmission blocks, each
containing multiple data streams. For a detailed description of
MULTI-LEAVING see VM/370 Networking PRPQ, Program ILogic Manual.

The SML line driver, operating as a task under VNET provides VM/370 with
support of MULTI-ILEAVING, tkinary synchronous communications (BSC) 1line
protocol for programmakle remote stations. This enables:

e VM/370 users to have remote job entry access to HASP/ASP-type batch
processing systems.

e Remote stations to sukmit source decks, data, and jobs, on cards,
into the VM/37C spool system.

e VM/370 to send spooled cutput of virtual machine sessions to remote
card punches and printers.

e Transmission of card decks ketween two remote stations supported by
VNET.
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e Remote stations to send job streams to a CMS Batch virtual machine
(operating under the same VM/370 as VNET) and have the output
returned to the originating or another remote station.

e Remote stations to sukmit source decks, data, and jobs, on cards, to
another remote location running a HASP or ASP type batch processing
systems.

e Remote stations to sukmit data files or a job to any system in the
NJI network and receive jok output at the remote station.

The following systems support MULTI-LEAVING RJE operation:

HASP II Version 4 (370H-TX-001)

ASP Version 3.2 (360A-CX-15X)

JES2 Component of VS2 Release 2 and above
JES3 Component of VS2

RES Component of VS1 Release 2 and above

Hardware Products Supported

The following systems are supported by the SML line driver as remote job
entry stations into VM/370:

IBM System/360 Models 20, 22, 25, 30, 40, S50, 65, 75, 85, 195

IBM System/370 Models 115, 125, 135, 135-3, 138, 145, 145-3, 148,
155, 155 11, 158, 165, 165 II, and 168

IBM 1130 System

IBM System 3 Models 6, 8, 10, 12, and 15

IBM 2922 Programmable Terminal

IBM 3777 Communication Terminal Model 2 (as a System/360 Model 20
MULTI-LEAVING Workstation)

IBM System/32

When the SML line driver is operating as a remote job entry access

system to a HASE/ASP-type processor, it communicates with any IBM system
that supports the HASP/ASP MUILTI-LEAVING transmission protocol.

Supported Functions

The SML line driver, operating under the control of the VNET supervisor,
functions in one of two modes, specified at the time the line driver
task is initialized:

RJE Mode: where the SML line driver functions as a job entry workstation
to a remote HASP/ASP-type processor.

HOST Mode: where the SML line driver functions as the host to a remote
MULTI-LEAVING programmable station.

Each SML line driver task controls a single communication line, or

link. The task is started by the VNET operator, identified with a
destination nare, and provided with a leased or switched telephone line.
The communication line is identified either by the VNET operator in the
START command or derived from a table entry in VNET. On a switched line,
a dial-up procedure frcrm either end of the line establishes the
connection.
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The SML line driver operates with a slightly modified protocol depending
on whether it is operating in RJE or HOST mode. In RJE mode, the type of
remote host system, as designated in the START command or link parameter
information in the VNET directory, determines the prctocol to be
followed. In HOST mode, the SML line driver follows a common protocol
for all remote stations. The functional support is described below in
the following categories:

VNET operator functions

Remote station operator functions
Virtual machine user functions
Input/output control

Line allocation

VNET Operator Functions

The VNET operator controls the initialization and termination of the SML
line driver task. He controls the spool files enqueued on his virtual
reader in much the same way as the VM/370 system operator controls the
spooling functions of VM/370. He can send or receive messages to and
from the remote stations ccntrolled by the SML line driver. Using the
TRACE command, he can monitor the activity on the communications line
and have that data logged cn his operator console.

If the SML line driver is in RJE mode, the VNET operator can use the CMD

ccmmand to send any allowatle workstation commands to the remote host
system that is processing the data.

Remote Operator Functions

If the remote station is a HASP/ASP system (SML line driver in RJE
mode), its functions with respect to the SML line driver are the sare as
they they would be for any other HASP/ASP remote workstation. It accepts
job streams for batch processing or ccmmands affecting the processing
from the SML line driver and directs jot output, in punch or printer
format, tack to the SMIL line driver.

When SML is in HOST mode, the remote station operator has the ability
to:

e TIssue ccmmands to the SML line driver to affect changes in the
operation of his remote station.

e Provide a katch service, transmitting jobs to and receiving output
from a katch virtual machine (0S, CMS BATCH, VM/370).

e Transmit and receive card decks through the SML line driver to and
from another remote station supported by VNET and attached to the
same VM/370 system.

e Transmit joks and commands to a remote batch system through VNET

using the Network Job Interface (NJI) and direct job ocutput to any
node or remote station in the network.
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virtual Machine User Functions

When the SML line driver is in RJE mode, the VM/370 user can submit job
streams to a remote HASP/ASP type batch system. Punch and/or printer
output, returned to the SMI line driver, is directed to the real printer
and punch.

When the SML line driver is in HOST mode, the VM/370 user can route the
output of his virtual unit record devices to a remote MULTI-LEAVING
programmable station. He can also have a card deck entered at a remote
station and have it directed to his virtual machine reader.

Input/Output Control

The SML line driver uses tlke VNET supervisor I/0 services to perform
input/output operations on the BSC line to the remote terminal and to
ccntrol the virtual reader and punch. The SML line driver uses the VNET
supervisor console support facility to write messages to and receive
commands and information from the VNET operator.

SML line driver communications I/0 comprises five separate operations:
1. Control of the line when the task is idle. When the SML 1line
driver reads the telecommunications control unit with a three-
second tireout, the timeout is used to force periodic checking for
the arrival of spool files to send.
2. Transmission procedure for sending files to the remote station.

3. The procedure for receiving files from the remote station.

4, FError analysis and recovery while transmitting to the remote
station.

S. Error analysis and recovery while receiving from the remote

station.

All input/output operations are executed following the 270x BSC protocol
for the type, configuraticr, and features of the remote station as
determined at task initialization time.

Iine Allocation

The Line Allocator in the VNET supervisor allocates an appropriate line
to the SML line driver during execution of the VNET START command. The
line has either been designated tky the operator in the START command,
found in the VNET link takle that contains the valid 1link definitions,
or selected by the Line Allccator fror a pool of switched lines set up
at VNET system generation. When the SML line driver task requests

Part 1: INTRODUCTION 19



termination, the VNET supervisor automatically indicates that the line
can ke reassigned, effectively deallocating it. It is selected from the
table of available lines ky the allocator the next time a line is
requested.

NET LINE DRIVER

The NPT line driver, operating as a task under the VNET component of
VM/370, provides VM/370 with support of binary synchronous communication
{BSC) line protocol for ncnprogrammable remote terminals. This allows:

e Remote users of VM/370 to enter source decks, data, and jobs, on
cards, into the VM/370 spool system.

e VM/370 to send spooled cutput of virtual machine sessions to remote
card punches and printers.

e Remote VNET stations to transmit card decks to one another.

e Remote stations tc send job streams to a CMS Batch virtual machine
operating under the same VM/370 and have the output returned to the
remote station.

e Remote stations to sukmit jobs or commands to any node in the jokt

network and direct tlke cutput to any node or remote workstation in
the network. The default is return to origin.

Hardware Products Supported

The following devices are supported by the NPT line driver as remote
ncnprogrammable terminals:

IBM 2770 Data Communicaticn System with the 2772 Multipurpose Control
Unit

IBM 2780 Data Transmission Terminal, Models 1 and 2

IBM 3770 Data Communication System (nonprogrammable models) operating
in 2770 BSC mode

Note: The 3770 is supported only when its communication 1line
terminates in an Integrated Communications Adapter (ICA) on the
System/370 Model 135, an IBM 2701, or an IBM 3704/3705
Cormunications Controller. The 3770 keyboard is not supported.

IBM 3780 Data Communications Terminal

Supported Functions

NET is a line driver task operating under the control of the VNET
supervisor. Each NPT task can drive one remote nonprogrammable

station. In cther words, each NPT task controls a single point-to-point
communications line. The task is started by the VNET operator,
identified with a destination name, and provided with a leased or
switched telerphone line. The communications line is either identified
by the operator or derived from a table entry within VNET. The line is
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then activated and the tyre cf remote station and its configuration
details are obtained from control cards entered at the remote station,
or from a takle entry withir VNET. Once this initialization is
accomplished, the terminal may then ke used to sutmit files via the card
reader and receive files on the punch and printer. The remote station
operator can control input/output activity via control cards and
standard station procedures. The VNET operator controls the operation
with interactive commands from his console. The virtual machine user
retrieves files sent to his virtual machine by using normal virtual card
reader management programs and directs output to the appropriate station
using the SPOOL and TAG commands of VM/370.

NPT operates with variations of the kasic BSC prctocol for each of the
stations listed. The protocol is based upon the station identification
information located in a SIGNON card read at initialization time. NPT
functions are further described as follows:

VNET operator functions

Remote terminal operator functions
Virtual machine user functions
Input/output control

Line allocation

VNET Operator Functions

The VNET operator controls the initiation and termination of the NPT
task. He can control the spool files enqueued upon the VNET virtual
machine in much the same way as the VM/370 operator controls the
spooling function of VM/370. In addition, he can send and receive
messages to and from the remote terminals controlled by NPT. Activity,
on the communications line ccntrolled by NPT, is logged on the VNET
orerator's console.

Remote Terminal QOperator Functions

The remote terminal operator can:

1. Issue commands to NPT to affect changes in the operation of his
terminal.

2. Provide a batch service, transmitting jobs to and receiving output
from a batch virtual machine such as CMS BATCH.

3. Transmit and receive card decks, through NPT, to and from another
terminal supported ky VNET and attached to the same VM/370 system.

4., Transmit jobs, data files or commands to any node on the network

and direct job cutput to any node or workstation on the NJI
network.

Virtual Machine User Functions

The virtual machine user can:

1. Route the output of his wvirtual unit record devices to a remote
nonprogrammable terminal.
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2. Have a card deck entered at a remote nonprogrammable terminal and
have it queued on his virtual machine reader.

3. Subkmit a job through VNET from his terminal and have the output
directed tack to a rerote station.

Input/Output Ccntrol

NPT uses the VNET supervisor I/O services to perform input/output
orerations on the BSC line to the remote terminal and to control the
virtual reader and punch. NPT uses tke VNET supervisor console support
facility to write messages to and receive commands and information from
the VNET operator.

NPT communications I/0O corprises five separate operations:

1. Control of the line when the task is idle. When NPT reads the
telecommunicaticns control unit with a three second timeout, the
timeout is used to force periodic checking for the arrival of spool
files to send.

2. Transmission procedure for sending files to the remote station.
3. The procedure for receiving files from the remote station.

4, Error analysis and recovery while transmitting to the remote
station.

5. Error analysis and recovery while receiving from the remote
station.

RAll input/output operations are executed following the 270x BSC protocol
for the type, configuration, and features of the remote terminal as
determined at task initialization time. Separate send and receive
kuffers prcvide for the interruption of long output files to allow the
irput of cards or commands. When the input transmission is completed,
output transmission is resumed from the point of interruption.
Transmissicn to a remote punch device is performed in transparency mode,
if the transparency feature is availakle, while transmission to a remote
printer is always perforred in nontransparency mode with elimination of
trailing blanks in each record. Print files are always translated in
order to eliminate illegal characters that would force a transparent
wait state on a teleprocessing control unit in nontransparency mode.

Line Allocation

The Iine Allocator in the VNET supervisor allocates an available line to
NPT as part of the execution of the VNET START command. The line has
either been designated in the START command, found in the VNET link
table, or selected by the Line Allocator from a pool of switched lines
set up at system generation of VNET. When the NPT task requests
termination, the VNET supervisor automatically indicates that the line
can ke reassigned, effectively deallocating it. It is selected from the
table of availakle lines ky the allocator the next time a line is
requested.
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VMB LINE CRIVER

This line driver is for the transmission of VM/370 stpool files between
VM/370 VNET facilities over binary synchronous communications lines.

DMTVME communicates with arcther copy of itself using the file address
as specified on the VM/37C TAG command (location, and userid) to
determine the recipient virtual machine.

DMTVMB will support both print and punch file transmission between users
operating on two different VM/370 machines or transmission from a VM/370
user to a real unit record device on a remote VM/370 machine.

DMTVMB requires no special operating instructions and sugports the full
VNET command language except for EACKSPAC, HOLLC IMMEL, and FWDSPACE
count.

VMC LINE LCRIVER

DMTVMC is a line driver intended for use over a channel-to-channel
adapter (CTCA) connecting VM/370 machines running VNET. DMTVMC passes
VM/370 4K spool page kuffers to another copy of itself, using a
specially designed protocol to optimize utilization of the
ckannel-to-channel adapter without creating heavy I/0 activity. The UK
block is read from the VM/370 spool system, transmitted across the CTCA
and then written into the receiving machine's spool system in such a way
as to minimrize SI0 execution. Like DMTVMB, DMTVMC requires no special
operating instructions, and supports the full VNET ccmmand language
except for BACKSPAC, HOLLC IMMED, and FWDSPACE count.,

NJI LINE CRIVER

The NJI line driver is designed for communication between VNET and
Network Job Interface or Network Jok Entry compatikle subksystems using
tinary synchronous communication lines or channel-to-channel adapter.
These systems include HASP II Version 4.0, ASP 3.2, and JES2/NJF.

DMTNJI suprorts the same types of file transmissions as DMTVMB., It also
requires no special operating instructions and supports the full VNET
ccmmand language except for BACKSPAC, HOID IMMED, and FWDSPACE count.

VMB/VMC/NJTI COMMCN FACTORS

These line drivers, operating as tasks under the VNET subsystem, provide
for communication from VNET to NJI/NJE compatikle suksystemrs as well as
other VNET suksystems, over kinary synchronous communication lines and
channel-to-channel adapters. This provides VM/370 users capability:

o to sukmit jobs to a remote ratch processor for execution.

o to direct the output from a jok to any remote system or back to the
users virtual machine reader.

o to route ocutput to a remote batch system for processing and take
advantage of special forms and output processing routines available
at that system.
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Products Supported

The following software prcducts are supported as remote systems:

VM/370 Networking PRPQ 5799-ATA
JES2 Network Job Entry Facility Program Product 5740-XR8
ASP Networking PRPQ 5799-ATE
HASP VNetworking PRPQ 5799-ATC

Supported Functions

NJI/VMB/VMC are line driver tasks ofperating under the control of the
VNET supervisor. Each line driver task can communicate with one remote
system. In cther words, each line driver task controls one
communication adapter, either a kinary synchronous line or
channel-to-channel adapter. The functional support is described below
in the following categories:

° VNET operator functions
o Remote system operator functions
o Virtual machine users functions

VNET Operxrator Functions

The VNET operator controls the initiation and termination of the line
driver task. BHe can control the spool files enqueued upon the VNET
virtual mackine in the same way as the VM/370 operator controls the
spooling function of VM/370. In addition, he can send commands and/or
messages to any other remote system.

Remote System Operator Functions

The remote system operator can issue commands to effect the operation of
the file transfer to his location at the directly connected system.

Virtual Machine User Functions

Trke virtual machine user can:

° Route the output of his virtual unit record output devices to any
remote system for processing.

. Sukmit files to execute as jobs at remote batch systems.

° Receive files entered at remote systems real card readers at his

virtual machine reader.
° Have cutput from a jok executed at a remote batch system returned

to his virtual machine reader, under user control, when this
function is supported ky the remote batch system.
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PART 2: VNET INSTALIATION

Part 2 descrikes the elements involved
in installing a VNET virtual machine.
Two main areas are discussed:

1. Planning for VNET Installation

2. Installing VNET
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PLANNING FOR VNET INSTAIIATION

This section describes the procedure for creating the VNET dynamic
directory which defines your local VNET system and also the guidelines
used for the selection of line drivers for a particular application.

THE VNET CYNAMIC CIRECTORY

Each VNET installation must specify the local definitions and options
that pertain tc its operation. To do so, the CMS editor is used to
build a directory file with filename and filetype of 'VNET DIRECT'.
This file must reside on the VNET system disk when VNET is IPlLed. ~Rs
part of its initialization, VNET reads the directory and builds its
system control blocks according to the local installation
specifications. ©No installation variable information needs to be
specified with a VNET syster load.

An installation may need to rake minor modifications to its VNET
directory on a normal day to day basis. Installations might find it
convenient to allow multiple write access to the VNET system disk for
the purpose of updating the VNET directory (and the PROFILE VNET initial
command file), taking precautions to avoid concurrent multiple access
while writing the VNET system disk. Because VNET never writes its
system disk, and reads its system disk only during execution of operator
ccmmands, the directory may ke updated during production VNET operation,
and tested by simply IPLing the VNET system disk in the virtual machine
keing used for editing the updates. When this is done, the changes
become effective on the next VNET irtual machine IPI. (Link and route
definitions may normally ke made immediately effective by use of the
VNET operator LCEFINE, DELIETE, and ROUTE commands on the VNET operator
console.)

VNET maintains information pertaining to directly connectable locations
in its link takle entries, and each indirectly connected location and
its next direct link are identified in routing takle entries. The VNET
link and routing tables are dynarically constructed during
initialization, according to the directory specifications. 1In addition
to the link and route definitions included in the VNET directory, VNET
automatically generates sixteen null link entries and sixteen null route
entries which may ke used tc dynamically define links and routes during
VNET operation by means of the DEFINEF and ROUTE commands.

VNET will accept and enqueue a file for transmission if an empty tag
slot is availakle; otherwise, the file is left pending, and cannot te
managed through the VNET command language. Pending files increase
operating overhead and are awkward to deal with in general. The
provision for pending files is intended to manage an abnormal situation
as gracefully as possible, and installations should seek to avoid that
operating circumstance.

VNET builds its tag slots as part of its initialization. The numker of
tag slots built is at least as great as the sum of the tag slots
reserved for exclusive use by links in the keep operands of the LINK
directory control statements. More 'extra' tag slots may be generated,
up to a limit which depends on the size of the VNET virtual machine's
virtual storage. This 1limit is computed as one tag slot per 1024 bytes
of virtual storage. Extra tag slot generation may be requested Ly means
of the TAGS directory control statement. The number of extra tag slots
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requested on the TAGS statement is added to the sum of the links!
reserved tag slots, up tc the virtual storage limit. If no TAGS
directory control statement is included in the directory, a default
request of one extra tag slot per 2048 bytes of virtual storage is
assumed.

VNET DIRECTORY CONTROL STATEMENTS

Tke VNET directory control statements should be in the following
formats, with one cr more klanks as operand delimiters. All operands
are positional from left to right. If any operand is omitted, all
operands to the right of that operand in the statement must be omitted
as well. Operands may be entered in columns 1 through 71. Aall data
entered to the right of column 71, and all data entered to the right of
the last possikle operand are ignored. No continuation of VNET
directory control statements is provided. Entirely klank records, and
records having an asterisk (*) in column 1 are ignored, allowing these
lines to ke used for comments and print formatting.

If a directcry control statement is found to be in error during VNET
initialization, the erroneous statement and a diagnostic error message
are typed on the VNET operator console, the erroneous statement is
ignored, ard initialization processing continues. The directory control
statements must ke grouped sequentially ky type when multiple statements
of the same type are entered. Excluding comments and blank records, the
first directory control statement must ke a LOCAL statement, defining
the local VNET installation's location ILC. If links are to ke defined,
all LINK statements must fcllow next. If default line driver
initialization parameters are to be defined, all PARM statements must
follow the LINK statements. If routes are to ke defined, all ROUTF
statements must ke entered next. If allocatable switched
telecommunications ports are to be included, all PORT statements must
follow next. If extra file tag slots for enqueueing inactive files for
transmissicn are to ke requested, a single TAGS control statement must
ke entered next.

Example: A simple VNET directory might appear as follows:

* DEFINE VNET INSTAIIATION VARIAFLES

IOCAL VNETSYS 7

LINK CAMERILCG CMTVME os4 5

LINK TDCSYS1 DMTVMB 096 5 TDC1 * 8
LINK WORKSTA1 DMTSMI * 7 Ws1 * )
PARM WORKSTA1 M1

RCUTE PALOALTO CAMEBRIDG

ROUTE TCCSYS2 TDCSYS1

ROUTE WCCSYS10 CAMBRILCCG

ROUTE WCCSYS11 CAMBRIDC

PORT 086

PORT 087

TAGS 512
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ICCALI Control Statement

The IO0CAL control statement is used to define the location identifier
and time zcne of the local VNET installation.

The IOCAL control statement must appear before all other control
statements in the VNET directory, and it must appear exactly once. The
format of the IOCAL control statement is:

r Bl

| r 1 [

| LocAL 1locid | zone | |

[ x| |

I t 4 |

L ]

where:

locid is the one~ to eight-character location identifier used to
address the local VNET installation. This location identifier
should be chosen to ke unique among all potentially
interconnected locations.

zone specifies the number of time zone boundaries between the local

location and Greenwich to the east, the International Date
Iine being included as a time zone boundary. The zone number
is used to convert local date and time to and from System/370
time cf day format. Valid zone numbers range from decimal
zero through 24. If zone is not specified, or is specified as
*, a default value of zero (Greenwich Mean Time) is assumed.

LINK Control Statement

Fach LINK control statement defines the attributes of a single VNET
link. Link attributes defined on a IINK control statement will apply to
the link keing defined when it is activated, unless cverriden by a START
coemmand parameter,

The LINK control statement must immediately follow a LOCAL control
statement cr another LINK control statement in the VNET directory. The
format of the LINK control statement is:

L \J
I . r . . r [ r r r I |
| LINK 1linkid | driverid | port | zone | task | class | keep |||||] |
[ l * > = | = | = | = ([l |
| L (% [N [ L L 433111 |
L ]
where:

linkid is the one- to eight-character link identifier for the 1link

teing defined.

driverid specifies the name of the line driver which is to be used for
communication on the link keing defined. driverid is a one-
to eight-character CMS file name of the TEXT file to be loaded
and executed as the link's line driver program (e.g., DMTVME,
DMTVMC, DMTNJI, CMTSML, DMTNPT). The proper line driver
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use with the link derends on the type of remote
telecommunications system involved. If driverid is not
specified, or is specified as *, a default value of undefined
is assumed, and the line driver type must ke specified when
the 1link is activated.

port specifies the virtual device address (hexadecimal CUU) of a
rermanent telecommunications port to be used for communication
on the link being defined. Valid virtual device addresses are
hexadecimal two through 6FF. If port is not specified, or is
specified as *, a default value of undefined is assumed, and
the port address must ke specified when the link is
activated.

zone specifies the nurber of time zone koundaries between the
link's remote locaticn and Greenwich to the east, the
International Cate Iine being included as a time zone
toundary. The zcne number is used to convert System/370 time
of day to date and time for use in messages to the remote
location. Valid zone numlkers range from decimal zero through
24, TIf zone is not specified, or is specified as *, a default
value of zero (Greenwich Mean Time) is assumed.

task specifies a task name for use ty the line driver program
associated with the link. Each VNET task must have a unique
task name while it is active. Attempts to activate a link
using a task name identical to the task name of a concurrently
active task will fail with an error diagnostic message. Valid
task names are one- to four-character alphameric characters.
Task names reserved for VNET system control tasks are 'REX',
'AXS', and 'LAX'. If task is not specified, or is specified
as *, the task name definition defaults to the first four
characters of the specified 1linkigd.

class specifies the classes of files which may be transmitted by the
active link. Valid class specifications are one to four
one-character VM/370 spool classes, which may be A through Z,
0 through 9. Files will ke transmitted in class ordexr, left
to right., If class is not specified, or is specified as *, a
default class of * is assumed, allowing files to be
transmitted independently of class.

keep specifies the numker of virtual storage file tag slots to be
reserved for exclusive use ky the link keing defined. Valid
keep specificaticns are decimal numbers from zero to sixteen.
If keep is not specified, or is specified as *, a default keep
specification of two is assumed.

PARM Control Statement

The PARM control statement defines a default parameter string of
arbitrary text information to ke made available to a line driver when a
link is activated by means of a START command. The parameter string is
generally used to specify processing modes or other options to a line
driver, and its format and content are dependent on the type of line
driver tc be used. The parameter string specified in the PARM control
statement may be overridden by the PARM parameter on the START command.
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The PARM control statement must follow a LINK control statement or
another PARM control statement. The PARM control statement must refer
to a link which is defined ky a previous LINK control statement, and
only a single PARM control statement may ke included in the VNET
directory for a particular link. The format of the PARM control
statement is:

| PARM 1linkid [parmtext]

L

SR

where:

linkid is the one- to eight-character identifier of the previously
defined link to which the parameter string is to apply.

parmtext 1is any arbitrary character string, kounded by the leftmost and
rightmost nonklank characters, which is to be interpreted as
initialization information ty a line driver at link activation
time.

ROUTE Control Statement

Fach ROUTE control statement defines a remote location with which the
local VNET installation may indirectly exchange files, joks, commands,
and messages through one cr more interconnected locations. The ROUTE
ccntrol statement specifies the location ID for a single remote location
to be defined, and the link IL of the link on which transmissions
destined for the remote lccation are to be made.

The ROUTE control statement must follow a LINK or PAEM control
statement, or another ROUTE control statement. The link ID specified in
the ROUTE control statement must have been defined in a preceding LINK
control statement. The format of the ROUTE control statement is:

C )

| ROUTE 1locid 1inkid |

L |

where:

lccid is the one- to eight-character location identifier of the
remote location which is being defined for indirect
communication.

linkid is the one- to eight-character 1link identifier of the link on

which transmissions destined for the remote location which is
being defined are to be made. This link must have been
defined by a preceding LINK control statement.
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FORT Control Statement

Fach PORT control statement specifies a single switched BSC port that
may be dynarically allocated for communication with a remote location at
link activation time, Teleccmmunication ports may be defined for use
with a particular link in a LINK control statement in the VNET
directory, or as the object of a LINE keyword in a START command. If
the port is not defined ky either means, VNET will automatically search
for an availakle switched port that has been defined by the PORT control
statement in the VNET directory. If cne is found it will ke assigned to
the newly activated 1link, and the operator will be notified of the
assignment.

A PORT control statement must follow the IOCAL control statement, and
any LINK, PARM, or ROUTE control statement, or another PORT control
statement. The format of the PORT control statement is:

L 1
| PORT vaddr |

[N ']

where:

vaddr specifies the virtual device address (hexadecimal CUU) of a
switched (dialakle) telecommunications port that may be
dynamically allocated for communication to a remote location
to which no leased line connection exists, Valid virtual
device addresses are hexadecimal 002 through 6FF.

TAGS Control Statement

The TAGS control statement allows the VNET installation to request extra
tag slots to ke used to enqueue files for transmission. When VNET
receives more files for transmission than can be enqueued in its
available tag slots, the files are made pending. Pending files cannot
ke managed through the VNET command language.

The maximrun number of tag slots that can ke generated is computed as the
size of the VNET virtual machine's virtual storage divided by decimal
1024 (one tag slot per K of virtual storage). The sum of the tag slots
specified to be kept in link definitions plus the number of extra tag
slots requested in the TAGS control statement are generated at VNET
initialization, up to the raximum number of tag slots described above.
If the number of extra tag slots requested in the TAGS control statement
exceeds the maximur number of tag slots described above, the maximum
number of tag slots is generated and a diagnostic error message is
issued. Otherwise, if the sum of the link keep specifications plus the
request from the TAGS control statement exceeds the allowable maximum
tag slots, the maximum numker of tag slots is generated and no
diagnostic error message is issued.
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The TAGS control statement must follow the IOCAL control statement, or a
LINK, PARM, ROUTE, or PORT control statement. The TAGS control
statement may ke specified only once or omitted. The format of the TAGS
control statement is:

v
| TAGS nnnnn

L

- s

where:

nnnnn specifies the decimal requested numker of extra tag slots to
ke generated at VNET initialization time. This number
represents the greatest numker of files which may be
concurrently enqueued in addition to those engueued using tag
€lots specified to ke kept in LINK control statements,
assuming VNET virtual storage is sufficiently large to avoid
truncation of tag slot generation. Valid requests for extra
tag slots range from decimal 1 through 16384. A fixed length
block of virtual storage must ke reserved for each tag slot
generated at VNET initialization.

VNET DIRECTORY EXAMPLES

This section illustrates minimum VNET directory examples for three
simple networks. Each example presents the directory contents as viewed
by each node in the network. These examples are designed to aid in the
definition of your VNET system.

Figure 5 shows the simplest form of a jok network consisting of two
VM/370 systems connected via a teleprocessing line. This network
contains two locations, NEWYOEFK and BUFFALO. The directory at location
NEWYORK shows a LOCAL entry defining the location and the relative time
zcne of NEWYORK to Greenwich Mean Time (GMT). The LINK statement shows a
direct communication path to location BUFFALO. This statement also
defines the line driver type to ke used for communication with BUFFALO.
Note that this must match the line driver type shown on the LINK NEWYORK
defined at location BUFFAL(Q. The directory at location BUFFALO reflects
a mirror image of the directory at NEWYORK, showing a LOCAL entry of
BUFFALO and a direct communication path (LINK) to NEWYORK.

Figure 6 shows a three-node direct store and forward network consisting
of three VM/370 VNET systems. These systems are interconnected via two
telecommunications lines. Files destined for location MIAMI originating
at CHICAGO must be stored and forwarded through location ATLANTA. The
view of the network at location CHICAGO shows one direct communications
path (LINK) to ATLANTA and one indirect communication path (ROUTE) to
MIAMI through ATLANTA. The view of the network from ATLANTA shows direct
paths (LINKS) to both CHICAGO and MIAMI thus no ROUTE statements are
necessary. Finally location MIAMI shows a direct path to ATLANTA and an
indirect path to CHICAGO through ATLANTA.
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TWO NODE SIMPLE NETWORK

New York Buffalo

—
Local New York 5 Local Buffalo 5
Link Buffalo DMTVMB 5 Link New York DMTVMB 5
Figqure 5. Two-Node Simple Network
THREE NODE STORE AND FORWARD NETWORK
Chicago Atlanta Miami
Local Chicago 6 Local Atlanta 6 Local Miami 5
Link Atlanta DMTVMB 5 Link Chicago DMTVMB 6 Link Atlanta DMTVMB 5
Route Miami Atlanta Link Miami DMTVMB § Route Chicago Atlanta

Figure 6. Three-Node Store And Forward Network

The final example shows a four-node VM/370 network interconnected via
three telecommunications lines and one channel to channel adapter. This
illustrates the ability tc provide for alternate paths between two nodes
in a VM/370 network. VNET provides for the definition of a direct path
plus cne indirect path to a given location. However, caution must be
used in specifying the network definitions when multiple paths exist.
When using alternate paths, the indirect path should be specified only
on one end of the network connection.
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For example, assume the NEWYORK directory contains an alternate path
(ROUTE) to BOSTON via TORONTO and the TORONTO directory contains a route
to BOSTON via NEWYORK. If the direct links between NEWYORK/BOSTON and
TCRONTO/BOSTON become inactive, a file destined for BOSTON would begin
tc loop., It would be continually transmitted between NEWYORK and TORONTO
until a 1link from either location to EOSTON became active. Therefore as
shown in Figure 7, the indirect path (ROUTE) to BOSTCN is specified only
at NEWYORK.

Similar examples could ke shown for other paths in the sample network.

Close coordination is necessary among the individuwal installations when
defining a multi-system network.

MULTI-NODE MESH CONNECTED NETWORK

New York Boston
— —————
Local New York 5 Local Boston 5
Link Boston DMTVMB § Link New York DMTVMB §
Link Toronto DMTVMB 6 Link Toronto DMTVMB 5
Route Boston Toronto Route Toronto New York
Route North Toronto Route North Toronto
Toronto
—_ |
CTC
I North
Local Toronto 6 ]

Link Boston DMTVMB &
Link New York DMTVMB 5
Link North DMTVMC 5
Route New York Boston

Local North 6

Link Toronto DMTVMC 5
Route Boston Toronto
Route New York Toronto

Figure 7. Multi-Node Mesh Connected Network
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LINE CRIVER SELECTION

VNET provides the unique akility to manage many differing protocols
among different links., Eecause of this flexibility the following
guidelines are provided tc assist the user in choosing the line driver
to use between two locations:

e DMTNPT This line driver supports a 2770, 2780, 3770, or 3780 as a
remote workstaticn to VNET.

e DMTSML This line driver supports a MULTI-LEAVING remote workstation
attached to VNET. These include 1130, S/3, s/360, s/370,
and 360/Model 20 systems used as workstations. This line
driver can also ke used to support the remote job entry of
joks into batch systems nct supporting a job networking
interface.

e DMTVME This line driver supports VM/370 to VM/370 communications
over binary synchronous communication lines.

e DMTVMC This line driver supfports VM/370 to VM/370 communications
over a channel-to-channel adapter.

e DMTNJI This line driver supports communications between VNET and
Network Job Interface or Network Job Entry systems through
binary synchronous communication lines or channel-to-channel
adapter. These include HASP II Version 4.0, ASP 3.2, and
JES2/NJE systers.

NOTE: Two VNET systems can communicate using the DMTNJI
line driver. This is not recommended as a regular method of
communication ketween VNET systems due to the protocol
advantages inherent in the CMTVMB and DMTVMC line drivers.
This method of comrunication could be used as a test of the
line driver and communications equipment prior to connection
with an NJI or NJE batch system.

In every case, the line driver used on a particular link must be
compatible with the protoccl used by the remote node. When the remote
system is not another VM/37C VNET virtual machine, there will protakly
ke only one line driver which may be used; DMTNJI, DMTSML or DMTNPT.

ACCOUNTING INFORMATION

DMTAXS text file is generated by the VNET Preloader using a loadlist
named DMTIAXS EXEC that contains two entries:

&1 &2 DMTAXM
&1 &2 DMTAXA

DMTAXM is the main DMTAXS module, containing the body of the spool file
manager. DMTAXA is the name of the accounting routine that produces
accounting records for files handled by VNET. This routine may be
modified or replaced on a local kasis to meet individual installation
requirements. It is distrikuted as a default accounting routine with
VNET. It uses the VM/370 diagnose x'4C' to enter virtual user
accounting records into the CP accounting card output. The format of the
accounting record produced by the suprlied DMTAXA is shown in Part 1 of
this manual under Accounting Record Provision.
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INSTALIATICN CONSIDERATIONS

USE OF TWO-LEVEL REMOTE ACCRESSING

The destination address structure in VNET allows for the use of a two
level network address. This feature allows for a locally defined 1link
tc ke addressed from other locations without having to be defined
throughout the network. Wwhen a file is received at a destination VNET
location, the userid parameter on the initial user TAG command is first
checked against valid links defined at that location. If a matching
link ID is found, the file is then routed to that locally defined link.
If no 1link IC match is fcund, the file will be spooled to the specified
virtual machine user ID.

Note: If a user ID is identical to a link ID at its VNET location, any
attempt to address a file to that user ID causes the file to be
transmitted on the link and produced as real output at the directly
ccnnected remote station.

INSTALLATICN REQUIREMENTS

The update supplied with the installation tape for VNET for CP module
DMKVSP must be applied to a VM/370 system for successful use of the
VM-to-VM line drivers, DMTVME and DMTVMC, in combination with the
Network Job Interface line driver, DMTNJI.

This update allows for imbtedding of application data to ke placed in the
VM/370 spool system as a NOP (X'03*) record. Current VM/370 discards
the data associated with a NOP CCW. NOP records included in spool
files, such as the current tag record, do not appear when spool files
are read in virtual simulated readers or processed on real unit record
output devices, but are accessible to programs using the CP diagnose
read interface.

VNET requires the facilities of VM/370 Rel 3. Also required are any
telecommunications facilities needed to establish a transmission path
ketween nodes. In addition to the VM/370 DASD and spooling facilities,
approximately 30 cylinders of 3330-type direct access storage space is
required.
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INSTALLING VNET

GENERAL INFORMATION

Tke data and ccentrol files required to generate and install VNET are
contained on the VNET distrikution targpe.

The distrikution
File

VNET NUCLEUS

VNET DIRECT
PROFILE VNET

DMTAXS TEXT

DMTLAX TEXT

DMTNJI TEXT

CMTNPT TEXT

CMTSML TEXT
CMTVMB TEXT
CMTVMC TEXT

DMTLOAD EXEC

DMTMAC MACLIB

VNET CNTRL

DMTxxx ASSEMBLE

CMTMAC EXEC

DMTAXS EXEC

tape contains the following CMS files:

contents

The pre-assemkled and generated nucleus supervisor
routines required for VNET.

A sample VNET directory.
A sample profile command sequence.

The preloaded spool file access method supervisor
task.

The communication line allocation supervisor task.

The Network Job Interface (NJI) preloaded line driver
module.

The Nonprogrammable Terminal (NPT) line driver module.

The Spocl MUITI-LEAVING (SML) line driver module.

The VM-to-VM BSC (VMB) line driver module.
The VM-to-VM CTCA (VMC) line driver module.

The loadlist EXEC file. This file is required to
generate an VNET nucleus on the VNET system disk.

The file cortaining all the macros and copy files
needed to assemkle the VNET source files,

The control file that is needed to assemble the VNET
system via the VMFASM EXEC procedure,

All the scurce files for VNET. There is an ASSEMBLE
file for each TEXT file included in the loadlists
(DMTLOAT EXEC, CMTNJI EXEC, and DMTAXS EXEC), and for
each TEXT listed above, except for CMTNJI TEXT and
CMTAXS TEXT which are generated by the preloader from
the TEXT files included in the DMTNJI EXEC, and DMTAXS
EXEC loadlists respectively.

An EXEC file used to generate the DMTMAC MACLIB.
The DMTAXS TEXT loadlist EXEC FILE. This file is

required to preload the DMTAXS Spool Access Manager
text file.
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DMTNJI EXEC The DMTNJI TEXT loadlist EXEC FILE. This file is
required to preload the DMTNJI line driver text file.

XxXXxxxxx MACRO
XXXXXXXX COPY Source files for the corresponding entries in the
DMTMAC MACLIR library.

CEFINING YCUR VNET VIRTURI MACHINE

You need the VNET virtual machine defined when you generate VNET. This
virtual machine must have at least 384K of virtual storage, a console,
and a 5-cylinder VNET system disk with a write password.

If you did not include an entry in your VM/370 directory for the VNET
virtual machine, you must add one now. See "VM/370 Planning and System
Generation Guide" for a description of the Directory program, including
the control statements necessary to define a virtual machine. Add the
newly coded control statements to the existing directory file, and
asserkle and load the new VM/370 directory.

A suggested VM/370 directory entry for an VNET virtual machine is:

USER VNET password 512K
ACCCUNT NUMEER EIN17
OPTION ACCT

IPL 191

CONSOLE 009 3215

SPOOL C 2540 READER A
SPOOL T 2540 PUNCH A
SPOOCL E 1403 A

LINK CMSSYS 190 190 R
MDISK 191 3330 81 5 ULCISK1 W password
DEDICATE 078 078
DEDICATE 079 079
DEDICATE 07A 07A
DEDICATE 570 570

If the ACCT option is specified, VNET accounting records will be
generated along with cther CP accounting card records. If VNET
accountirg is not desired, it may be suppressed ky excluding the ACCT
cption from the VNET virtual machine definition. TIf automatic IPL upon
I10GON is not desired, the IPL directory control statement should be
removed., If automatic IPI is desired and the VNET system disk is at an
address other than 191, the IPL control statement should specify the
virtual disk address which is to be used.

VNET automatically adapts to any virtual storage size of 384K or
greater. The larger the specified virtual storage, the greater the
number of line drivers that mway ke concurrently active, and the greater
the number of default tag slots that will be automatically generated at
VNET initialization.

The ECMODE option is not required and not recommended for the VNET
virtual machine.
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GENERATION PROCEDURE FOR VNET

Eefore you perform the generation procedure, be sure you have the
following:

e The VNET Distribution tape
e A VM/370 directory entry for your VNET virtual machine

e A VM/370 directory entry for the software system support virtual
machine (for example, the MAINT entry supplied with the VM/370
starter system directory).

You can use a 2314, 3330, 3340, or 3350 disk as the VNET system disk.
The VNET nucleus occupies two cylinders on a 2314 or 3340, and one
cylinder on a 3330 or 3350 disk.

The following system generaticn procedure for VNET assumes you have the
MAINT virtual machine surplied with the VM/370 starter system in your
VM/370 directory.

If you wish to generate and run RSCS and VNET concurrently, care should
be taken to isolate the installation and maintenance files of the two
systems on two separate user disks. Module names, libraries, and update
procedures are, for the most part, identical for the two systems. If
the two systems' data areas are not kept separate, the results are
unpredictatle.

VNET is distrikuted on a reel of tape containing the necessary files.
The first file contains the VMFPLC module in tape durp format. ,VMFPLC
is used to load the final files of the tape. The exact contents of the
tape are listed in the Program Directory which is shipped with each VNET
system tape. The final files contain the following:

e The files necessary to construct a default VNET System. This
includes a VNET nucleus ready for installation on the VNET system
disk, text decks for all line drivers, a sample VNET directory, and
a sample PROFILE VNET initial operator command sequence.

e DMTxxx files of filetyre ASSEMBLE containing the VNET source.

e The COPY and MACRO files cortained in the DMTMAC maclib.

e The DMTMAC maclib.

e Required utility files for VNET: VNET CNTRL, DMTLOAD EXEC, DMTAXS
EXEC, DMTNJI EXEC, CMTMAC EXEC, PRELOAL MOLULEF.

e An update to mrodule DMKVSP in CP which is required for correct
management of files which are to traverse any NJI link.

Step 1. Iogon as MAINT and IPL CMS: To build the VNET nucleus, you must
logon the software systemr support virtual machine (MAINT) and IPL the
CMS system.

File 2 of the VNET distrikution tape contains all the files necessary to
censtruct a standard VNET system. If you wish to install an unmodified
VNET system, you may do €0 ky simply loading this file onto the VNET
system disk. No assemklies are required to install VNET unless local
modifications are to be made. The remaining files on the distribution
tape contain source and macros needed to assemble updated modules. The
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instructions on the following rages describe the simplified installation
procedure for an unmodified VNET system. Users wishing to include local
modifications in their VNET systems may do so using this description and
the following section entitled "VNET Maintenance."

Step 2. Attach and Load the VNET Tape: Mount the VNET tape, if it is not
already mounted. Then you must attach the real tape drive to your CMS
virtual machine (MAINT). For example:

attach 280 to\maint as 181

The VNET tape must ke at address 181 kecause the TAPE command ky default
expects to find it at that address.

with the 191 minidisk that kelongs to MAINT accessed as your A-disk,
rewind and load the tape:

cp rewind 181
tape load

CMS responds with the following message:

LOADING. ..
VMFPIC MODULE A
END-OF-FILE OR END-OF-TAPE

Step 3. Format the VNET System Disk: You must link to the VNET system
disk and format it. TIf you used the suggested VM/370 directory entry
for the VNET virtual machine, your LINK command is:

link to vnet 191 as 195 w pass= password

This makes the VNET system disk (address 191 in the VNET virtual
machine) available at virtual address 195 in the MAINT virtual machine.
Remember the address you specify for MAINT. You must use this same
virtual address later in the VNET generation procedure. (You use 195
when you kuild the VNET nucleus in Step 7.) Then, format the VNET
system disk.

format 19°¢ a
Next, format the VNET system disk again. You must use the recompute
function of the FORMAT command to make the last cylinders of the VNET
system disk unavailable to the CMS file system. The last one or two
cylinders contain the VNET nucleus. If the VNET system disk is a 2314
or 3340, the last two cylinders are needed for the nucleus. For a 3330
or 3350, only the last cylinder is needed. The FORMAT command for a
2314 or 3340 VNET system disk is:

format 1985 a 3 (recomp

The FORMAT command for a 3330 or 3350 VNET system disk is:

format 195 a 4 (recomp
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Step 4. Ioad the default VNET system:

cp rew 181
tape fsf
vmfplc load

Step 5. Modify the supplied VNET Directory: You can use the CMS Editor
to modify the supplied VNET directory, 'VNET DIRECT', to describe your
local VNET configuration. The format of the entries in the VNET
directory are described in a preceding section, "The VNET Dynamic
Cirectory."

The follcwing shows the sarmple directory which is supplied on the
distribution tape:

ok 3 %k ok v ok ok vk sk ok sk sk ok ok ok ok vk ok ke ok Sk ok vk 3k ok ok 3k sk ok e kol 3k vk sk 3k ok 3 o ok sk 3k vk 3k ok Ak ok Ak sk ke vk Aok ek dk Ak Ak Ak o Ak Ak 3k k %k k Xk

%* *
* IOCAL IOCATION ENTRY *
* %

% sk ok ok ok sk ks ok sk s 3k ok ok ok Sk ok 3k 3k 3k v dk ok 3k 3k ok ok vk Ak Sk 3k ok dk 3k K Ak e 3k ok Ak dk A ok Ak Fk ok Ak Aok Fk ok ek e e ok ok Ak e ke e ok ok %k

IOCAL HOME

3k 3ok vk 3k sk ok ok ok ok ok s ok o ok ok ok 3k ok sk ok ok Sk ok o ok ok ok 3k sk ok ok ok ok seok ok o ok ok ok 3k ok ok Sk ko ke k dkok Sk ok k ok ook ok 3k %k 3k % Kk Xk

%* *
* IINK CEFINITIONS *
* *
ok o ok vk ok ok vk sk vk ok 3k sk sk ok ok 3k 3k s ke ok ok ok ok sk ok ok 3k ok ok 3k sk o ok ok 3k ks ok 3k dk sk ok ok ok 3k Sk ok ok ok koK ok ok ok skok sk ok 3k sk 3k dk sk 3k ok ok Xk Xk
LINK NPTTEST CMINPT
LINK SMITEST CMTSML
LINK NJITEST DMTNJII
LINK VMBTEST CMTVME
LINK VMCTEST CMTVMC

Step 6. Modify the supplied PROFILE VNET: The supplied PROFILE VNET
initial startup command file may be modified using the CMS editor to
automatically issue any sequence of VNET commands at VNET IPL time.

Any legal VNET command may ke entered in the command sequence. The use
of a dash (-) as the first character of a command line included in a
VNET automatic executior file will suppress the printing on the VNET
orerator console of the CMTREX6791I message, which includes the command
line, as the ccmmand executes, This feature is interded to be used to
suppress printing of corment lines and of password information supplied
in the parameter fields of START commands included in automatic
execution VNET command sequences.

The following shows the default PROFILE VNET supplied on the VNET
distribution tape:

S 3k S 0ok ok 3 3k ok ok s ok sk ok ek sk ok s sk sk ok ok ok ok s ok ok ok ko ok ok sk sk ok ok sk ok sk ok sk sk ok sk sk stk ok ok sk ok ok ok ok skoke ok ok ok ok ok ok ok
* CEFAULT CP COMMANL SETTINGS

e 33k ok ook Sk o ok sk s ok ok ok ok ook o ok sk ok skook sk ok ok ok ok ok ok kol sk sk ok ok sk ok ok sk ok ok ok sk o ok ki Kok ok ook sk ok sk ok ok sk sk ok ok ko ok ok
CP SET IMSG OFF

CP SET EMSG TEXT

CP SPO CON START
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Step 7. Install the VNET nucleus on the VNET system disk: The VNET
nucleus must now be placed in your virtual machine reader before it is
written to the VNET system disk. The following sequence of ccmmands
should ke used:

CP CIOSE RDR

CP PUR RDR ALL

CP CILOSE PUN

CP PUR PUNCH CI A

CP SPO 00D TO * CL A
PUN VNET NUCLEUS (NOH
CP CIOSE RDR

CP SEO 00D OFF

CP IPL 00C CLEAR

This final command will lcad the VNET nucleus. You receive the
fcllowing messages:

195
yes
003 (004 for a 3330 or 3350)

DMTINI411R SYSTEM DISK ALCLCRESS
DMTINIU412R REWRITE THE NUCLEUS
DMTINI413R NUCLEUS CYIL ALCDRESS

LIV |

Your restonses to the messages are shown to the right of the messages
akove. You respond with the address of the VNET system disk, 195 in
this case. You always respond with the same address you specified as
vaddr2 when you were prompted for link parameters. The nucleus cylinder
address is the same number that you specified in the FORMAT 195 A n
(RECOMP) command in Step 3, and depends upon the device type of the VNET
system disk in use.

After a brief pause, you will have written an IPLakle VNET nucleus to
the VNET system disk, as indicated by the message:

DMTINI410I NUCLEUS WRITE COMPLETE
CP ENTERELC; DISARLEC WAIT PSW *00020000 00000012°
You may now LOGON the VNET virtual machine, IPL the VNET system disk,

and start your VNET operations.

VNET MAINTAINANCE

Standard VM/370 maintenance procedures are used to maintain the VNET
system. VMFASM can be invoked to assemktle any VNET source module using
the supplied VNET control file. Also, a Release 3 DMKMAC maclit must ke
accessed for assembly of VNET modules. The loadlist DMTIOAD should be
used when regenerating the VNET nucleus.

The DMTNJI line driver is a multi-module line driver distributed with
VNET. The VNET preloader is used to construct DMTNJI TEXT from its
component modules, DMTNCM, DMTNHD, and DMTNIT, using the following
command:

PREIOAD DMTNJI VNET
'CMTNJI* specifies the name of an EXEC file loadlist which includes
entries for each module comprising the DMTNJI line driver. 'VNET!

specifies the CNTRL control file to be used for specification of TEXT
and TXTxxxx file selection priority.
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The spool access manager CMTAXS is also a multi-module task. The VNET
preloader is used to construct DMTAXS TEXT from its component modules
DMTAXM and DMTAXA, using the following command:

PREIOAD DMTAXS VNET

'CMTAXS' specifies the name of an EXEC file loadlist which includes
entries for each module ccrprising the spool access manager DMTAXS.
'"VNET' specifies the CNTRL control file to be used for specification of
TEXT and TXTXXXX file selection priority.

THE VNET PREICACER

The preloader is a VNET utility rprogram that runs under CMS. The
preloader collects multiple text files and reformats them into a single
text file that can be dynarically loaded by the VNET loader. The
preloader resolves external references and performs preliminary
relocation of address constants. Its function is somewhat similar to
that of existing link editors, except that its output is in standard
text file format and does not include multiple CSECTs. Line drivers and
other prcgrams to be loaded as VNET tasks may be developed as multiple
separate assemkly modules which externally reference one another, and
the assemkled text files ray ke merged into a single VNET loadable text
file by the preloader under CMS. The preloader is invoked as an
ordinary CMS utility routine, using the following calling sequence:

PRELOALC loadlist (control)

'Toadlist' specifies the filename of an EXEC file which must ke resident
on the caller's A-disk. Each record of this file contains the filenare,
and optional filetype, of a text (okject) file to be used as preloader
input. 'Centrol' specifies the filename of a CNTRL file which must also
ke resident on the caller's A-disk if it is specified. The format and
interpretation of this file are the same as for the VM/370 VMFLOAD
utility. 1If a load list entry includes a filetype, that filetype is
used to identify the input file. Otherwise, if a control file is
specified, input file identifiers are constructed using the filename
from the load list entry and a filetype of the form 'TXT....' The
highest ccntrol level identifier for which a file can be located on the
caller's accessed disks is used. If no filetype is included in a load
list entry and no control file is specified, a default filetype of
'TEXT' is used. Input files are located by a scan of all the caller's
disks in their access order.

The preloader output consists of two files, one with a filetype of
'TEXT', the other of filetype 'MAP', both with the same filename as that
specified for the input load list. 1If either of these files already
exists on the caller's A-disk, the o0ld file is replaced ky the new
output file,

The output TEXT file is the merged and linked copy of the input files.,
The first CSECT or private code section encountered in the input will
become the composite (single) output section, with a length which is the
sum of all input section lengths (rounded up to doubleword multiples
between sections as necessary fcr proper section alignment). For the
output ESD, suksequent CSECTs are made into entries (LDs), and
subsequent private code sections are disregarded. External references
are included in the output ESD only if they remain unresolved.
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Input TXT records of non-zero length are relocated and written to the
output file, The output RID is an appropriately translated and
relocated collection of all input RID records. The output END card does
not specify any entry point, section length, or other code. No sorting
is done ky the preloader. Ir general, each output ESD, TXT, and RLD
entry appears in the same crder as the input entry from which it was
translated.

ATLCON and VCON fields are relocated within their TXT records. The use
of ORG statements which cause relocatable constant fields to overlay or
to be overlaid will prckakly produce results that differ from results
oktained with a lcader that completes TXT data loading prior to
relocating ADCONs and VCONs,

The output MAP file is a rrintable record of the preloader processing,
similar to a load map. The first line of the map specifies the output
text file rname, its residence volume lakel and virtual device address,
and the date and time of file creation. The next section cf the map is
a listing of the control file used, if one was specified. The remainder
of the map consists of a sequence of input file sections, one for each
input file in processing order.

The first line of a map input section specifies the input file's
filename, filetype, filemode, residence volume lakel and virtual device
address, and the file creation date and time. (If the input file was
lccated on a disk which was accessed as a 'read-only A-disk extension?,
the filemode, volume label, and virtual device address of the A-disk
will be listed.) If invalid records are encountered in the input file
data, they are written in the map sequentially following the input file
identification line., The VM/370 VMFASM utility enters such 'invalid‘
records in text files to specify the updates and macro libraries used in
assembly. Following these records, the input file's ESD is listed,
including control sectiors and entries with their relocated addresses,
duplicate external symbols, and unresolved external references, if any.
The first control section encountered in the input specifies the output
control section name; the output section length is included on this EST
map entry.

The prelcader does not actually load its input modules into storage
before generating its output section, but rather interprets, translates,
and relocates its input text files on a two-pass record by record

basis., This approach requires that for each TXT record of a particular
input control section, each RID entry (one for each ADCON and VCON)
which lies within that control section must ke scanned to determine if
it lies within the TXT record data. BAs a result, the preloader
processing time has a component which is proportional to both the total
number of TXT records and the total numker of RLD entries for each input
control section. Roughly stated, this means that when a particular
input control section grows sufficiently large, the time required to
process it becomes proportional not to the input control section size,
kFut rather to the square of that size. This effect is likely to be most
pronounced when a rather large text file which had been previously
generated by the preloader is used as preloader input. In this case,
much more CPU time may ke required to reprocess the preloader output
than was required to generate it in the first place, because several
smaller control sections have been merged into a single large control
section. This kind of program behavior can be expected, and does not
indicate any kind of malfunction.

To speed preloader execution, relatively small (about 4K) input modules
are recommended. Modules with unusuvally large numbers of relocatable
constants should ke kept especially small, and module size is less
important for modules with unusually small numbers of relocatable
constants.
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PART 3: VNET SYSTEM OPERATION

Part 3 descrikes the operation of a VNET
- system. The main areas included are:

1. A general description of the
operation of a VNET system.

2. A description of the specific
procedures needed to operate
a VNET system,

<V
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OPERATION DESCRIPTION

)

VNET OPERATOR COMMANDS

The VNET operator controls the functioning of the local VNET facility.
He can:

e Manipulate the status, transmission priority, class and order of
files owned ky the VNET virtual machine.

e TInitialize, suspend, or terminate transmission of files to remote
terminals and stations.

e Reposition or restart files currently being transmitted.

e Send ressages to remote terminals, stations and other nodes in the
network.

e Send commands to remote katch processing systems.
e OQuery file, link or system information.
e Monitor link activity for any directly connected remote location.

File attributes and the parameters descriking them in the VNET command
language have maximum and Jdefault values identical to those of the
VM/370 command language. Eecause many of the VNET operator commands are
available to remote station cperators, only krief descriptions of the
commands that apply to the VNET virtual machine are included in this
section. The commands are grouped in a general chronological sequence
as the operator would use them. A complete description of all commands,
with detailed format, can ke found in "Appendix A: VNET Commands".

The commands available to the VNET virtual machine operator fall into

fcur general classifications: link and line control, file centrol,
communication and miscellaneous.

LINK AND LINE CONTROL COMMANLS

There are nine commands available to the VNET operator to manage the
links and lines used for file transmission: DEFINE, ROUTE, DELETE,
START, DRAIN, FORCE, HOLL, FREE, and SHUTDOWN.

Tke DEFINE Command

Use the CEFINE command to temporarily add a new link entry to the list
of valid links (1link table) for the local VNET installation, or to
temporarily redefine an existing link definition. (Permanent link
definitions or redefinitions can only be made by modifying the VNET
Directory.) A link definition, with a link identifier equal to the
lccation identifier cf a remote station, must exist in the VNET 1link
takle before any transmission of files, to or from that remote station,
can occur.,
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Tre DELETE Command

Use the TCELETE command to temporarily delete a link definition from the
VNET link takle. (Permanert link deletions can only be made by deletion
from the VNET Cirectory.) The 1link to ke deleted must be inactive
(drained or not started), and must have no unprocessed files addressed
to it. Files subsequently addressed to a deleted or undefined link are
purged from the system.

The ROUTE Command

Use the ROUTE command to define, modify, or delete an entry in the VNET
routing takle. Files are auvtomatically reenqueued following execution of
a route command, so that trarsmission of rerouted files can begin
irmediately.

The START Command

Use the START command to activate a particular inactive link. Certain
keyword options may also ke entered to temporarily override the 1link
definition in the 1link takle. This ccmmand may be issued to an active
link but sclely for the purpcse of altering the class of files to ke
processed on that link or to reset a TCRAIN operation before it has
completed.

he DRAIN Command

Use the DRAIN command to deactivate an active link. If the link is
currently processing a file, the 1link is deactivated when the current
file has conmpleted processing. If no file is being processed, the 1link
is deactivated immediately.

The FORCE Command

Use the FORCE command if the DRAIN command fails to deactivate a link.
The FORCE command causes immediate deactivation of the specified link
and termination of its lire driver task regardless of the status of file
processing.

The HOLD Command

Use the HOILD ccmmand to temporarily suspend file transmission on an
active link without deactivating it. Transmission is suspended at the
end of the file currently keing processed unless a keyword is entered
signifyirg that transmission is to ke halted immediately. In either
case, transmission is restarted at the interrupted point when the FREE
command is issued.

The FREE Command

Use the FREE command to resume transmission on a link previously in HOLD
status.

50 VNET Reference and Operations



The SHUTDOWN Command

Use the SHUTDOWN command fcr rormal termination of VNET operations.
SHUTDOWN effectively issues a DRAIN ccmmand to each currently active
link.

FITIE CONTRCI CCMMANDS

Files that are sent to the VNET virtual machine for transmission are put
into the file queue assigned to the particular link to which the file is
addressed. The VNET operator can use four commands to control these
files while they are waiting to ke transmitted: CHANGE, ORDER, REORTCER,
TRANSFER, and PURGE. These are defined as inactive files., He can also
use four other commands to control files that are currently being
transmitted: FLUSH, CLOSE, BACKSPAC, and FWDSPACE. These are defined as
active files.

Tke CHANGE Command

Use the CHANGE command to alter one or more file attributes of a file
owned by the VNET virtual rachine, enqueued on some link's file queue,
and not currently active.

The ORDER Command

Use the CRCER command to reorder the files enqueued on some link's file
queue., This redefines the order in which particular files are
processed. A file currently teing processed cannot ke reordered.

The REORDER Command

Use the REORDER command to cause all inactive files controlled by VNET
to ke reaccepted and routed. It is normally not used by the VNET
orerator but by VNET during internal operations. See command
descriptions for details of REORLER usage.

The TRANSFER Command

Use the TRANSFER command to redirect specified inactive files enqueued
on a link to a new destination. This causes VNET to dequeue them from
the specified 1link and enqueuve them on the link associated with the new
specified destination.

The PURGE Command

Use the PURGE command to remove all or specified files, enqueued on a
link, from the system before they are processed. A file currently being
processed cannot ke purged.
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The FLUSH Command

Use trke FLUSH ccmmand to discortinue processing the current file on a
specified link. The discontinued file is either purged or held and link
processing continues with the next file enqueued for transmissicn on
that link. If the COPY attrikute for the file specified multiple copies,
orly that current copy is discontinued unless the discontinuance of all
copies for the file is also specified.

The CLOSE Command

Use the CLOSE ccmmand to clear the files if a link unexpectedly becomes
inactive while processing active files. Active input files are
reenqueued as inactive and later retransmission begins at the start of
each input file. Active output files are purged.

The EACKSPAC Command

Use the BACKSPAC command to restart or reposition, in a backward
direction, the file currently tkeing processed on the specified 1link.

The FWDSPACE Command

Use the FWLCSPACE command to reposition, in a forward direction, the file
currently keing processed on the specified link.

COMMUNICATICN CCMMANDS

The VNET operator can communicate with a remote station via the CMD or
MSG commands. The choice cf command used depends on the interpretation
tc be given to the text portion of the command.

The CMD Cormand

Use the CMD comrmand to control functions performed by a remote system
such as a HASP or ASP type katch processor, a remote VNET system, or a
remote NJI compatikle syster.

The text portion is intergreted as a remote system command and is made
available to the 1line driver for the next transmission. The functional
meaning of the text depends on the nature of the remote system that
receives thke command. For exarple, if the remote system is a HASP or
ASP type processor, the text would be:

$ Hasp cmd

* Asp cmd

For information on the allowakle commands, refer to the appropriate
subsystem system manuals listed in the Preface.
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The MSG Command

Use the MSG command to send a message (as opposed to a command) to a
remote station operator, remote VNET system operator, remote NJI system
operator, or remote virtual mrachine user. The text portion is made
available to the line driver for the specified link.

MISCELIANEQUS COMMANCS

Seven other commands are available to the VNET system programmer and
operator to monitor and control the local network. They are:

The * (comrent) Command

Use the * command to place comments or notations on the VNET operator
console listing. It is accepted kty the command processor but performs no
function.

The CP Comrand

Use the CP Command to pass any permitted commands to the VM/370 Control
Program without leaving the VNET environment.

The DISCCNN Command

The CISCONN command is used ky the VNET operator to disconnect his
console from the VM/370 system while VNET continues to operate. An
cpticnal userid may be entered in the command line to specify the
virtual machine that is to receive all VNET operator console output
lines. If no virtual machine is specified, the VNET console output
lines are discarded without Lkeing printed.

The EXEC Command

Use the EXEC command to execute frequently used sequences of VNET
ccmmands. The commands are stored in a CMS file on the VNET system disk
with a file type of VNET.

The HT Command

Use the HT command to suprress the printing of any unwanted messages
that are stacked for output to the VNET operator's console.

Tke QUERY Command

The QUERY command is used to request VNET system status information to
ke printed on the VNET operator console or remote station printer. The
information requested can ke for a particular link, a specific file, or
for the system in general.
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ILINK INFORMATION: For a particular link, the operator can request
status, activity, default,file,or queue information.

Status information includes activity status, type of line driver, line
address, classes of files to be processed, HOLD status, DRAIN status,

TRACE status, number of files in queue and number of files waiting to ke

queued.

Activity information includes the VM/370 spool file ID, originating
VM/370 spool file ID, destination location and user ID, spool file
class, file trarsmission priority, number of file records left to
transmit, and total records, of the file currently being transmitted.

Default information includes task name, type of line driver, 1line
address, classes of files to be processed, time zone identifying digit,
and number of virtual storage file tag slots reserved for the specified
link.

File inforration includes the nurber of files being transmitted, the 4
number of files being received, the number of files accepted and in the
queue, and the number of files pending.

Queue information includes the number of files in the queue and the
number waiting to be entered in queue. 1In addition, for each file
currently in the queue, an additional response is issued containing the
srool file identification number, origin location, destination location,
destination user ID (if any), spool file class, current transmission
priority, the number of records in the file, and the file hold status.

FIIE INFORMATION: For a specific file, the operator can request status
information, VNET-related file attributes, or VM/370 spool-related
attributes.

Status information includes activity status and the 1linkid of the 1link
on which the file is queued or being transmitted. 7

VNET-related attributes include originating location and user 1ID,
originating VM/370 spool Ir, date and time of creation, time zone
reference for time of day and the destination location and user 1ID.

VM/370 spool-related attrikutes include transmission priority, spool
file class, numker of copies requested, HOLD status, distribution code,
filename and type, and data set name.

SYSTEM INFORMATION: The VNET operator can request a krief description of
each inactive 1link, active 1link, port, non-zero gueue, or route
currently defined in the system.

Inactive link information includes link identification, activity status,
default line driver type, and default line address. -~

Active 1link information includes 1link identification, link status, line
driver type, line address, and hcld status, drain status, and trace
status.

Port information includes port availakility status and identification of
ports in use ty link ID and pcrt address.

Queue information includes the number of files being transmitted and
received, the files accegted and enqueued, and the files pending for
each link ID with a non-zero queue.

Route descriptions show the link ID for each route definition in the

system route table. ’
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Trke TRACE Command

Use the TRACE command to monitor line activity on a specified link. The
trace information message includes the total number of communication
line transactions (write/read combinations), the number of communication
line transactions ending with a line error indication, and the number of
timeouts that cccurred on the line.

The line activity indicators are constantly accumulated ky an active
line driver, however the printing of the results on the VNET operator's
console is initiated only through the TRACE command.

Note that the TRACE command results in the printing of summary
information akout a link at the VNET operator's console. The TRACE
ccmmand with the LOG operand results in the creation of a printer spool
file containing a detailed log of every I/0 transaction on a link.

VNET MESSAGES

VNET messages are issued in response to commands, and during system
execution. The response message is delivered to the associated command
originator, generally the VNET local or remote operator, or both,
depending on the availability of the remote station printer to serve as
an operator console output medium. When VNET is operating
"disconnected", unsolicited messages are issued to another virtual
machine console or to the VM/370 operator console ky means of the VM/370
MESSAGE command, if it is so specified in the DISCONN command. Console
spooling can also be used to record messages issued to the VNET
orerator's console when the VNET virtual machine is running in
disconnected mode. 1If these options are not taken, these messages are
discarded.

Certain unsolicited messages are issued to virtual machine users via the
VM/370 MESSAGE command whken the message pertains to a file originated Ly
or destined for the user.

A listing of all VNET messages, unsolicited or in response to commands,
can be fourd in "Appendix E. VNET Message Summary." For a detailed
listing and descripticn of all VNET messages, see "Appendix B: VNET

Messages™".

The message codes listed ccnform to VM/370 standards. The origin of each
message is encoded as the fourth, fifth, and sixth character of each
message code. The possikle codes are REX, CMX, AXM, INI, RGX, IRX, and
XXX, where xxx is replaced with the code of the particular line driver
module which is issuing the message: NPT, SML, VMB, VMC, or NCM, NHL,
and NIT for the NJI driver. Printing of the ten-character message codes
may be suppressed by the local and rerote VNET operator by use of the
SET EMSG ccmmand.

VNET utilizes the Diagnose function of CP to handle console functions
such as TCEFINE and DETACH. The use of these VM/370 commands by VNET
results in two confirming messages keing printed on the operator's

console for each file processed Ly VNET. The VNET operator can issue
the CP ccmrand SET IMSG OFF to suppress these informational messages.

In the event of a fatal error, VNET enters a disabled wait state. If
either the CMTREX090T or LCMTREX091T message is displayed on the VNET

orerator's console, an autcmatic virtual storage dump is also taken.

Otherwise, the CP DUMP command should be issued.
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CCMMUNICATING WITH JES2 NJE SYSTEMS

VNET supports a subset of the full NJE protocol defined Lty the Network
Job Entry Facility for JES2. For details of the full NJE protocol refer
to Logic: Network Job Entry For JES2, Order No. 1IY24-6001. The
following points must ke considered when communicating with a JES2 NJE
system:

1. The DMTNJI line driver supports the predefined connection protocol
used by JES2 NJE. Therefore, any connection tetween VNET and JES2
NJE rmust be predefined ky the JES2 system using a 'CONNECT!'
statement in the JES2 initialization deck. Failing to include the
'CONNECT' statement produces unpredictable results at link
connection time. Additional 'CONNECT' statements must be added to
the JES2 initialization deck for any locations receiving files
from JES2 through the predefined VNET connection.

2. The DMTNJI line driver uses a single transmission stream (either
job or output) to a remote system. It supports the simultaneous
reception of one jok stream and one output stream.

3. When a data set with multiple destinations is received by DMTNJI,
the data set is stored and forwarded by VNET as separate files.
When a job output file containing data sets with different
attributes is processed ky VNET (such as an output file containing
both print and punch data sets), it is stored and forwarded as
separate files.

4. NJE Glokal commands not destined for the local node are stored and
forwarded to the final destination system in the normal manner.
Glokal commands directed to the local VNET system ky DMTNJI are
translated into the appropriate VNET command. If the final
transmission link to the local VNET system is not through the
DMTNJI line driver, Globkal commands are not processed by VNET.

ILC CARD FORMAT FROM REMOTE STATIONS

The ID card is entered at the teginning of a deck of cards from a remote
terminal to specify the network destination of the file being entered.

The format of a single parameter ID card is as follows:

ir userid

I I
1 10

'fuserid' srecifies the destination user at the directly connected VNET
location to which the file fcllowing the ID card is addressed.

The format of the two paramter ID card is as follows:

IC locid userid
[ [
1 10

'locid' ‘'userid' specifies the destination location and user address to
which the file following the ID card is addressed. ‘'userid' may be
replaced ky the keyword 'SYSTEM' if the file is to be produced as real
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unit record output at the destination location, and bty the keyword 'JOB
if the file is to be entered as a job at the destination batch

processing system via

HEADER CARLC FORMATS FO

the Network Jok Interface (NJI).

R VM/370 REAL REALCER

Files or jobs may be submitted through the VM/370 real card reader to
The data deck to be transmitted must be preceded

VNET for transmission.
by an ID card to direc

t it to the VNET virtual machine and a 'tagtext!

card to specify destination. The format of these cards is as follows:

ID ‘'userid*

T

CLASS n 'filename' 'filetype!
'dsname'

where:

1D is a ma

ndatory keyword.

userid specifies tke name of the VNET virtual machine.

CLASS is an optional keyword.

n specifi
0-9. Th

L filenare specifi

dsname
filetype specifi

The punching must st

es the file class. The options are A-Z,
e default is A.

es the label on the input data.

es the type of file if 'filename' is used.

art in card column one and each field must

be separated by a klank column.

Tke second card contains the 'tagtext' portion of the TAG command used

when submitting a file

from a virtual machine user console.

‘tagtext!

s e

Punching starts in card cclumn one and all fields are separated

by a klank column.
- A sample job file subm

itted through the real card reader to VNET for

transmission to the node HOUSTON is shown below.

ID VNET
HCUSTON JOE

//XXXXXXXXXX
//XXXXXXXXXX

‘ // XXXXXXXX XX

First card (ILC card)
Second card (tagtext card)
Job file to ke

transmitted to HOUSTON
ky VNET.
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OPERATION PROCELCURES

SYSTEM SIART-UP

Under normal operating ccnditions starting VNET requires no operator
action after the VNET virtual machine IPL. The route and link tatles
are created during the system initialization from the VNET directory on
the VNET System disk. The line drivers are normally started by the
automatic execution of the 'PROFILE VNET' file. All required START
commands for the line drivers to be used are placed in the 'PROFILE
VNET!' file by the system programmer at system generation time.

Additional line drivers may ke started individually, if required, by
using the START command formats shown in the descriptions of starting
the various line driver types.

Any temporary changes desired in the link and route definitions can be
made using the commands descrited under "Dynamic Reconfiguration®.

SYSTEM SHUTI~-DOWN

Operation of the VNET virtual machine is terminated when the system
operator issues the SHUTCOWN command. This effectively issues a DRAIN
ccmmand to each active 1link. BAny link that is currently processing a
file will complete that file and then deactivate. A link that is not
processing a file deactivates immediately. When all links have reported
successful deactivation the VNET operator may logoff his VNET virtual
machine.

Any files waiting for transmission at the time of system shutdown will
ke retained by the VM/370 spooling facility. These files will be
reaccepted and enqueued to the appropriate links when the VNET virtual
machine is started again.

STARTING IINE CRIVERS

Line drivers manage the transrission of files between the VNET virtual
machine and a particular class of remote nodes, terminals or stations.
Five line drivers are supplied with VNET, designated as DMTNPT, DMTSML,
CMTVMB, CMTVMC, and DMTNJI. See the section on "Line Drivers" in "Part
1: Introduction" for a detailed description of the function of each line
driver.

The VNET operator initiates a line driver for a particular link by
issuing the START command. If the previously defined link definition is
still valid, only

START linkid
need be specified. Should any of the link attributes require
modification for this particular cormunication session, the START
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command with appropriate operands is used. For example, if the link to
HCUSTON had been defined with a line address of OB1 and a class of G,
and the current session is to handle class S output on line address OBR3,
the START command would look like:

START HOUSTON CLASS S LINE OBR3

For this session only, the HOUSTON link processes only class S output
and uses the line port with virtual address OR3. ©Non-class S otutput
remains queued on Houston's link and is not transmitted until the class
attribute is changed.

Since more than one 1link can require the same line driver, multiple
copies of a line driver can ke active simultaneously. Each copy is
assigned a task name at the time the 1link is defined; otherwise, an
appropriate descriptive default task name is generated by VNET when the
link is activated.

orce the line driver is activated during system start-up or by the VNET
operator, the link for a leased line is ready for a remote station to
"sign on" with its identification and station characteristics. A 1link
using a switched line must first complete a line connection by a dial-up
procedure from either end of the link. The sign-cn procedure varies by
line driver and is covered in the restective line driver discussions.

STARTING SML

Pefore a remote station can sign on to SML, the appropriate task for
that link must have been started during system start-up or by the VNET
operator. An example of the START command for SMI and the variables to
be specified is as follows:

C \

| STArt | 1inkid[ TYPE DMTSML J{ LINE vaddr]]

I I {Hrn} |

| [ {Rrn} r v

( | Parm {Arn}[Bnnnn]|password| |

| | {Mrn} |user/pwd| |

| I L 4]

[} J

where:

linkid is the location identifier of the remote station that is to
communicate with SHML.

CMTSML is the name of the line driver to ke used with the newly
activated link. This specification overrides the driver name
which may have teen previously defined for the link. If no
driver was previously defined for the 1link, this field must Le
specified.

vaddr is the virtual address of the communications line. (vaddr is
used only if the line is to be other than one previously
specified in a link definition.)

Hrn sets SML mode, indicating that SML operates as a remote job

entry system into a remote HASP or JES2 system as remote
numker rn.
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Rrn sets SML mode, indicating that SML operates as a remote job
entry station into the Remote Entry Suksystem (RES) of VS1
Release 2 as remote number rn.

Arn sets SML mode, indicating that SML operates as a remote job
entry system intc a remote ASP or JES3 system as remote name
rn'

Mrn sets SML mode, indicating that SML operates as host to a

remote programmakle station signing on as remote number rn.

Bnnnn indicates the telecormunication buffer size. The maximum value
that can be specified in nnnn is 1017. If the operand is
omitted, the buffer size defaults to #00. If the optional
password operand is specified, the buffer size must be
entered.

password is an optional cperand, used by the DMTSML line driver to
user/pwd validate the start of a terminal session as follows:

¢ In RJE mode, the specified identification is passed along
to the remote system as part of the SIGNON record.

If the remote system is HASP, ASP, or JES, identification
consists of a cne- to eight-character password.

If the remote system is RES, identification consists of a
one- to eight-character userid followed by a slash
character followed ky a one- to eight-character password
for a maximum of 17 characters.

e.In HOST mode, the identification consists of a one- to
eight-character password that the remote station must
supply on its SIGNON card in order to connect to VNET. If
no password is entered on the START command, none will be
required frcm the remote station.

For a full description of the START command, refer to "Appendix A: VNET
Ccmmands™",

If the operator has initialized the appropriate SML task, contact may te
established by dialing the other location from either end of the link.
If the line specified is a leased line, or if the above contact
procedure has keen successfully accomplished, the sign-on procedure is
then executed.

Signing On in RJE Mode

If SML is operating in RJE mode, the SML task signs on to the remote
HASP/ASP system. Using information from the START command and standard
HASP/ASP protocol, SML builds a SIGNON record and sukmits it to the
remote system. When the remote system accepts the SIGNON record, SML is
notified and communicaticn on the link is initiated.

Signing Cn in HOST Mode

If SML is operating in HOST mode, the remote station must submit the
sign-on information. Since remote programmable stations are loaded with
Remote Terminal Processor (RTP) programs in order to communicate with
VNET, the SML SIGNON card or its equivalent is included in the program
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deck. B password for system security may also be included. The format
of the SIGNON card is as follows:

1 16 25
/*SIGNON REMOTErn password

The value of rn following the keyword REMOTE must match the terminal
number specified in the Mrn operand of the START command.

A password is required only if the START command specified a password
operand, or if a password was part of the link definition in the VNET
link table. If the password option is in effect, the password entered
must match that in the START ccmmand or link table for the sign-on
rrocedure to be completed.

File Processing (RJE Mode)

SML, operating in RJE mode, transmits files consisting of job control
records and data to remote MULTI-LEAVING batch systems such as HASP and
ASP. These files can originate from:

e VM/370 users spooling the files to VNET.

e Remote terminals sukmitting card decks, through an NPT line driver
with valid destination information in the ID card.

e Remote stations submitting card decks, through an SML line driver
operating in HOST mode, with valid destination information in the ID
card.

e Remote NJI/NJE systems sukmitting card decks.
When the remote batch system has cormpleted processing the data, printer
and/or punch output is transmitted kack to SML. This output is then

printed or punched on the appropriate real I/0 device at the directly
ccnnected location.

Input File Processing (HOST Mode)

The remote station submits input to the VNET machine through the remote
card reader. This input can ke directed to the virtual reader of a
VM/370 user or to another remote terminal or location. Output
processing at the remote station can usually be interrupted at any point
to allow the transmission of input data. The specific procedure for
interrupting outrut processing varies according to the remote hardware
keing utilized; this is explained in the "Operating Procedures" for the
srecific remote station. When the input has been processed, output
processing can ke resumed from the point of interruption.

A control card is placed in front of the deck to ke sent from the remote
station to the virtual machine card reader of a user or to another node,
remote terminal or station. The format of this card is described under
"ID Card Format from Remote Stations" in the "Operation Description"
section. If the remote system console is used to enter the ID data,
upper cacse notation must ke used.
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Output File Processing (HOST Mode)

Wken printer and punch files are transmitted to a rerote terminal, a
header line is created on the output to identify the originating userid,
date, and time of transmissicon. Card decks punched at the remote
terminal contain the source header information on the first card
punched; the rest of the card is filled with asterisks. Printer files
use a carriage control tape with channel 1 signifying the first print
line.

In addition to header inforration, printer files are separated from one
another tky header pages whkich may be seen by the operator, at the edge
of the unburst paper, to allcw the operator to separate printed output.
The header page format is as follows:

- page eject

- skip 61 lines

- 5 lines of n asterisks per line
- 1 line of n underscores

- 5 lines of n asterisks per line
- 2 blank lines

- the source header line

- page eject

- the print file

where n is 120 or the numker of printable positions available on the
remote printer, whichever is less.,

The card and print file header information is as follows:

Col Field Meaning
1 11111111 file origin location
13 vVmVIrvmvm file origin virtual
machine
25 XX/XX/XX file origin date
37 YY:yy:yYy file origin time
47 XeXot, time zone

55 WAS THE ORIGIN

Remote Station Operator Commands

The remote station operator, under control of SML in HOST mode, is
allowed to use a subset of the VNET commands. In general, the remote
operator can issue commands that affect only his specific link. The
VNET commands are descriked in "VNET Operator Commands". A complete
description of all commands, with detailed format, can be found in
"2ppendix A: VNET Commands",

Note: With the exception of the MSG and CMD commands, the linkid

operand is not to ke entered by a remote station operator when
submitting cormands to VNET.

SML Messages

A subset of VNET operator messages are printed on the remote station
console. Generally, they are responses to commands originating at the
remote station. For a key to the distribution of messages, see "Appendix
B: VNET Message Summary".
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STARTING NPT

Before a remote terminal can sign on to NPT, the appropriate task for
that link must have been started during system start-up or by the VNET
operator. An example of the START command for NPT and the variables to
be specified is as follows:

STArt | linkid[ TYPE DMTNPT ]J{LINE vaddr]
| [Parm password[

e ———
e

where:

linkid is the location identifier of the remote terminal that NPT is
to communicate with.

CMTINPT is the name of the line driver to be used with the newly
activated link. This specification overrides the driver name
that may have been previously defined for the link. If no
driver was previously defined for the 1link, this field must be
specified.

vaddr is the virtual address of the communications line. (vaddr is
used only if the line is to be other than one previously
specified in the link definition.)

passwd is an optional operand of one to eight characters which, if

entered, designates a password that the remote station must
supply to ke allowed to connect to the VNET system. If a
password is not supplied in the START command or in the VNET
link table, the remote station is not required to supply a
password at sigrn-cn time.

For a full description of the START command, refer to "Appendix A: VNET
Ccmmands",

Signing On to NPT

Once the operator has initialized the appropriate NPT task, contact may
be established on a switched line by dialing the other location from
either end of the link., 1If the line specified is a leased line, or if
the above contact procedure has been successfully accomplished, a SIGNON
card must then be entered via the card reader at the remote terminal.
The SIGNON card must precede all other cards, and is used only once in
each session. In the event of a line drop, the SIGNON card must be
re-entered via the card reader in order to restart the line. The SIGNON
card is used to designate the type of terminal, the features it has, and
other information as descriked below.

| SIGNON | linkid type[Bnnn][CMPR][ Pnnn] |
| | ([TRSxJ[PCHx][ PWD= passwd] |
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where:

linkid

type

Bnnn

CMPR

Pnnn

TRSx

PCHx

LPRT

is the location identifier of the remote terminal signing on
to NPT, If this does not match the NPT task linkid of the
START command, the SIGNON card is not accepted.

indicates the terminal type and must be 2770, 2780, 3770 or
3780.

specifies the line kuffer extension in terms of the number of
tytes (nnn) and may ke: 128, 256, or 512 for the 2770; 17C or
400 for the 2780; 256 for the 3770; and 512 for the 3780. The
defaults are:

Terminal Default

2770 128
2780 170
3770 256
3780 512

specifies that the klank comrpression feature is present on the
2770, 3770, and 3780.

specifies the numker of print rositions available at the
remote printer. nnn may be 120, 132 or 144. The default
value is P120 for the 2770, 2780 and 3780; it is P132 for the
3770.

is entered as TRSY (YES) if the remote terminal has the
transparency feature and TRSN (NO) if it does not have the
transparency feature. The default is TRSN.

is entered as PCHY (YES) if a punch is available at the remote
terminal and PCHEN (NO) if no punch is availakle, The default
is PCHN.

specifies that all print output, including messages, is to ke
directed to the line printer. This keyword is only valid when
a terminal type of 3770 has been specified., 1If the keyword is
omitted, the default print device is the console printer.

PWD= passwd

is a password that must match the password entered by the
operator in the START command or contained in a link
definition takle owned by VNET. If no password was entered in
the START command cr contained in the VNET 1link table, this
operand is not required.

Input File Processing

The remote terminal subkmits input to the VNET machine via the remote
card reader. This input can ke directed to the virtual reader of a
VM/370 user or to another remote terminal or location. Output processing
at the remote terminal can be interrupted at any point to allow the
transmission of input data. When the input has been processed, the
cutput processing can ke resumed from the point of interruption.

A control card is placed in front of the deck to ke sent from the remote
terminal to the virtual machine card reader of a user or to another
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node or remote station. The card's format is described under "ID Card
Format From Remote Stations" in the "Operation Description" section.

If it is possiktle (as on the IEM 3770) to enter the ID card data from a
keyboard, upper case notation must be used.

If the userid on the IL card is invalid, VNET spools the punch file to
tke real runch.

Qutput File Processing

When prirt and punch files are transmitted to a remote terminal, a
header line is created on the output to identify the originating userid,
date, and time of transmission. Card decks punched at the remote
terminal contain the source header information on the first card
punched; the rest of the card is filled with asterisks. Printer files
use a carriage control tape with channel 1 signifying the first print
line.

In addition to header inforration, printer files are separated from one
another ty header pages which may be seen by the operator, at the edge

of the unburst paper, to allow the operator to separate printed output.
The format of the separator page is as follows:

- page eject

skip 61 lines

5 lines of n asterisks per 1line
- 1 line of n underscores

- 5 lines of n asterisks per 1line
2 blank lines

- the source header line

- page eject

- the print file.

where n is 120 or the numker of printable positions available on the
remote printer, whichever is less.

The card and print file header information is as follows:

Col Field Meaning
1 11111111 file origin location

13 vmvmvmvm file origin virtual
machine .

25 XX/XX/XX file origin date

37 YY:Yy:yy file origin time

47 XeXoete time zone

55 WAS THE ORIGIN

Remote Terminal Operator Commands

The remote terminal operator is allowed to use a subset of the VNET
ccmmands. The commands are punched on cards, beginning in column 1, one
per card, and are read on the remote card reader. Ccmmand cards must
precede the ID control card for an input file. In general, the remote
operator can issue ccmmands that affect only his specific link. The
commands are described under "VNET Operator Commands". A complete
description of all commands, with detailed format, can be found in
"Appendix A: VNET Commands",
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Note: With the exception of the MSG command, the 1linkid operand is not
to be entered by a remote terminal operator when submitting comrands to
VNET,

NPT Messages

A subset of the VNET operator messages is printed on the remote terminal
rrinter. Due to the unavailatility of a separate console printer for
messages, and the resulting confusion which would ensue if messages were
mixed with printer output, DMTNPT provides for a message queue. Whenever
the remote printer has corpleted processing an output file, the messages
tkat have keen queued, since the last message was printed, are
transmitted and printed. Refer to "Appendix B: VNET Message Summary"
for a key to the distribution of messages.

STARTING VME

Before comrmunication with another remote VM/370 system can begin, the
VMB line driver task for the associated link must ke started. This may
ke done automatically during system start-up or manually by the VNET
operator. An example of the START command for VMB and the variables to
ke specified is as follows:

L )
| STArt | 1linkid [ TYPE DMTVME] [ LINE vaddr]
| | [Parm tpass rpass]

L ]

b e e o

where:

linkid 1is the location identifier of the remote system communicating
with VMB.

CMTVMB 1is the name of the line driver to ke used with the newly
activated 1link. This specification overrides the driver name
that may have been previously defined for the link. If no
driver was previously defined for the 1link, this field must be
specified.

vaddr is the virtual address of the communications line. (vaddr is
used only if the line is to ke other than one previously
specified in the 1link definition.)

tpass is an optional operand, one to eight characters long, that
specifies a password to be transmitted during the signon
sequence.

rgass is an opticnal operand, one to eight characters long, that
specifies a password that must ke received from the remote
system before file transfer is initiated. If the transmit
rassword, tpass (see akove), is specified and rpass is not, then
a default rpass value the same as tpass results.

For a full description of the START command, refer to "APPENDIX A: VNET
Commands".
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STARTING VMC

Tc establish communication with another VM/370 system linked through a
ctannel-to-channel adapter, a VMC line driver task must ke started.

This may ke done autoratically during system start-up or manually by the
VNET operator. An example of the START command for VMC and the
variables to be specified is as follows:

r

hl B
| sTArt | linkid [ TYPE DMTVMC] [ LINE vaddr] |
]

where:

linkid is the location identifier of the remote node communicating with
VMC.

DMTVMC is the name of the line driver to ke used with the newly
activated link. This specification overrides the driver name
that may have been previously defined for the link. If no
driver was previcusly defined for the link, this field must be
specified.

vaddr is the virtual address of the communications line. (vaddr is
used only if the line is to ke other than one previously
specified in the link definition.)

For a full description of the START command, refer to "APPENDIX A: VNET
Ccmmands".

STARTING NJI

Communication with systers cther than VM/370 is typically managed by the
NJI line driver. The NJI line driver task for the desired link may be
started automatically during system start-up or manually by the VNET
operator. The parameters cn the VNET start command for the DMTNJI line
driver are as follows:

r b 1

STArt | 1inkid{[ TYPE CMTNJI ][ IINE vaddr ]

parm {Buff=nnnn }
{Rest=nnnn }
{RLPass=password}
{RNPass=password}
{TLPass=password}
{TNPass=password}

L J (]

Any comkination of the akove parameters may be entered
separated by blanks.

L )

where:

linkid is the location identifier of the remote station that is to
cormunicate with CMTNJI.

CMTNJI is the name of the line driver to be used with the newly
activated link. This specification overrides the driver name
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which ray have been previously defined for the link. If no
driver was previously defined for the link, this field must be
specified. '

vaddr is the virtual address of the communications line. (vaddr is
used only if the line is to ke other than one previously
specified in a link definition.)

Euff= is an optional keyword which is used to specify the
communications adapter kuffer size for this link. This buffer
size may range from 300 to 1017 kytes, with a default of 400.

Rest= is an cptional keyword which is used to specify the partial
nodal resistance of this NJI connection. This number may range
from 2 to 2000, with a default of 200. See System Programming
Iikrary: Network Jok Entry Facility for JES2, Order No.
GC23-0003.

RIPass= is an optional keyword which is used to specify the line
password required from the remote station before the
transmission of data is initiated. The password specified may
range from one to eight characters. 1If the correct password is
not received at line connection time, the link is deactivated
with a diagnostic error message (DMTNCMI914E).

RNPass= is an optional keyword which is used to specify the node
password required from the remote station before the
transmission of data is initiated. The password specified may
range from one to eight characters, If the correct password is
not received at line connection time, the link ics deactivated
with a diagnostic error message (DMTNCM914E).

TIPass= is an optional keyword which is used to specify the line
password to be transmitted to the remote station at line
connection time. The password value may range from one to eight
characters.

TNPass= is an optional keyword which is used to specify the node
rassword to be transmitted to the remote station at line
connection time. The password value may range from one to eight
characters.

For a full description of the START command, refer to "APPENDIX A: VNET
Commands*".

RESTARTING A LINE CRIVER

Under normal operation a line driver will only need to be restarted if
it has been deactivated ky a DRAIN or FORCE command. Under these
conditions issuing the START command appropriate to the line driver in
question reactivates it.

In the situation where a proklem occurs in the telecommunication
facility of a l1link, the procedure required varies depending on the line
driver type.

The two VNET line drivers using the MULTI-ILEAVING protocol, DMTSML and
DMTNJI, prcvide a restart facility in the event of 40 consecutive
three-second timeouts on the telecommunications adapter. When this
condition occurs, the link is deactivated in such a fashion as to cause
the execution c¢f an exec file with the filename identical to the
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*1inkid*' of the link being deactivated. This exec (user generated)
would normally contain a START command for the link just deactivated, as
well as any other valid VNET command.

The following example illustrates the contents of a file 'NEWYORK VNET'
an automatic execution file for restarting a link 'NEWYORK'.

CP CICSE 9
START NEWYORK

The execution of a DRAIN or FORCE command to a MULTI-LEAVING link will
not cause the link's automatic restart execution file to be executed.

The VMB and VMC line drivers will not deactivate in the event of
transmission line problems., If the line fails a message is issued. The
message is "DMTXXX143I LINK 'linkid' LINE ‘'vaddr' DISCONNECTED' or
DMTXXX160I IINE 'vaddr' LCISAELEC FOR LINK 'linkid' depending on the
problem. The line drivers will temporarily suspend transmission and
attempt to autcmatically reinitialize and reenable the line.

If the problem is momentary the messages, DMTXXX141I LINF 'vaddr' REATCY
FCR CONNECTION TO LINK 'linkid' and DMTXXX142I LINK *'linkid' LINE
'vaddr' LCATASET READY are issued as the line is reestablished.
Transmissicn of files recsumes.

If the problem persists the operator should check for any obvious
problem in the data set or modem in the case of a leased line. For a
dial-up line the orerator should redial to reestablish the line
connection, Transmission of files then resumes at the point of
interruption.

The NPT line driver will deactivate in the case of severe line
interruption. In this case the line froblem must be resolved.

Following the reestaklishment of a functioning transmission line a START
ccmmand must be issued to the NPT line driver to re-estaklish the link.

DYNAMIC FECONFIGURATION

The commands available to the VNET system operator provide the ability
to dynamically alter the VNET system configuration. Entries in the link
and route tables can be added, deleted, or modified while the system is
running. This enables the VNET system operator to respond immediately to
changes in the operating environment of his node. If the normal
transmissicn path for a link becomes unavailable, the route *table can te
altered to direct files tc another link that provides a path to the file
destination. If it becomes necessary to process a particular class of
files first, a link can ke redefined in the link table to access only
the specified class of file fcr transmission.

CHANGING THE ROUTING TABLE

To change an entry in the routing table, issue a ROUTE command from the
VNET operator's console. Specify the location ID for the remote location
whose routing is to be modified or redefined. Also specify "TO linkid"
defining the link that will process the files directed to the remote
location. VNET issues a message in response to the ROUTE command,
reporting the result of the command. Files awaiting transmission are
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automatically reenqueued fcllowing execution of a ROUTE command. For a
detailed description of the ROUTE command see "Appendix A, VNET
Commands*",

Changes to the routing takle remain in effect until the next VNET system
IFL. Permanent changes can only ke made ky altering the VNET directory.

CHANGING THE LINK TABLE

To change an entry in the Link Table, issue a DEFINE or DELETE command
from the VNET operator's console. Before altering or deleting an entry
for an active link, the lirk must first be made inactive by issuing a
DRAIN command specifying the "linkidw",

Tre DEFINE command is used to create temporary new link entries,
redefine an entry that was deleted, or alter an existing entry in the
Link Table. The DELETE command is issued to temporarily "undefine" a
link and make it unavailakle to the VNET system.

VNET issues messages in respcnse to both the DEFINE and DELETE commands.
For a detailed descripticn of the DEFINE and DELETE commands see
"Appendix A: VNET Commands",

Changes to the Link Table remain in effect until the next VNET system
IEL. Perwmanent changes can only ke made by altering the VNET directory.
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PART 4: VM/370 USER GUIDE

Part 4 is a guide for the VM/370

user who needs to use the VNET system
during the course of his work.

The following main areas are covered.

1. The commands the user needs
to work with the VNET system.

2. Examples of VNET usage.

3. Messages a VM/370 user may
expect while using VNET.
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VM/370 USER COMMANDS

The interface ketween a VM/370 user and the VNET virtual machine
consists of the SPOOL and TAG commands along with the spool file tag
associated with every output spool file generated by a VM/370 user.

VM/370 SEOCI COMMAND

211 files to ke transmitted via VNET must be spooled to the VNET virtual
machine, The form of the CP SFOOL command used with VNET is as follows:

r 1
| | {Printer} |
| spool | {PUnch } [TO] userid |
| {CONsole} |
| {vaddr 1} |
L 1
where:
ERINTER denotes all printer class device
PRT output,
PUNCH denotes all punch class device
PCH output,
CONSOLE denotes all ccnsole class device output,
vaddr denotes all output from the specified virtual device
address.
userid is the ID of the virtual machine in which VNET resides.

Note: Other SPOOL command options, such as CLASS and COPY, can also be
specified; see the VM/370: Command Lanquage Guide for General Users.

VM/370 TAG COMMAND

The VM/370 CP TAG command is used to enter or query data in the spool
file tag. The command has three functional formats:

e Tag contents may be prespecified for all output files from a
particular category of output devices or from a single output
device.

e Tag contents for an existing closed spool file may be replaced.
e The tag contents associated with an output device contained in a

closed output file may ke displayed.
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The TAG co

mmand syntax is as follows:

TAg { {Printer} }
{ DEv {PUnch } [tagtext] }
{ {CONsole} }
{ {vaddr } }
{ }
{ File spoolid [tagtext] }
{ ]
{ { {Printer} } }
{ {DEv {PUnch 1} } }
{ { {CONsole} } }
{ QUery { {vaddr 1} } }
{ { _ } }
{ {FIle spoolid 3} }

L J

The first operand of the TAG command specifies the function to be

performed:

DEV allows the user tc perform the initialization, replacement,
or deletion of the tag data associated with an output
device. All spool files, generated by the device specified
in the second orerand, will contain the tag data entered in
the third operand. If there is no third operand, the tag
data will be klank.

FILE allows the user to replace the entire tag data of any spool
file queued on his virtual reader and identified by the
second operand with the new tag data specified in the third
operand. This allows the user to correct the tag of a file
returned to his reader queue by VNET because of an invalid
address in the tag. If there is no third operand, the tag is
set to klanks.

QUERY DEV allows the user to display the current setting of the tag
information associated with the output device or device class
specified in the third operand.

QUERY FILE allows a user to display the tag information of any spool
file queued on his virtual reader. The specific file in his
reader queue is identified by the third operand.

PRINTER is the synonyr fcr all printer class devices.

PRT

PUNCH is the synonyr for all punch class devices.

PCH

CONSOLE is the synonymr for all console class devices.

vaddr is the virtual device address of a virtual unit record device
or console.

sgoolid is the unigue identificaticn number assigned to a spool file
by the VM/370 spooling facility. The numkers range from 1 to
9900.

tagtext is the new or replacement tag data used in the TAG DEV and
TAG FILE format of the command. The entire command line to
the right of the third operand (keginning with the leftmost
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non-blank character to a maximum of 136 characters) becomes
the new contents of the tag for the specified device, device
class, or specific file. 1If no text is specified, the

L contents of the tag are set to klanks.

TAG QUERY COMMAND RESPONSES:

{PRINTER}
TAG QUERY CEV {PUNCH 1}
{CONSOLE}
{VADDR }
¢ Displays the contents of the tags associated withk each device of the
specified class as follows:
1 hl
{PRT } | repeated for
{PUN } vaddr TAG: | each device in
{CONS) | the specified
{VADCR} | class
tagtexteceececeoccnan |
J
‘ TAG QUERY CEV vaddr
Cisplays the contents of the tag associated with the specified device as
fcllows:
{PRT }
{PUN } vaddr TAG:
{CONS}
tagtexteiececececes
if tag data exists
TAG NOT SET
if the TAG command was never issued to that device.
- TAG QUERY FILE spoolid

Cisplays the contents of the tag associated with the specified file as
follows:

tagtexteceeccecees
if tag data exists

(TAG RLANK)
if the tag is all blanks

(TAG MISSING)
if the file did not contain a tag because it was either
an input file from the real card reader or was an output
file generated before vM/370 Release 2 PLC 11.
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VNET USAGE OF TAG AND SPOCI COMMANDS

When a VM/370 user creates a file that is intended for transmission to a
remote location via VNET as a JOB file, the syntax of the spool file tag
data is:

v )
I r | r a3 l
| TAg | DEv vaddr locid |[userid | priority (JOB] | |
[ | JoB | [ |
| L 4 L ¥ '
L J
where:
vaddr is the virtual device address for which the TAG is set.
lccid is the lccation identifier of the destination location for
output generated ky this virtual device.
userid is the identification of the remote virtual machine or remote

station at the specified location that is to receive the
output generated ty this device.

priority is the requested transrissicn priority (a decimal numker
0-99), defaulting to 50, implying a higher priority with lower
numerical value.

JOB a keyword indicating that the output of this punch device be
transmitted as a job.

The additional parameter on the VM/370 TAG command when interfacing to a
non-VNET system for the transmission of QUTPUT is as follows:

Note: The specification cf any of these parameters does not imply the
support of these features on the suksystem at the output location.

TAg CEv vaddr locid [userid] priority
[rmtid ]

{FCB[ C ]=carriage
{FORMS[ F ]=formstype
{UCS[ T J=train
{INDEX[ I]=index
{EXTWTR[ W ]=writename
{BURST[ E]=Y|N
{OPTCD=J
{CHARS[ X ]=tran
{COPYG[ G ]=nn
{FLASH[ O ]=flash
{FLASHC[Q ]=nn
{MODIFY[ Y]=modify
{MODTEC[M]=0]1]| 2|3

e e e e e e e e et e e e e

Any combination of NJI keywords may ke specified separated
ky blanks up to a total tag length of 136 characters.

The accepted akbreviation for each keyword is shown enclosed in [ J.
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where:
vaddr

lecid

userid

rotid

priority

FCB=

FORMS=

UCs=

INDEX=

EXTWTR=

is the virtual device address for which the TAG'is to be set.

is the location identifier of the destination location for
output generated ky this virtual device.,

is the identification of the remote virtual machine
or remote work station at the specified location that is to
receive the outrut generated by this device,

is the requested transmission priority (a decimal number
0-99), defaulting to 50, implying a higher priority with lower
numerical value.

is a keyword indicating the forms control kuffer for printing
the output of this device. This specification can be from 1
to 8 characters.

is a keyword indicating the special forms for printing the
output of this device. This specification can be from 1 to 8
characters.

is a keyword indicating the universal character set for
printing the output of this device. This specification can te
from 1 to 8 characters.

is a keyword indicating the data set indexing position offset
for the 3211 printer. This parameter may range from 1 to 31.

is a keyword indicating the external writer to process the
output of this device when it is printed or punched at a
remote location.

The following parameters are specified if the receiving subsystem is to
print the data from this device on the 3800 printer and does not imply
VM/370 support of that device. Currently the only subsystem supporting
the 3800 printer is JES2.

BURST=

OPTCD=J

CHARS=

COPYG=

is a keyword indicating whether the output from this device
should be threaded intc the Burster-Trimmer-Stacker on the
3800 printer. This parameter must be either Y or N.

is a keyword which indicates that each line of data produced
ky this device contains a table reference character for the
3800 printer.

is a keyword which indicates the names of character
arrangement takles, which define the characters for printing
on the 3800 printer. This specification can be from 1 to 8
characters and may ke specified up a maximum of four times,
once for each translate table desired.

is a keyword which indicates the copy grouping for the output
of this device when printed on the 3800 printer. Each group
up to 8 can range from 1 to 255. This parameter may be
specified up a maximum of eight times indicating eight copy
groups.
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FIASH= is a keyword which indicates the name of the forms overlay
frame to be used when rrinting the outrput of this device on
the 3800 printer. This specification can ke from 1 to 8
characters.

FIASHC= is a keyword which indicates the number of the total copies of
the output of this device on which the forms overlay is to be
printed on the 3800 printer. This parameter can range from 1
to 2E5.

MODIFY= is a keyword which indicates the copy modification module to
ke used in rodifyirg the data, produced by this device when
printed on the 3800 printer. This specification can be from 1
to 8 characters.

MCDT EC= is a keyword which indicates the table reference character for
selecting which character arrangement takle is be used when
printing the output of this device on the 3800 printer. This
parameter can ke either be 0, 1, 2, or 3.

If userid is not applicakle, as in NPT and SML support, and priority is
to be specified, a durmy userid must ke included.

The remainder of the 136 byte tag is ignored by VNET.

To specify that all printer output is to be transmitted to Houston, a
VM/370 user would enter the following commands:

TAG DEV PRINTER HOUSTION
SPOCL FRINTER TO NET

where HOUSTON is the location identifier of the receiving station and
NET is the userid of the VNET virtual machine.

If one particular output device is to have its output transmitted to
Palo Alto with a priority of 10 and no userid specified, the VM/370 user
would enter the following commands:

TAG CEV 00D PALOALTO SYSTEM 10
SPOCL 00D TO NET

where 00C is the virtual output device address; PALOALTO, the location
identifier of the receiving station; SYSTEM, a dummy userid entry; 10,
tke priority value; and NET, the userid of the VNET virtual machine.

The VM/370 user may want to set up a CMS EXEC file tc handle remote
spooling orerations. A sarple of such an EXEC, called SEND, follows:

SEOOL &2 TO NET
TAG DEV &2 &1
&2 &3 &4
SPOOL &2 OFF
The EXEC would ke invoked as follows:

SEND PALCALTO PRINT PROG LISTING

The EXEC executes as follows:

SPOCL PRINT TO NET

TAG DEV PRINT PALOAITO
PRINT PROG LISTING

SPEOCL PRINT OFF
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USER EXAMPLES AND MESSAGES

USER EXAMPLES

This section illustrates several examples of VNET usage. It is not
intended to shcw complete examples of the usage of VNET in conjunction
with the JES2/NJE program rroduct and the PRPQs for ASP and HASP. Users
of a mixed environment of NJE/NJI suksystems should refer to the related
publications listed in the Preface. The examples presented here provide
samples of the types of facilities available,

Example 1. Specifying LCestination gg‘VM/370 Virtual Output

A CMS user on a VM/370 system in NEWYORK wants the output from his
virtual printer directed to BOSTON. Assuming a network configuration as
shown in Figure 7(Part 2 of this manual), with the NEWYORK/ROSTON link
temporarily inactive, the following illustrates the user's console:

spo € to net

R;

tag dev e koston systern

R;

pr profile exec

PRT FILE 0150 TO NET COPY 01 NOHOID
R;

12:59:26

MSG FROM NET : SENT FILE 0150 (0150) ON IINK
TORONTO TO EOSTON SYSTEM

12:59:36
M5G FROM NET

FROM TORONTO: SENT FILE 0386 (0150)
ON LINK EOSTON TO BOSTON SYSTEM

Note that the spool ID assigned at the originating system by VM/370 is
returned in each network resgonse message as the file proceeds through
the network. Also, the path the file took to its final destination was
determined by VNET. The user specified only the final destination for
file processing.

Example 2. VNET Jok Submission to a Batch Processor

This example illustrates a CMS user at location NEWYORK submitting a JOB
to an ASP NJI system in BRUFFALO. Output returning from a batch job
submitted through VNET will ke processed ky the real unit devices
attached to VM/370 unless overridden by the user via JCL.

User RALPH wants a source deck assembled at BUFFALO and the resultant

oktject deck and ressage data set returned to his virtual machine
reader. He wants the asserkly listing printed on an offline printer.
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The following illustrates the JCL he might use with the source deck:

//CCMEILE JOE 1,MSGLEVEL=1,NOTIFY=RAIPH
/*MAIN SYSTEM=ANY
/*FORMAT PR CLCNAME=SYSMSG,DEST=NEWYORK.RALPH
/*FORMAT PU DLCNAME=,CEST=NEWYORK.RALPH
//STEP EXEC ASMFC
//BSM.SYSIN LD *
TEST CSECT

ENC

/*

The NOTIFY keyword on the JOE card causes any TSO NOTIFY messages
produced Lty the katch processing system to be returned by the network to
the CHMS terminal,
The following illustrates the terminal session for the job:

tag dev d kuffalo system 50 jok

R3

spo d to net

:H

pun corpile job (noh

PUN FIIF 8921 TO NET COPY 01 NOHCLD
:H

16:57:47

MSG FROM NET : SENT FILE 8921 (8921) ON LINK
BUFFALO TO BUFFAIO SYSTEM

16:57:54
MSG FROM NET : FROM EUFFALO: AMSVO01 JOB 5880,
COMPILE IS ON SYS E

PRT FILE 8923 FROM NET COPY 01 NOHKOLD
16:58:02

MSG FROM NET : FILE (8921) SPOOLED TO RALPH -- ORG BUFFALO
(SYSTEM) 10/17/7€ 16:57:59 E.D.T.

PUN FILE 8925 FROM NET COPY 01 NOHOLD
16:58:C5
MSG FROM NET : FILE (8921) SPOOLEC TO RALPH -- ORG BUFFALO

(BUFFALO) 10/17/7€ 16:59:59 E.D.T.

Example 3. VNET Qutput Transmission Using Special Forms

This example illustrates the transmission of spool output from a VM/370
system tc a rerote batch system that has special forms capability. This
CMS user wants the output from his virtual printer directed to BUFFALO
to be printed on white paper using a text (TN5) print train. The
fcllowing illustrates the users console:

spo € to net

R

tag dev e kuffalo system 50 f=white t=text
R;
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print profile exec

PRINT FILE 0118 TO NET COPY 01 NOHOLD

:H

12:55:49

MSG FROM NET : SENT FILE 0118 (0118) ON LINK
BUFFAIO TO RUFFAIO SYSTEM

Example 4. VNET JOB Sukmission With Special Output Processing

This example illustrates a jok running on a HASP batch processor with
the output to ke printed at a VM/370 node with a VM output class. VNET
sets the ocutput class from the first character of the batch system forms
specification.

//EXAMFLE JOE 1, MSGLEVEL=1
/%0OUTPUT 1234 DEST=MIAMI,F=R
//STEP EXEC ASMFC

//SYSPRINT TLC SYSOUT=(A,,1234)

//SYSIN DD *
TEST CSECT

END
/*

When the jol executes the SYSPRINT data set is printed at node MIAMI
with VM cutput class ‘'R'.

USER MESSAGES

This section ccntains a list and a short description of messages
directed to the console of the virtual machine user ky VNET. For a
detailed description of each message see "Appendix B: VNET Messages",

CMTAXM101I FILE 'spoolid' ('orgid') ENQUEUED ON LINK *'linkid*

The user file specified is accepted by VNET and is ready for
transmission,

CMTAXM102I FILE 'spoolid' ('crgid') PENDING FOR LINK 'linkid‘

The link specified has no tag slot available for the user
file., The file is held by VNET and enqueued automatically as
space becomes available.

DMTAXM103E FILEF *spoolid' ('orgid') REJECTED -- INVALID DESTINATTON
ATCRESS

The file specified is returned to the user if the origin is
local, otherwise it is purged. The destination address in the
tag did not match any VNET route or link table entry.

CMTAXM104I FILE ('orgid') SPOOLEL TO tuserid' -- ORG 'locid! (userid?)
mm/dd/yy hh:mmr:ss

A file has arrived from a remote location and is awaiting
user dispositiorn. The file originator is identified.

DMTAXM111I User ‘'userid!' NOT IN CP DIRECTORY -- FILE ('orgid') spooled
TO SYSTEM

A file received Ly VNET was addressed to a local user

'userid!' which is not in the local VM/370 system directory.
The file had an origin spool ID of 'orgid®'.
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DMTxxx1471 SENT FILE 'spoolid' ('orgid') ON LINK 'linkid' TO 'locid!

tuserid!

The specified file has been successfully rassed to the next
node in the network

CMTxxx170I FROM 'locid': (ressage text)

DMTxxx1711 FROM 'locid!' ('userid'): (message text)

These messages identify the source of the accompanying text
on the user console.

CMTSMLI935SE IINK 'linkid IN RJE MCDE -- PRINT FILE 'spoolid' PURGED

The specified 1link is working as a submitting RJE workstation
and cannot accept print files.

DMTNPT936E NO REMOTE PUNCH AVAILABLE ON IINK *1linkid*' -- FILE 'spoolid’

PURGED

The terminal sgecified is not capable of producing the user
specified punched output.

MANAGING RETURNED FILES

VNET rejects any file that dces not contain in its tag a destination
address that matches an entry in the VNET route or link takles. The file
is returned to the virtual reader queue of the originating local virtual
machine user. The file tag must ke corrected and the file resubmitted to
VNET. The following example with the VNET virtual machine ID of 'NET'
shows how this is done.

8y

1.

The

The user directs a print file to VNET for transmission by
issuing TAG and SPOOL commands.

TAG DEV OOF HOYSTON
SPOOL OOE to NET

destination address "HOYSTON" is incorrect.
The user issues a PRINT command.

VM/370 responds with the message "PRT FILE 6783 TO NET". The
spoolid of the file is 6783.

VNET examinee the file tag and finds no match in the route or
link takles. The file is returned to originator's virtual
machine reader.

VM/370 issues a message to the user "RDR FILE 6783 TRANSFERRED
FROM NET". VNET issues a message to the user "MSG FROM NET: FIIE
6783 REJECTED -- INVALID DESTINATION ADDRESS",

The user corre~ts the tag and resukmits the file. The tag is
corrected by I ,suing a TAG FIIE command "TAG FILE 6783 HOUSTON",
The file is resukmitted bky issuing a TRANSFER command "TRANSFER
6783 TO NET".

VNET accepts che file and enqueues it on the link required to
reach the destination "HOUSTON",
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Pefore further files are to ke sent, the tag for the user's virtual
printer should be corrected ky reissuing the TAG Dev command with the
correct address 'HOUSTON'.
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PART 5. APPENLCICES

Appendices contain detailed descriptions
of all commands and messages, plus
reference information cn communicating
with remote stations and terminals.
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APPENDIX A: VNET COMMANCS

Arpendix A contains a detailed description of the VNET commands. The
messages resulting from the use of each ccmmand are included in the
description of the command.

NOTATIONAYI CONVENTIONS

The notation used to define the command syntax in this publication is described
in the following paragraphs:

1. Truncations and Abbreviations of Commands

Where truncation of a ccmmand name is permitted, the shortest acceptable
version of the command is represented by uppercase letters,

(Rememker, however, that VNET commands may be entered with any
comkination of upper and lcwercase letters.)

The example below shows the format specification for the BACKSPAC command.

BAckspac

This representation means

that EA, BAC, BACK, BACKS, BACKSP, BACKSPA, and BACKSPAC

are all valid specifications for this command name,

as are any of those ccmbinations in which lower case characters
are substituted for their urper case equivalents.

Operands and options are specified in the same manner.

Where truncation is permitted, the shortest acceptable version

of the operand or option is represented by uppercase letters

in the command format kox.

If no minimum truncation is noted, the entire word (represented by all
capital letters) must ke entered.

2. The following symbols are used to define the command format and should never
be typed when the actual cormand is entered.

underscore

braces {
krackets [
ellipsis .

3. Uppercase letters and words, and the following symbols, should be
entered as specified in the format kox.

asterisk *
comma v
hyphen -

equal sign =
parentheses ()
period .
colon H
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8.

90

Lowercase letters, words, and symbols that appear in the command
format box represent variakles for which specific information
should be substituted. For example, in the BACKSPAC command,
linkid represents a variable link identifier, such as NEWYORK.

Choices are represented in the command format boxes by stacking.

O o>

An underscore indicates an assumed default option. If an
underscored choice is selected, it need not ke specified when the
comrand is entered.

Example:

The representation

Alo

indicates that either A, B, or C may be selected. However, if B is
selected, it need not ke specified. Or, if none is entered, B is
assumed.

The use of kraces denotes choices, one of which must ke selected.

Example:

The representation

— A==
O w P
o /==

indicates that you must specify A, B, or C. If a list of choices
is enclosed by neither krackets nor kraces, it is to ke treated as
if enclosed by kraces.

The use of brackets denotes choices, one of which may be selected.

Example:

The representation

,———
Qo
———a

indicates that you may enter A, B, or C, or you may omit the
field.
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9. An ellipsis indicates that the preceding item or group of items may
be repeated more than once in succession.

Example:
The representation
(options...)

indicates that more than cne option may be coded within the
rarentheses,

OFERATOR COMMAND USAGE

The VNET commands descriked kelow can be issued by either the VNET
operator or the remote station operator with the following exceptions:

e CIOSE, CpP, CEFINE, DELETE, CISCONN, EXEC, FORCE, REORDER, ROUTE,
SHUTDOWN, TRACE, and TRANSFER commands may be executed only by the
VNET operator.

e START has limited functional capakilities when issued by a remote
station operator. (See the START ccmmand description.)

e Commands, issued by a remote station operator, affect only the status
of that station's link. With the exception of the MSG and the QUERY
command, the linkid operand must not be specified in a remote station
command line.

File attrikutes which are thcse cf the VM/370 spool system, and the
operands descriking them in the VNET command language, have maximum
values and default values identical tc those of the VM/370 ccmmand
language and system. Command names and keywords may be specified by
typing any part of the comrand name or keyword from the minimum
truncation to the full name. The minimum truncation in each case is
indicated by upper case letters.

VNET COMMANDS

* (COMMENT)

The * command performs no function, and is accepted ky the command
processor as a valid command which produces no response messages. The *
ccmmand line may be entered directly from the VNET operator console or
from a ccmmand EXEC procedure. The intent of this command is to provide
a means of annotating VNET operator console listings. The format of the
* command iss

+*

| [any corrent text]

e o

Responses:

None.
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BACKSPAC

The BACKSPAC command causes the current file being transmitted to be
restarted or repositioned kackward. This command is not supported by
the TCMTVMB, DMTVMC, or DMTNJI line drivers. The format of the BACKSPAC
ccmmand is:

r 1
| . ‘ " |
| BAckspac | [1inkid] File | |
l | nnn | |
| I ¢ 4 |
L []
where:

linkid is the one- to eight-character link identifier for the

link on which the current file being transmitted is to be
repositioned. If the command is issued by the VNET
operator, this operand must be specified; if issued from
a remote station, it must ke omitted.

FILE is a keyword which specifies that the file being
transmitted is to be restarted from the beginning.

nnn is the numker of data units to ke lkackspaced. For a
print file, data unit refers to printer pages, which are
counted in the same way as for the analagous VM/370
spooling command. For a punch file, data unit refers to
file records which include any write type command code.

Responses:

DMTxxx510I FILE 'spoolid' EACKSPACED
DMTxxx511E NO FILE ACTIVE ON LINK 'linkid!’

CHANGE

The CHANGE command alters cne or more attributes of a spool file owned
by the command originator. In order to affect a file using the CHANGE
ccmmand, the file must be inactive (that is, no link may be actively
processing it). The format for the CBANGE command is:

i | { r 1} ]
| CHange [linkid ] spoolid { PRIority nn Name [fn {ft} | } |
| { Class c dsname |
I | { copy nn v 41|
| | { HO1d|NOHo1ld } |
[ | { DIst distcode } |
| I |
L 1
where:

linkid is the one- to eight-character 1ink identifier for the

link on which the file to be changed is enqueued. If the
command is issued by the VNET operator, this operand must
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spoolid

PRIORITY nn

CIASS c

COPY nn

HOLD

NOHOLD

CIST distcode

NAME fn (ft)

NAME dsname

Responses:

DMTAXMS520T
CMTAXM5211
DMTAXM522I
CMTAXM5231
DMTAXMS24E
CMTAXM525E
CMTAXM526E

CIOSE

FILE
FILE
FILE
LINK
FILE
FILE
FILE

»

be specified; if issued from a remote station, it must ke
omitted. *

is the nureric spool file identifier for the file which
is to ke changed.

designates the new transmission priority for the file.
nn is a decimal number from 0-99 with 0 signifying the
highest priority.

designates the new class for the file. c¢ is a
one-character alphameric field frcm A to Z or from 0-9.

alters the number of copies to be made of the file. The
value of nn (number of copies) must be a number from 1
through 99. For nn less than 10, the leading zero is
optional.

prevents the processing of the file until it is released
by a CHANGE ccmmand specifying NOHOLD.

releases the specified spool file if it had been in HOLL
status.

changes thke distribution code of the specified file.
distcode is a one- to eight-character identification to
be associated with the file.

changes tlke name of the specified file. TIf specified,
this operand must be the last entry in the command line.

*spoolid?' CHANGEL

*spoolid' HELD FOR LINK 'linkid*

'spoolid*' RELEASED FOR LINK 'linkid!

*1inkid' QUEUE REORDERED

!spoolid! ACTIVE -- NO ACTION TAKEN

*spoolid' IS FOR LINK 'linkid' -- NO ACTION TAKEN
'spoolid' NOT FOUND -~ NO ACTION TAKEN

For VNET Operator Only

The CLOSE ccmmand causes cne or more active files on an inactive 1link to
ke deactivated.

and subsequent retransmission kegins at the start of each input file.

Active input files are reenqueued as inactive files,
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Active output files (which are normally incomplete) are discarded. The
format of the CLOSE command is:

Ll Bl
| . ;
Close | linkid | ALL |
| | INput |
| | oUTput |
| | spoolid .ee o.o. |
| L 4
Only one keyword may ke entered. 1If no keyword is entered, a default
of ALL is assumed.

where:

linkid is the one- to eight-byte link identifier for the link on
which the files to be closed are enqueued. The specified
link must ke inactive when the CLOSE command is issued.

ALL is a keyword which specifies that all active input and
output files are to ke deactivated. Active input files
are deactivated and reenqueued. Active output files are
deactivated and purged.

INPUT is a keyword which specifies that the all active input
files for the specified 1link are to be deactivated and
reenqueued,

OUTPUT is a keyword which specifies that all active output files
for the specified link are to be deactivated and purged.

sroolid ... specifies particular input file(s) to be deactivated and

reenqueuved.

Responses:

DMTAXMS500T nn FILE(S) CLOSED ON IINK *linkid®

DMTAXMS501E LINK *linkid* ACTIVE -- NO FILE(S) CLOSED
CMTAXMSO02E FILE *spoolid*' INACTIVE -- NO ACTION TAKEN
CMD

Wrken issued with a text operand, the included text is interpreted as a
remote syster ccmmand and is forwarded for execution at the specified
location., The format of the text must conform to the command syntax of
the particular system to which the command is addressed. The local VNET
pexforms no processing cn the remote system command which is entered.
The CMD command provides the means by which operators and users can
€xecute allowable query and control functions at remote systems. The
format of the CMD command is:

CHMD | locid text

(o ———— e
e et e e
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where:

locid is the one- to eight-byte location identifier of the
remote system which is to receive and execute the command
specified in the text line.

text is an arbitrary string of alphameric characters
comprising the text line to be presented to the remote
location as a system command. The maximum length of the
character string is 120 characters.

(Format requirements for this string are dependent on the
type of rercte system implied by locid.)

Responses:

CMTxxx302E LINK 'l1linkid' IS NOT CEFINED

CMTxxx303E LINK *1inkid' IS NOT ACTIVE

DMTCMX310E LOCATION 'locid®' IS NOT DEFINED
DMTxxx320E LINK '1inkid' NCT CONNECTEL

CP

For VNET Operator Only

The CP command transmits commands to the VM/370 Control Program without
leaving the VNET command environment. The format of the CP command is:

CP | {command line}

[ ——-
o ——d

where:

ccmmand line is any CP command permitted for the command privilege of
the VNET virtual machine. The omission of this field
will produce error message DMTCMX20L4E.

Responses:

None. (Response from CP may result.)

DEFINE

For VNET Operator Only

Tke DEFINE ccmmand causes a new link to ke temporarily added to the set
of valid links for the local VNET installation, or causes an existing
inactive link definition tc ke tempcrarily redefined. Permanent link
definitions and changes can only be made by modifying the VNET
directory. Files addressed to the remote station whose location ID is
identical to the link ID may ke processed after the link has been
defined. Up tc sixteen new links may be temporarily defined.
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The format of the DEFINE command is:

v a)l
DEFine linkid { Class c }
{ KEEP holdslot 1}
{ LINE vaddr }
{ TASK name }
{ TYPE driverid 1}
{ ZONE zoneid }

where:

linkid is the one- to eight-character link identifier for the
new link to ke defined, or for the existing 1link to ke
redefined.

CIASS ¢ specifies the classes of files which may be processed by

the active link. ¢ can be either *, meaning all file
classes may ke processed, or from one to four classes
(single characters with no intervening blanks). If no
classes are specified, the default is *,

KEEP holdslot specifies the numker of virtual storage file tag slots to
ke reserved for exclusive use by the 1link being defined.
"holdslot" is a decimal numker from zero to sixteen. 1If
the KFEP parameter is omitted, a default value of two is
assumed.

IINE vaddr designates the virtual device address (vaddr) of a
permanent telecommunications port to be used for
processing files for tre affected link. If this
parameter is omitted, the LINE definition defaults to
undefined.

TASK name designates a task name for use by the line driver
associated with the link. name is a one- to
four-character alphameric identifier. If this parameter
is omitted, the task definition defaults to undefined.

TYPE driverid designates the name of the line driver which is to be
associated with thke link. driverid is a one- to
eight-character name of the line driver to be used
(DMTSML, CMTNPT, DMTNJI, DMTVMB, or DMTVMC). The proper
line driver to use with the link depends on the type of
remote telecommunications system involved. 1If a new link
is being defined and this operand is not specified, the
type definiticn defaults to undefined.

ZONE zoneid specifies the numker of time zone koundaries between the
remote location and Greenwich to the east, the
International Cate Line being included as a time zone
boundary. If the ZONE parameter is omitted, a default of
0 (Greenwich Mean Time) is assumed.
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Responses:

DMTCMXS540I NEW LINK 'linkid®' DEFINED

CMTCMX541I LINK 'linkid* RECEFINELC

CMTCMX542E LINK 'linkid' ACTIVE -- NOT REDEFINED

DMTCMX543E LINK *'linkid' NOT CEFINED -- IINK LIMIT REACHED
CMTCMX6531I LINK *linkid' CEFAULT ‘task' 'type' 'vaddr' c Z=z R=r

DELETE

For VNET Operator Only

Tke CELETE command causes a previously defined link to become
temporarily undefined. Permanent deletion of a link can only be made bty
deleting the entry from the VNET directory. The link to be deleted must
ke inactive and must have no files enqueued or pending at the time the
DELETE command is issued. Files addressed to an undefined link are
rejected as invalidly addressed.

r

B
| DElete | linkid |
[} []
where:
linkid is the one- to eight-byte link identifier for the link

which is to ke undefined.

Responses:
DMTCMXS550T LINK 'linkid' NOW DELETED

DMTCMX551E LINK 'linkid' ACTIVE -- NOT DEIETED
CMTCMX552E LINK 'linkid' HAS A FILE QUEUE -- NOT CELETED
CISCONN

For VNET Operator Only

The DISCONN command causes the VNET operator console to be disconnected
from the VM/370 system while VNET continues to operate. The VNET
CISCONN command operates the same as the VM/370 DISCONN command, except
that another userid may be specified to receive all VNET operator
cocnsole output lines, If no userid is specified, the VNET console
output lines are discarded without being printed. 1In order for the VNET
operator to reconnect his console, he must log on to the system again.
The format of the DISCONN command is:

c

| DISConn | [ userid ]

e
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where:

userid is the one- to eight-character ID for the virtual machine
which is to receive suksequent VNET operator console
output lines.

Responses:

CMTCMX560I VNET DISCONNECTING
CMTCMX561F USERID tuserid' NOT RECEIVING

CRAIN

The DRAIN command causes the specified link to be deactivated after the
file currently being processed is completed. The lirk is deactivated
immediately if no file is keing processed when the DRAIN command is
issued. An inactive link is activated by a START command. If a START
command is issued for the link kefore final file processing is complete,
the link is not deactivated and norrmal processing is continued. The
format for the DRAIN command is:

r )
| DRain | ([1linkid] |
L ]
where:

linkid is the one- to eight-character link identifier for the

link which is to ke deactivated. 1If the command is
issued ty the VNET operator, this operand must be
specified; if issued from a remote station, it must be
omitted.

Responses:

DMTxxx570I LINK *'linkid*' NOW SET TO DEACTIVATE
DMTxxx571E LINK 'linkid' ALREALY SET TO DEACTIVATE

EXEC

For VNET Operator Only

The EXEC command executes a sequence of VNET commands which are
contained within a CMS file on the VNET system disk. The format of the
EXEC command is as follows:

EXec | filename

p—
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where:

filename is the filename of a file containing one or more VNET
commands to ke executed. The filetype of the file must
be 'VNET', and the file must contain fixed length 80
character records.

VNET exec files may contain any valid VNET command except another EXEC
command. Fach line of the exec file is intergreted as a single VNET
command line, and no conditionals or sukstitution variables are
provided.

At Initial Program Load, VNET will normally search its system disk for a
file named 'PROFILE VNET', and will automatically execute the file as an
exec file if it is found. This function may be suppressed by IPling
VNET using the 'NOPROF' parameter as follows:

Ipl vaddr PARM NOPROF

Responses:

DMTCMX67S5E EXEC 'filename' NCT FOUND ON LCISK 'vaddr' -- COMMAND FILE
NOT EXECUTED

DMTCMX676E FATAL ERROR REACING FROM 'vaddr' -- EXEC 'filename!
PROCESSING TERMINATED

DMTCMX677E EXEC 'filename' FILE FORMAT INVALID -- EXEC NOT EXECUTED

CMTCMX678E EXEC 'filename' IN EXECUTION -- NEW EXEC COMMAND IGNORED

CMTREX6791 EXECUTING 'filename' COMMAND: (command line)

FIUSH

The FLUSH command causes file processing to be halted for the file which
is currently being transmitted on a link. The file is either purged or
held, and link processing continues with the next file which is enqueued
for transmission on the link. The format for the FLUSH command is:

r A
| Flush | ({linkid] {spoolid] [ALL|HO1ld] |
| ( [ * 1 |
L 1
where:

linkid is the one- to eight-character link identifier for the

link on which the file to ke FLUSHed is being
transmitted. If the command is issued by the VNET
operator, this operand must be specified; if issued from
a remote station, it must ke omitted.

spoolid is the numeric spool file identifier for the file which
is to ke flushed. This field is rprovided to assure that
an operator does not inadvertently destroy the wrong file
through a timing error.

* the asterisk character (*) specifies that the current
file being transmitted is to ke flushed.
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Note: This option is only available to the remote
operator.

ALL is a keyword which signifies that all copies of the file
being transritted are to ke deleted. If this option is
not specified, only the current copy is deleted and the
next copy, if any, is processed.

HCLD is a keyword which specifies that the file being
transmitted is not to ke purged, tut rather is to be
saved and placed in system hold status. Processing of

the file may ke restarted after the file has been taken
out of hold status by means of the CHANGE command.

Responses:

DMTxxx580I FILE *'spoolid' PROCESSING TERMINATED
DMTxxx581F FILE *'spoolid' NOT ACTIVE

FORCE

For VNET Operator Only

Tke FORCE command causes the immediate deactivation cf the specified
link, and the termination of its line driver task. The format of the
FORCE command is as follows:

Ll Bl
[ FORCE | linkid |
L I ]
where:

linkid is the one- to eight-byte link identifier of the link to

ke deactivated.

The FORCE command should ke used only when the DRAIN command fails to
deactivate the link. Note that the CRAIN command allows files in active
transmission to complete kefore deactivation of the 1link.

Responses:
CMTREX002I IINK *'linkid* LCEACTIVATED

FREE

The FREE command causes file transmission for a particular link to ke
resumed. The hold status for each of the files enqueued on the link is
not affected. The FREE cormand has no effect on a link for which file
transmission had not been previously suspended through the use of the
HOLD command. The format fcr the FREE command is:

i FRee | [1linkid)

-
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where:

linkid is the one- to eight-byte link identifier for the link on
which file transmission is to be resumed. If the command
is issued Ly the VNET operator, this operand must be
specified; if issued from a remote station, it must te
omitted.

Responses:

DMTxxx590I LINK *'linkid' RESUMING FIIE TRANSFER
DMTxxx591E LINK 'linkid®' NOT IN HOLL STATUS

FWDSPACE

The FWDSPACE command causes the current file being transmitted to be
repositioned forward. The format of the FWDSPACE command is:

r )
| Fwdspace | [linkid] [ nnn ] |
L []
where:

linkid is the one- to eight-character 1link identifier for which

the current file keing transmitted is to be
repositioned. If the command is issued by the VNET
operator, this operand must be specified; if issued from
a remote station, it must be omitted.

nnn is the numker of data units to be forward spaced (if none
is specified, a default of 1 is assumed). For a print
file, data unit refers to printer pages, which are
counted in the same way as for the VM/370 BACKSPAC
command. For a punch file, data unit refers to file
records which include any write type command code. If nn
is greater than the number of data units remaining to ke
processed, the command functions as a FLUSH command.

NOTE: The nnn operand is not supported by the DMTVMB,
CMTVMC, or DMTNJI line drivers.
Responses:

DMTxxx600I FILE 'spoolid' FCRWARLC SPACED
DMTxxx511E NO FILE ACTIVE ON LINK 'linkid!

HOLD

The HOLD ccmmand causes file transmission for a particular link to be
temporarily suspended, without deactivating the link. File transmission
is suspended when the currently active file is completed, or,
optionally, file transmission may be suspended immediately, and resumed
from that point at a later time. The HOLD command does not affect the
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hold status of any file enqueued for transmission on the link. File
transmission for the link may ke resumed ky means of the FREE command.
The format of the HOLD command is:

L Bl
| HOld | [1linkid] ( IMMED] |
[N ]
whkere:

linkid is the one- to eight-byte link identifier of the link for

which file transmission is to be suspended. TIf the
command is issued by the VNET operator, this operand must
be specified; if issued from a remote station, it must be
omitted.

IMMED is a keyword which specifies that active file
transmission, if any, is to be suspended immediately.

NOTE: The IMMED operand is not supported by the DMTVMB,
DMTVMC, or DMTNJI line drivers.

Responses:

CMTxxx61CI LINK 'linkid' TO SUSPEND FILE TRANSMISSION

CMTxxx611I LINK *linkid' FILE TRANSMISSION SUSPENDED

DMTxxx612E LINK 'linkid"' ALREACY IN HOLD STATUS

DMTxxx531I VALID COMMAND RECCGNIZED ON LINK 'linkid' -- NO
ACTION TAKEN

HT

The HT ccmmand suppresses the printing of any messages which are stacked
for output to the VNET operator console. The command has no effect on
the execution of any other commands which may be in progress or

pending. If entered from a remote station console, HT will purge any
messages pending in that link's message stack. The format of the HT
ccnmand is as follows:

HT |

o e o

Responses:

None.
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MSG

The MSG command causes a line of arbitrary text to be forwarded to a
remote station and presented to a user or operator as a message. The
format of the MSG command is:

Msg | locid wuserid [ msgtext] |

where:

locid is the one- to eight-kyte location identifier of the
location which is to receive the specified text line. 1If
the message is for a local VM/370 user, this operand is
specified as the local VNET location ID.

userid is a one-~ to eight-byte identifier of a user at the
specified lccation, or the identifier 'VNET' for the
remote VNET operator console., If the message is to te
sent to a remote katch terminal the userid field will be
ignored, tut a dummy entry must be included to avoid
deletion of the first word of the message text.

msgtext is an arbitrary string of alphameric characters
comprising the message to be presented to the specified
location and user. The maximum lengthk of the character
string is 120 characters.

Responses:

CMTxxx302E LINK 'linkid' IS NOT CEFINED
CMTxxx303E LINK 'linkid' IS NOT ACTIVE
DMTCMX310E IOCATION 'locid!' IS NOT DEFINED
DMTxxx320F LINK 'linkid* NOT CONNECTEL
CMTRGX330E USERIC MISSING OR INVALID
DMTRGX331E 'userid' NCT LOGGELC ON
CMTRGX332E 'userid' NOT RECEIVING

ORDER

The ORDER command causes the file queue for a particular link to be
reordered as specified. The effect of the command is to redefine the
order in which particular files are to te processed on the link. The
specified files are placed at the start of the link queue in the
specified order, and the file rriority attribute is automatically set to
zero (top priority) for each specified file, The format of the ORDER
command is:

| ORDer | [linkid] ({spoolid1 [ spoolid2 ... ]}

- —
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where:

linkid

spoolid1

Responses:

DMTAXM523T
DMTAXM524E
CMTAXM52SE
CMTAXM526E

PURGE

LINK
FILE
FILE

is the one- to eight-byte link identifier for the link on
which the file queue is to ke reordered. If the command
is issued Ly the VNET operator, this operand must be
specified; if issued from a remote station, it must ke
omitted.

specifies the affected file(s), and defines the new order
in which they are to ke enqueued.

'linkid' QUEUE REORDERED
'spoolid' ACTIVE -- NO ACTION TAKEN
tspoolid' IS FOR LINK 'linkid' -- NO ACTION TAKEN

FILE 'spoolid' NOT FOUND -- NO ACTION TAKEN

Tke PURGE ccmmand causes specified inactive files for a particular link
to ke removed from the system kefore they are processed on the link.
Any file may be purged, regardless of its status, as long as it has not
keen selected for transmission. The format of the PURGE command is:

r Al

| PURge | <1inkid] { ALL } |

I | { spoolid1 spoolid2 ... } |

L []

where:

linkid is the one- to eight-byte link identifier for the link on
which the files to ke removed are enqueued. If the
command is issued by the VNFT operator, this operand must
be specified; if issued from a remote station, it must be
omitted.

AIL specifies that the entire queue of files for the 1link is
to ke removed from the system.

spoolid1 specifies the particular file(s) to ke removed from the

Responses:

DMTAXM524E
LCMTAXM525F
DMTAXM526E
DMTAXMEU 0T

QUERY

system.
FILE 'spoolid' ACTIVE -- NO ACTION TAKEN
FILE 'spoolid' IS FOR 'linkid' -- NO ACTION TAKEN
FILE 'spoolid' NOT FOUND -- NO ACTION TAKEN

lnnl

FILE(S) PURGED ON LINK 'linkid!

The QUERY command is used to display linkid, file, or system status

information.

If the command is issued by the VNET operator, the

response is directed to the VNET virtual machine console. If the
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ccmmand is issued by a remote operator, the response is printed on the
remote station printer. For the information returned by each option of
the QUERY ccmmand, refer to the appropriate message text in "Appendix B:
VNET Message Summary." The format of the QUERY command is:

Query

~

Do Nae Nane Naee Noe T ane Nane Xane Wonn Nace T e Mo Rane Ramn Xane)

locid

ACTIVE}
DEF  }
FILES }
QUEUE }
SuM  }

linkid

lone Kans Kase Xane Xass)

[
File spoolid |
i

SYstem

Queue
Routes

o e e e D et aadiacdnad R e e

{ ]
[ ]
[ Ports ]
[ ]
[ ]

Only one item: a linkid, a file, or the system, may be queried at any
one time, and only one keyword may ke specified.

where:

locid

linkid ACTIVE

DEF

FILES

QUEUE

SUM

requests information pertaining to the active
attrikutes and status of the link specified by the
one-~ to eight-character locid. (See the descrirption
of messages DMTCMX651I and DMTCMX6521I.)

requests information pertaining to the active file
descriptors for the link specified by the one- to
eight-character linkid. (See the description of
messages DMTCMX656I and CMTCMX665TI.)

requests information pertaining to the defined default
attributes of the link specified by the one- to
eight-character linkid. (See the description of
message CMTCMX653I.)

requests irformation pertaining to the file status of
the link specified ky the one- to eight-character
linkid. (See the description of message DMTCMX6541.)

requests a list of brief descriptions of each inactive
file enqueuved for transmission, in the current queue
order, on the link specified by the one- to eight-
character 1linkid. (See the descriptions of messages
DMTCMX654T and DMTCMX655I.)

requests information pertaining to the transaction and
error counters maintained by the line driver
concerning activity on the communications adapter.
(See description of message DMTxxx149I.)
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FILE spoolid STAT requests certain information pertaining to the

VNET

VM

SYSTEM LINKS

ACTIVE

PORTS

QUEUE

ROUTES

Responses:

QUERY

*locid':

DMTCMX636Y 'locid*
DMTCMX6371I 'locid!

CMTCMX651I LINK
CMTCMX652I LINK

QUERY

particular file which is specified by the numeric
spoolid. (See the descriptions of messages DMTCMX660I
and DMTCMX6611.)

requests a description of the VNET control related
attributes and status of the file specified by
spoolid. (See the description of message DMTCMX662I.)

requests a description of the VM/370 spool system
related attributes of the file specified by spoolid.
(See the description of message DMTCMX663I.)

requests krief descriptions of each link currently
defined in the system. (See the descriptions of
messages CMTCMX670I, DMTCMX671I, and DMTCMX6731.)

is a qualifier used with the SYSTEM keyword to request
that only information pertaining to active links is to
be listed.

is a qualifier used with the SYSTEM keyword to request
that a krief description of entries in the switchable
port takle ke given. (See the descriptions of
messages DMTCMX625I, DMTCMX626I, and DMTCMX627I.)

is a qualifier used with the SYSTEM keyword to request
that message DMTCMX654I be issued for each link with a
non-zero queued or pending file ccunt. (See
description of message DMTCMX654T and message
DMTCMX6741.)

is a qualifier used with the SYSTEM keyword to request
that a krief description of entries in the routing
table ke given. (See the descriptions of messages
DMTCMX634T and DMTCMX636I.)

ROUTEC THROUGH LINK 'linkid!
NCT RCUTELC

*1inkid' INACTIVE
'linkid*' (CONNECT|ACTIVE) 'task' 'type' 'vaddr' c

(HO|NOH) (DR|NOL) (NCT |TRS|TRL|TSL)

*1linkid* ACTIVE:

CMTCMX656I FILE 'spoolid' ('orgid') 'locid' 'userid' CL a PR pp
LEFT mmmmmmmm OF nnnnnnnn
DMTCMX665I NO FILF ACTIVE

QUERY

CMTCMX6531 LINK

106

*1inkid* DEF:

'1linkid' CEFAULT 'task' 'type' 'vaddr' c Z=z R=r
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QUFERY 'linkid' FILES:

CMTCMX654I LINK 'linkid' S=s R=r Q=q P=p

QUERY 'linkid"' QUEUE:

DMTCMX654I LINK 'linkid' S=s R=r Q=q P=p

DMTCMX655I FILE 'spoolid' ('orgid') 'locid' 'userid' CL a PR pp

REC nnnnnnnn (HO|NOH)

QUERY 'linkid' SUM:

CMTCMX1491 LINK 'linkid' LINE ACTIVITY; TOT=mmmmmmmm ;
ERRS=nnnnnnnn; TMOUTS=pprprppPpP

QUERY FIIE 'spoolid' STAT:

CMTCMX660I FILE 'spoolid' INACTIVE ON LINK 'linkid®

CMTCMX661I FILE 'spoolid' ACTIVE ON LINK 'linkid’
DMTCMX66U4E FILE 'spoolid' NOT FOUND

QUERY FIIE 'spoolid' VM:

CMTCMX663I FILE 'spoolid' PR pp CL a CO nn (HO|NOH) LI 'distcode?,

NA (*'fn ft'|'dsname?)
DMTCMX66U4E FILE 'spoolid' NOT FOUND

QUERY FILE 'spoolid' VNET:

CMTCMX662I FILE 'spoolid' ORG 'lccid1*' ‘userid1' ORGID 'orgid!

mm/dd/yy hh:mm:ss z.z.z. TO 'locid2' 'userid2!
CMTCMX66UE FILE 'spoolid' NOT FOUND

QUERY SYSTEM ACTIVE:

CMTCMX670I LINK 'linkid' (CONNECT|ACTIVE) -- LINE 'vaddr'
(DR|NOD) (NOT|TES|TRL|TSL)
CMTCMX672I NO LINK ACTIVE

QUERY SYSTEM LINKS:

CMTCMX670I LINK *linkid' (CONNECT|ACTIVE) -- LINE 'vaddr'
(DR|NOD) (NOT |TES|TRL|TSL)

CMTCMX671I LINK 'linkid' INACTIVE

DMTCMX673I NO LINK DEFINEL

QUERY SYSTEM PORTS:

DMTCMX625I NO PORTS AVAILAELE

DMTCMX626I PORT 'vaddr' AVAILABLE

CMTCMX627I PORT 'vaddr' IN USE BY LINK 'linkid’

QUERY SYSTEM ROUTES:

DMTCMX634I NO IOCATIONS ROUTEL
DMTCMX636I 'locid' ROUTEC TEROUGH LINK 'linkid!

(HO | NOH)

(HO| NOH)
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QUERY SYSTEM QUEUE:

CMTCMX654T LINK 'linkid' S=s R=r Q=q P=p
CMTCMX674I NO FILES QUEUED

REORDER

For VNET Operator Only

The REORLCER command causes all inactive files currently owned by the
VNET virtual machine to ke reaccepted and routed. REORDER is not
normally issued by the VNET cperator, but is issued internally by VNET
during processing of CLOSE, DEFINE, DELETE, ROUTE, or START commands,
and following any link deactivation. The format of the REORDER command
is:

r
| REORDer |

(Execution of this command will never adversely affect VNET operations.

However, in case of abnormal occurrences, files presented to VNET might

not ke immediately accepted and transmitted automatically. Execution of
the REORLCER command forces VNET to inspect its input files, and can have
the effect of initiating transmission of a 'hung' file,)

Responses:
DMTAXM109TI FILE QUEUE REORLCERED

ROUTE

For VNET Operator Only

The ROUTE command defines, mcdifies, or deletes an entry in the VNET
routing takle. The VNET routing table is used by VNET to automatically
determine which 1link is to receive files, ccmmands, and messages which
cannot be transmitted to their destination location on a direct link. A
direct link and an indirect route may be concurrently defined for the
same remote location, using a single locid. 1In this case, indirect
routing is automatically used only when the indirect 1link is active and
the direct 1link is not. Files are automatically reenqueued following
execution of a ROUTE command, so that transmission of rerouted files can
begin immediately. The fcrmat of the ROUTE command is as follows:

r 1
| ROUte | locid {T0 1inkid} |
[ {OFF } |
[} ]
where:

locid is the one- to eight-character identifier for the

location whose routine is to be modified.
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TO 1linkid specifies the link through which files, commands, and
messages addressed to the specified remote location
are to ke routed.

OFF cancels indirect routing for the specified locid.

Responses:

DMTCMX630I 'locid' NOW ROUTED THROUGH LINK 'linkid!'

DMTCMX631I INDIRECT ROUTING FOR 'locid' DEACTIVATED

DMTCMX632E 'locid' INVALIC ROUTE SPECIFIED

DMTCMX633E 'locid' NOT ROUTELC -- ROUTE LIMIT REACHED

DMTCMX638F LOCATION 'locid' HAS A FILE QUEUE --
INDIRECT ROUTING NOT CEACTIVATED

SHUTDOWN

For VNET Operator Only

The SHUTDOWN command effectively issues a DRAIN command to each link
which is currently active. This function provides a convenient means
for gracefully terminating VNET operations. The format of the SHUTCOWN
ccmmand is:

;
| SHUTDOWN |

Bl
|
L. —

Responses:

See responses to the DRAIN command.

START

The START command, issued ky the VNET operator, can cause a specified
inactive link to be activated. It can also be used by either the VNET
or remote operator to cause a particular active link to begin processing
files of a specified set of classes or to reset a pending deactivation
due to a DRAIN command. The format of the START command is:

STArt linkid CLass ¢
LINE vaddr
TASK name

TYPE driverid

[Parm ... ]

F——
o—— e e

Any comkination of keywords with associated options may be entered
in any order, except that Parm keyword must be the rightmost keyword,

if it is entered.
L [

Appendix A: VNET Commands 109



where:

linkid

CIASS c

LINE vaddr

TASK name

TYPE driverid

PARM

is the one- to eight-character link identifier for the
inactive link to ke activated, or for the active 1link on
which file processing is to be altered. 1If the command
is issued ky the VNET operator, this operand must be
specified; if issued from a remote station, it must be
omitted.

specifies classes of files which may be processed
subsequent to the command execution. ¢ can be either *,
meaning all file classes may be processed, or from one to
four classes (single characters with no intervening
blanks). If * is specified, no other classes may be
specified. If multiple classes are specified for a link,
files are processed in the order that the classes were
specified, and in priority order within each particular
class. If * is specified, files are processed in
priority sequence, only. If no classes are specified,
the definition of CLASS in the 1link's link table is

used.

designates the virtual device address (vaddr) of the line
port which is to ke used bty the newly activated link.

The value specified overrides a device address which may
have been previously defined for the link. If no line
port address is specified, the previously defined address
is used. If no address was previously defined and no
address is specified, an available switched port is
selected for use, and the operator is informed of that
selection. This keyword option is valid only when
activating an active 1link.

designates a task name for use by the line driver to be
initialized, which overrides the name which may have been
previously defined for the link. name is a one- to
four-character alphameric identifier. TIf this field is
not specified, the name previously defined for the link
is used. If no name was previously defined for the link,
an appropriate descriptive default task name is generated
and used. This keyword option is valid only when
activatinc an active 1link.

designates the name of the line driver which is to be
used for the link to ke activated. driverid is a one- to
eight-character name of the line driver to be used with
the newly activated link and must have been defined
during VNET generation. This keyword option is wvalid
only when activating an active link. See the section in
this documrent on line driver selection for determining
which line driver to use for a given application. This
specification overrides the driver name which may have
been previously defined for the link.

Note: If no line driver type was previously defined for
the 1link, this field must be specified.

is a keyword which causes the remainder of the command
line to the right of the PARM keyword to be made
available tc the newly activated line driver. No further
interpretation is performed on the command line after a
PARM keyword is encountered, so it must always be the
rightmost keyword to be specified. For a description of
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the PARM operands for each line driver, see the section
on the START command in the description of each line
driver.

Responses:

DMTCMX700I ACTIVATING LINK 'linkid®' 'task' 'type' 'vaddr' c

DMTCMX701E NO SWITCHED LINE AVAIIABIE -- LINK 'linkid' NOT ACTIVATED
DMTCMX702E LINE 'vaddr' IS IN USE BY IINK *'1linkid1' -- LINK 'linkid2*
NOT ACTIVATED
DMTCMX703E DEV ‘cuu' IS NOT A LINE PORT -- LINK 'linkid' NOT ACTIVATED
CMTCMX704E LINE 'vaddr' CC=3 NOT OPERATIONAL -- LINK 'linkid!
NOT ACTIVATED
DMTCMX705E DRIVER 'type' NOT FOUND ON DISK 'vaddr' -- LINK 'linkid*
NOT ACTIVATED
DMTCMX706E FATAL ERROR LOADING FROM 'vaddr' -- LINK 'linkid‘
NOT ACTIVATED
DMTCMX707E DRIVER 'type' FILE FORMAT INVALID -- IINK 'linkid"
NOT ACTIVATED
DMTCMX708E VIRTUAL STORAGE CAPACITY EXCEEDED -- LINK 'linkid!
NOT ACTIVATED
DMTCMX709E TASK NAME 'task' ALREADY IN USE -- LINK 'linkid*
NOT ACTIVATED :
DMTCMX?10E MAX ('nn') ACTIVE -- LINK 'linkid' NOT ACTIVATED
DMTxxx750E LINK 'linkid' ALREALCY ACTIVE -- NO ACTION TAKEN
DMTCMX751I LINK 'linkid' ALREADY ACTIVE -- NEW CLASS (ES) SET AS REQUESTED

DMTxxx7521 LINK *linkid' STILL ACTIVE -- DRAIN STATUS RESET
DMTSML901E INVALID SML MOCE SPECIFIED -- LINK 'linkid' NOT ACTIVATEL

DMTSML906E INVALID SML BUFFFR PARAMETER -- LINK 'linkid' NOT ACTIVATED
CMTNIT911E INVALID NJI BUFFER SIZE SPECIFIED -- LINK 'linkid!
NOT ACTIVATEL
DMTNIT912E INVALID NJI NODAL RESISTANCE SPECIFIED -- LINK 'linkid!
NOT ACTIVATED
DMTNIT913E INVALID PASSWORD PARAMETER SPECIFIED -- LINK 'linkid!

NOT ACTIVATED

TRACE

For VNET Operator Only

The TRACE command causes the specified active link to report certain
line activity information on the operator console, or to cease reporting
such information., (See the description of the message DMTxxx149I in
"YNET Message Summary".) The purpose of this function is to provide
operator assurance that the line service is functioning properly, and to
generate documentation to ke used in problem determination. The format
of the TRACE command is:

TRace

8]
NOSum

r

linkid | sum
| NOLog
L

f—
——n

4

If keywords are not entered, a default of SUM is assumed.

- ———— e e
SRR ————
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where:

linkid is the one- to eight-byte 1link identifier of the 1link for
which activity tracing is to be initiated or terminated.

SUM is a keyword which specifies that the link's line driver
is to report all line activity in a standard format.

NOSUM is a keyword which specifies that the link's 1line driver
is to cease reporting line activity. This is the initial
state on system start-up.

L0G is the keyword that starts the logging of I/0 activity on
the link.
NOLOG is the keyword that stops the logging of I/0 activity and

initiates the automatic printout of the log data. This
is the initial state on system start-up.

Responses:

DMTxxx149I LINK *linkid' LINE ACTIVITY; TOT=mmmmmmmm;
Errs=nnnnnnnn; TMOUTS=pppppppp

DMTxxx801I LINK 'linkid*' LOG ACTIVATED

DMTxxx802I LINK 'linkid* LOG DEACTIVATED

DMTxxx803I LINK *linkid' SUM REPORTING DEACTIVATED

DMTxxx810E LINK *'linkid' LOG ALREADY ACTIVE

DMTxxx811E LINK *'linkid' LOG NOT ACTIVE

DMTxxx812E LINK 'linkid' SUM REPORTING ALREADY ACTIVE

DMTxxx813E LINK 'linkid! SUM REPORTING NOT ACTIVE

TRANSFER

For VNET Operator Only

The TRANSFER command redirects inactive files specified by 'spoolid' to
a new destination. VNET removes the files from *'1linkid' and enqueues
them on the link associated with the path to the new 'locid‘.

1) 1
| TRANsfer | [1linkid] spoolid1 spoolid2 ... TO locid [userid] |
L []
where:

linkid is the one- to eight-byte link identifier of the 1link

from which files are to be transferred.

spoolid1 specifies the particular file(s) to be transferred from
the specified link.

locid is the one- to eight-by:e location identifier of the new
destination for the specified spoolids.

userid is a one- to eight-byte identifier specifying the new

destination userid for the specified spoolids. This
userid will default to 'system' if not specified.
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Responses:

DMTAXM524E FILE 'spoolid' ACTIVE -- NO ACTION TAKEN

DMTAXM525E FILE 'spoolid' IS FOR LINK 'linkid' -- NO ACTION TAKEN
DMTAXM526E FILFE 'spoolid! NOT FOUND -- NO ACTION TAKEN

DMTAXM645I 'nn' FILE(S) TRANSFERRED ON LINK 'linkigd*
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APPENDIX B: VNET MESSAGES

Appendix B contains a detailed description of the VNET messages and wait
state codes. A message summary is included that groups the messages
according to the type of operation in progress at the time of message
generation.

VNET messages are issued in response to commands and spontaneously
during system execution. Messages, in response to commands, are issued
to the command originator and, in certain cases, to the VNET local
operator. Spontaneous messages are issued to the VNET local operator
whenever error or informational conditions arise during system
operation. Certain spontaneous messages are issued to virtual machine
users when they apply to files originated or destined for the users.

MESSAGE FORMAT

The message codes listed conform to VM/370 standards. The first three
characters (DMT) denote the VNET component of VM/370. The next three
characters denote the module origin of each message; the possible codes
are REX, RGX, CMX, AXM, INI, IRX, NPT, SML, VMB, VMC, NCM, NHD, and
NIT. Some messages can ke issued by more than one module. The next
three characters contain the message numker. The last character is a
message severity code and consists of the following:

response messsage

informational message

error message

terminal error -- system shutdown .
severe error message

vnHAMEHD

The message code (DMTAXM101I for example) is included in the message
line if the "ON" option of the CP command "EMSG" is chosen. Time, in
the format of "hh:mm:ss", appears at the start of the message line.
This is the time the message was generated.

MESSAGE LCESCRIPTIONS

DMTAXM101I FILE 'spoolid' ('orgid') ENQUEUED ON LINK 'linkid!

Explanation: This message is issued when the file identified
by 'spoolid', origin spoolid 'orgid', has arrived at the VNET
virtual machine, and has keen successfully accepted and
enqueued on the link identified by 'linkid'. This message is
also issued when a previously pending file is accepted after
a tag slot has kecome available.

System Action: The newly accepted file is made available to
the 1link's line driver for future transmission. If the line

- driver is waiting for a file to transmit, it is notified that
the new file is available.

Operator Action: None.
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DMTAXM 1021

DMTAXM103E

DMTAXM104T

116 VNET

FILE 'spoolid' ('orgid') PENDING FOR LINK 'linkid®

Explanation: The file identified by 'spoolid', origin spoolid
'torgid', has arrived at the VNET virtual machine, but has not
been enqueued on the link 'linkid' to which it is addressed,
because no tag slot is availalble.

System Action: The 1link's pending count is incremented, and
the file will be automatically accepted when a tag slot
becomes availatle.

Operator Action: If VNET repeatedly exhausts its available
tag slots in normal operation, more extra tag slots should be
generated using the *'TAGS' directory control statement, or by
increasing the VNET virtual machine's virtual storage size.

FILE 'spoolid' ('orgid') REJECTED -- INVALID DESTINATION
ADDRESS

Explanation: The file identified by 'spoolid' origin spoolid
'forgid' has arrived at the VNET virtual machine bearing a
destination address which is invalid, or which specifies a
location ID that is not defined in the local VNET system as
either a link or an indirect route.

System Action: If the file originated from a local VM/370
user, it is transferred back to the originator along with
this message. If the file originated at a remote location,
it is purged and this message is sent to the originator.

User Action: If the file is transferred back from VNET, the
tag on the file to be transmitted may be corrected using the
VM/370 '*TAG FILE 'spoolid'' command to reflect a correct
destination, and the file may then be transferred back to the
VNET virtual machine using the VM/370 *'TRANSFER 'spoolid' TO
'vmid'' command. If the file is purged because it arrives at
a location which does not have the destination location ID
defined, the situation should be reported to local VNET
system support personnel.

FILE ('orgid') SPOOLELC TO ‘'userid1' -- ORG 'locid!
(‘userid2') mm/dd/yy hh:mm:ss

Explanation: A file has been received from a remote location,
acknowledged, written to the VM/370 spool system, closed, and
spooled to the local virtual machine to which the file was
addressed.

orgid - the originating VM/370 spool ID, or the origin job
numker, of the file.

userid1 - the ID of the local virtual machine to which the
file has been spooled.

locid - the location identifier of the file's originator.

userid2 - the name of the file originator's system or device

at the remote location.

the date of the file's origination at the remote
location.

the time of day of the file's origination at the
remote location.

mm/dd/yy

hh:mm:ss

System Action: The virtual output device used to process the
file is detached and normal processing continues.
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Operator Action: None.

FILE 'spoolid' PURGED

Explanation: The file identified by 'spoolid' has been purged
from the system as a result of normal processing.

System Action: The file's virtual storage tag is dequeued and
its slot is freed. If another file is pending, it is
accepted. BAll system tables are updated, and normal
processing continues.

Operator Action: None.

FILE 'spoolid' MISSING -- DEQUEUED FROM LINK 'linkid!

Explanation: The file identified by 'spoolid' could not be
located in the VNET virtual machine spool input file queue
during an attempt to open the file for the link identified by
'linkid'. This situation can arise when a user retrieves a
file from the the VNET spool queue using the VM/370 'TRANSFER
'spoolid' FROM 'vmid'' command.

System Action: The file's virtual storage tag is dequeued and
its slot is freed. 1If another file is pending, it is
accepted. The 1link table entry is updated, and normal
processing continues.

Operator Action: No action is necessary. This message does
not indicate an error condition.

'nn' PENDING FIIES FOR LINK 'linkid' MISSING

Explanation: A number ('nn') of pending files for the link
identified by '1linkid' have been found to be missing from the

'VNET virtual machine spool input queue during an attempt to

accept a pending file. This situation can arise when a user
retrieves a file from the VNET spool queue using the VM/370
'TRANSFER 'spoolid' FROM 'vmid'' command.

System Action: The link table entry is updated to reflect the
proper pending file status, and normal processing continues.

Operator Action: No action is necessary. This message does
not indicate an error condition.

FILE QUEUE REORLCERELC

Explanation: As the result of a VNET CLOSE, DFFINE, DELETE,
REORD, ROUTE, or START command, or as the result of a link
deactivation, the inactive file queue has been reordered to
reflect the updated status of the VNET system.

System Action: Each file enqueued by VNET is re-examined and,
if appropriate, rerouted in light of changed system status.

Operator Action: None.
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USER 'userid' NOT IN CP LCIRECTORY -- FILE ('orgid') SPOOLED
TO SYSTEM

Explanation: A file received by VNET was addressed to a local
user 'userid' which is not in the local VM/370 system
directory. The file had an origin spool ID of '‘orgid'.

System Action: The received file is spooled to a real unit
record device at the receiving location.

Ooperator Action: None.

'nn' FILE(S) CLOSED ON LINK 'linkid’

Explanation: A number of files denoted by 'nn' that were
active on the inactive 1link identified by 'linkid' have been
deactivated either in response to a VNET CLOSE command, or as
an automatic result of link deactivation.

System Action: Previously active input files are reenqueued |
for complete retransmission. Previously active output files
are normally incomplete, and are therefore purged.

Ooperator Action: None.

LINK 'linkid' ACTIVE -- NO FILE(S) CLOSED

Explanation: The VNET operator attempted to issue a CLOSE
command to an active link specified by 'linkid‘.

System Action: CIOSE command processing is suppressed and
file status remains unchanged.

Ooperator Action: The command may be reissued after the link
has been deactivated.

FILE 'spoolid' INACTIVE -- NO ACTION TAKEN

Fxplanation: The file identified by 'spoolid!' is already
inactive. The action requested by the preceding command
could not be performed.

System Action: The preceding command has no effect, and
norral processing continues.

Operator Action: Verify the spool file ID used in the
preceding comrand. If it was incorrect, the command may be
retried with a corrected spool file ID. If it was correct,
and the file is inactive, the preceding command was not valid
for inactive files.

FILE 'spoolid' CHANGED

Explanation: The file identified by 'spoolid' has been
altered as requested in the processing of the preceding
command. The new file status remains in effect until it is
changed again through operator command processing.

System Action: All appropriate action implied by the change
of status is performed. This might include reordering a link
queue if a file priority was changed, notifying a waiting
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line driver if a file class was changed, and so on. Normal
VNET processing continues.

Operator Action: None.

FILE 'spoolid' HELD FOR LINK 'linkid‘

Explanation: The file identified by 'spoolid' has been placed
in hold status as the result of processing of the preceding
command.

The file will ke kept in hold status and will not be
transmitted until it is removed from hold status by command
processing.

Operator Action: None.

FILE 'spoolid' RELEASED FOR LINK 'linkid’

Explanation: The file identified by 'spoolid' and enqueued on
the link identified by 'linkid' has been released from hold
status as a result of the processing of the preceding
command. The file is now eligible for transmission on the
link.

System Action: The released file will be selected for
transmission according to the normal rules of file priority.
The link's line driver is asynchronously notified of the
file's "availakility for transmission if the line driver had
been waiting for a file to transmit. Normal VNET processing
continues.

Operator Action: None.

ILINK '1inkid' QUEUE REORDERED

Explanation: The file tag queue in VNET virtual storage for
the link identified by 'linkid' has been reordered in
response to execution of a command. The new order of the
queue represents the order of file transmission for the
link,

System Action: The files reordered to the beginning of the
queue are automatically given a priority of zero (highest),
and normal processing continues.

Operator Action: None.

FILE 'spoolid*' ACTIVE -- NO ACTION TAKEN

Explanation: The file identified by 'spoolid' is actively
being read and transmitted on a link, and the action
requested in the preceding command cannot be performed on
active files.

System Action: The preceding command has no effect, and
norral processing continues.

Operator Action: If desired, the file may be deactivated by
means of a VNET 'FLUSH.'linkid*' f*spoolid* HOLD' command, and
the preceding command may then be retried.
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FILE 'spoolid' IS FOR LINK '1linkid* -- NO ACTION TAKEN

Explanation: The file identified by 'spoolid' is enqueued on
the 1link identified by 'linkid', which is different from the
linkid specified in the preceding command. \;,

System Action: The action requested in the preceding ccmmand
is not performed, and normal processing continues.

Operator Action: Verify that the specified spool file ID and

link ID are correct. If an error is found, retry the
preceding comrard.

FILE *'spoolid' NOT FOUND -- NO ACTION TAKEN

Explanation: The file identified by 'spoolid' which was

specified in the preceding command is not owned by VNET, or

is pending. 4

System Action: The preceding command has no effect, and
norral processing continues.

operator Action: Verify the spool file ID used in the “
preceding command. If it was incorrect, the command may be

retried with a corrected spool file ID. If it was correct,

and the file is pending at the VNET virtual machine, the file

may be manipulated through the use of VM/370 CP spooling

comrands.

‘nn' FILE(S) PURGED ON LINK 'linkid!’

Explanation: The number of files denoted by 'nn' which were
enqueued on the link specified by 'linkid' have been purged
fror the system in response to a PURGE command.

System Action: The files' virtual storage tags are dequeued
and the tag slots are released. Pending files for the link
are accepted if a sufficiently large number of free tag slots
results.

Operator Action: None.

'nn' FILE(S) TRANSFERRED ON LINK 'linkid!

Explanation: The number of files denoted by 'nn' which were
enqueued on the link specified by 'linkid!' have been
re-addressed to a new destination in response to a TRANSFER
command.

System Action: The destination address for the file or files

is permanently changed, and the files are reenqueued to their

new destination ky a file queue reorder which is -
autcmatically performed by TRANSFER command processing.

Ooperator Action: None.

FREE STORAGE = 'nn' PAGES

Explanation: This message is issued automatically when the
numker of pages of unallocated virtual storage available to )
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VNET increases or decreases by a certain increment. The new
number of available free pages is denoted by 'nn'.

System Action: Normal VNET processing continues.

Operator Action: This information is irtended to help the
operator understand the state of VNET system processing.
Knowledge of virtual storage utilization helps the operator
to decide whether to activate or deactivate links, and allows
the system programmer to decide an aprropriate virtual
storage size for the VNET virtual machine.

LINK 'linkid®! EXECUTING: (command line text)

Explanation: The VNET command described by (command line
text) has been forwarded rty a directly connected remote
station for execution by the local VNET system. The link
identifier of the originating remote station is specified Ly
*linkid®.

System Action: The command is executed, and the resulting
response is automatically returned to the originating remote
station.

Operator Action: None.

LOCATION 'locid*' EXECUTING: (command line text)

Explanation: The VNET command described by (command line
text) has been forwarded by the network operator at a remote
location for local execution. The location identifier for
the originating remote location is identified by 'locid:‘.

System Action: The command is executed, and the resulting
response is automatically returned to the originating remote
network operator.

Operator Action: None.

LOCATION 'locid' ('userid') EXECUTING: (command line text)

Explanation: The VNET command descriked by (command line
text) has been forwarded by a interactive user at a remote
location for execution by the local VNET system. The command
originator's location and user identifiers are specified by
'locid! ('userid'), respectively.

System Action: The command is executed if it is a valid
command for user execution, and the resulting response is
autcmatically returned to the originating remote interactive
user.

Operator Action: None.

VNET

EFxplanation: This message is issued in response to a null
line entered as a VNET command. A null line is a line that
contains no characters.
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System Action: If a command which is entered from a VNET
operator console contains no characters as the result of
console input line editing, this message is not issued and
another console read is automatically started. Normal VNET
processing continues.,

Operator Action: None.

INVALID COMMAND 'command!

Explanation: The character string identified by 'command! was
entered as a VNET command. The command either is prohibited
for use by the command originator, or is not a defined VNET
command.

System Action: The command is ignored, and normal processing
continues.

Operator Action: The command may ke retried if it was entered
in error.

INVALID LINK 'linkig!*

Explanation: The character string identified by 'linkid' was
entered as a VNET link ID in a console command input string,
and it does not conform to syntactical requirements for VNET
link IDs. (It is not one to eight alphanumreric characters.)

System Action: The command is ignored, and normal processing
continues.

Operator Action: The command may ke retried if it was entered
in error.

INVALID SPOOL ITC 'spoolid!

Fxplanation: The character string identified by 'spoolid' was
entered as a spool file ID in a console ccmmand input string,
and it does nct conform to syntactical requirements for
VM/370 spool file IDs (one to four decimal digits, 1-9900).

System Action: The command is ignored, and normal processing
continues.

Operator Action: The command may be retried if it was entered
in error.

INVALID KEYWORLC ‘keyword!

Explanation: The character string identified by 'keyword!' was
entered as a keyword in a console command input string, and
it is not a valid keyword for the command issued.

System Action: The command is ignored, and normal processing
continues.

Operator Action: VNET command documentation should be
consulted to determine command syntax and restrictions. The
command may ke retried if it was entered in error.
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CONFLICTING KEYWORD 'keyword!

Explanation: The keyword identified by 'keyword' was used in
the preceding ccmrand in an invalid way. The keyword may
have been entered more than once in the same command line, or
the keyword may be invalid because another mutually exclusive
keyword was entered in the same command.

System Action: The command is ignored, and normal processing
continues,

Operator Action: VNET command documentation should be
consulted to determine command syntax and restrictions. The
command may ke retried if it was entered in error.

INVALID OPTION '‘keyword' ‘option!

Fxplanation: The combination of a keyword and its option
identified by 'keyword' 'option' was entered in a console
command line, and it is not a valid combination for the
command 1issued.

System Action: The command is ignored, and normal processing
continues.

Operator Action: VNET command documentation should be
consulted to determine command syntax and restrictions. The
command may ke retried if it was entered in error.

CONFLICTING OPTION '‘keyword' 'option'

Explanation: The combination of a keyword and its option
identified by 'keyword' 'option' was used in the preceding
command in an invalid way. The presence of another keyword
or keyword-and-cption combination in the same command may
preclude specification of the identified keyword-and-option
comkination.

System Action: The command is ignored, and normal processing
continues.

Operator Action: VNET command documentation should be
consulted to determine command syntax and restrictions. The
command may ke retried if it was entered in error.

INVALID USER ILC ‘userid!

Fxplanation: The operand identified by ‘userid' was entered
in a VNET command as an interactive user ID, and is invalid
as such.

System Action: The command is ignored, and normal processing
continues.

Operator Action: Valid interactive user IDs contain one to
eight nonblank valid EBCDIC characters. The preceding
command may ke retried if it was entered in error.
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RESTRICTED COMMAND 'command'

Explanation: An attempt was made to execute the command
identified ky 'command' which is not authorized for execution
by the originating remote operator or user.

System Action: The command has no effect, and normal VNET
processing continues.

Operator Action: The command may ke retried if it was entered
in error. Questions concerning authorization for command
execution should be directed to those responsible for VNET
system support. The VNET operator may be directly contacted
for any special line, file, or routing requests.

INVAIID LOCATION *locid!

Explanation: A previously entered command specified as its
object a location IC identified by 'locid' which was not
valid. The invalid location ID may have contained more that
eight characters, or may have contained no characters at
all.

System Action: The command is ignored, and normal VNET
processing continues.

Operator Action: The command may be retried if it was entered
in error.

LOCATION 'locid' IS NOT DEFINED

Explanation:

A previously entered command specified as its object a
location ID identified by 'locid' which was valid, but which
was not defined as a direct link or an indirect route at the
time of command processing.

System Action: The command is ignored, and normal VNET
processing continues.

Operator Action: The command may ke retried if it was entered
in error. A CEFINE command may be executed to temporarily
define a new link, or a ROUTE command may be executed to
temporarily define a new indirectly routed location.
Corresponding LINK and ROUTE entries should be made to the
VNET DIRECT file for permanent directory definitions.

NEW LINK 'linkid' DEFINED

Explanation: The link identified by 'linkid' is now defined
as the result of VNET DEFINE command processing. Attributes
of the newly defined link are determined by the specified and
default DEFINE cormand options.

System Action: The VNET file queue is automatically
reordered. Files may be automatically enqueued on the newly
defined 1link. The new link definition will remain in effect
until the VNET system is restarted, or until it is removed ty
a VNET DELETE command.
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Operator Action: Users may begin addressing files, ccmmands,
and messages to the newly defined link. A LINK statement
defining the new link must be added to the VNET directory to
cause the link to ke defined after a VNET system restart,

LINK 'linkid' REDEFINED

Explanation: The previously defined link, identified by
*1inkid', has had its definition changed as the result of
command processing, according to the specified keyword
options.

System Action: The changes in the link definition become
effective immediately.

Operator Action: None.

LINK 'linkid* ACTIVE -- NOT REDEFINED

Explanation: The previously defined 1link, identified by
*1inkid', has not keen redefined because the link was active
at the time of command processing.

System Action: The command execution is terminated, the
command has no effect, and normal processing continues.

Operator Action: The command may be retried successfully
after the link has been deactivated.

LINK 'linkid' NOT DEFINED -- IINK LIMIT REACHED

Explanation: An attempt was made to define a new link, but
the maximum allowable number of defined links had already
been reached.

System Action: The command execution is terminated, the
command has no effect, and normal processing continues.

Operator Action: Check the command line to see if it was
accurately typed. If an existing link definition was to have
keen altered, retry the command with a corrected command
line. If a new link was to ke defined, another link must be
temporarily removed from the VNET system by means of the VNET
DELETE command kefore the command can be successfully
retried.

LINK 'linkid' NOW DELETED

Explanation: The previously defined 1link, identified by
'linkid', is now temporarily deleted as a result of VNET
DELETE command processing.

System Action: Spool files addressed to the deleted link's
location ID are no longer accepted, and are rejected as
invalidly addressed. Such files may be returned to local
originating users, or are purged if they are not of local
origin. The deleted link can no longer be activated.

operator Action: Files, commands, and messages can no longer
ke handled through the previously defined 1link.
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LINK '1linkid' ACTIVE -- NOT DFLETED

Explanation: An attempt was made to temporarily delete the
link identified by 'linkid' from the VNET system by the VNET
DELETE command. The attempt was unsuccessful because the
specified link was active at the time of command processing.

System Action: The link remains defined and active, the
command has no effect, and normal processing continues.

Operator Action: The command may ke successfully retried when
the link has been deactivated.

LINK 'linkid' HAS A FILE QUEUE -- NOT CELETED

Fxplanation: An attempt was made to temporarily delete the
link identified by *'linkid' ky a VNET DELETE command. The
attempt was unsuccessful because the specified link had at
least one file enqueued on it at the time of command
processing.

System Action: The link remains defined, the command has no
effect, and normal processing continues.

Operator Action: EBefore the link can ke deleted, all files
enqueued on it and pending for it must be purged, either by
console command execution cr through normal file
transmission.

VNET DISCONNECTING

Explanation: The VNET virtual machine console is disconnected
as a result of command execution. If an alternate virtual
machine was specified to receive VNET output messages, that
virtual machine will kegin receiving the console messages
through the VM/370 MSG function.

System Action: VNET continues processing normally without a
main operator console.

Operator Action: The VNET main virtual machine console may be

reconnected through the normal VM/370 LOGON procedure.

USERID 'userid' NOT RECEIVING

Explanation: An attempt has been made to disconnect the main
VNET virtual operator console with a secondary virtual
machine ID identified by 'userid' specified to receive VNET
console output ressages. The specified virtual machine
either was not receiving messages or was not logged on at the
time of command processing.

System Action: The command processing is terminated, the
command has no effect, and normal processing continues.

Operator Action: The command can be retried with a different
virtual machine ID specified, or with no virtual machine ID
specified. The same virtual machine ID can be specified
after it has been logged on and set to receive messages.
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NO PORTS AVAILAELE

Fxplanation: This message is issued in response to a QUERY
SYSTEM PORTS ccmmand. At the time of command execution, no
switchable ports had keen defined to the VNET system.
Switchable ports are defined to the VNET system by the PORT
entry in the VNET directory (VNET DIRECT)

System Action: None.

Operator Action: None.

PORT 'vaddr' AVAILAFELE

Explanation: This message is issued in response to a QUERY
SYSTEM PORTS ccmmand. Either this message or message
'DMTCMX627' is issued once for each switchable port defined
by a PORT entry in the VNET directory (VNET DIRECT). The
switchable port identified by its virtual device address
'vaddr' was not in use by an active link at the time of
command processing.

System Action: None.

Operator Action: None.

PORT 'vaddr' IN USE BY LINK 'linkid*

Explanation: This message is issued in response to a QUERY
SYSTEM PORTS command. Either this message or message
'DMTCMX626' is issued once for each switchable port defined
by a PORT entry in the VNET directory (VNET DIRECT). The
switchable port identified by its virtual device address
'vaddr' was in use tky the active link identified by 'linkid’
at the time of command execution.

System Action: None.

Operxator Action: None.

'locid' NOW RCUTEC THROUGH LINK '1linkid!

Explanation: In response to a VNET ROUTE command, file,
comrand, and message transmission to the location identified
ky 'locid' may ke indirectly routed through the 1link
identified by 'linkid’'.

System Action: The VNET routing table has been updated to
reflect the new indirect route. A direct 1link and an
indirect route may be concurrently defined for the same
remote location, using a single locid. 1In this case, files,
comrands, and messages may be transmitted directly or
indirectly, depending upon dynamic system status.

Operatoxr Action: None.

INDIRECT ROUTING FOR 'locid'! DEACTIVATED
EFxplanation: In response to a ROUTE command, files, commands,

and messages addressed to the location identified by 'locid!
will no longer ke indirectly routed.
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System Action: The VNET routing table has been updated to
reflect the routing change. Files addressed to the
identified locaticn are rerouted for direct transmission (if
a link is defined), or are returned to local originating
users, or are purged.

Operator Action: None.

'locid' INVALILC ROUTE SPECIFIED

Explanation: An invalid indirect route for the location
identified by 'locid' was specified on a preceding ROUTE
command.

System Action: The command is ignored and normal processing
continues.

Operator Action: The ROUTE command may be retried with a
valid route specification.

'locid' NOT ROUTELC -- ROUTE IIMIT REACHED

Explanation: An attempt was made to define a new route by
means of the ROUTE command, but the maximum allowable number
of indirect route definitions had already been reached.

System Action: The command processing is suppressed, the
command has no effect, and normal processing continvues.

Operator Action: An existing route definition must ke deleted
before the command can ke successfully retried.

NO IOCATICNS ROUTED

Explanation: This message is in response to a QUERY SYSTEM
ROUTES command. No indirect routing was defined to the VNET
system.

System Action: None.

Operator Action: None.

'locid* ROUTELC THROUGH LINK 'linkid’

Explanation: This message is in response to a QUERY 'locid!
command. Files, commands, and messages addressed to the
location identified ky 'locid' may be autcmatically enqueued
for indirect transmission on the link identified by
'lipkid’'.

System Action: None.

Operator Actiop: None.

*locid* NOT ROUTEL
Explanation: Tlkis message is in response to a QUERY 'locid!'

OFF command. The specified 'locid!' was not defined for
indirect routing at the time of command processing.
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System Action: No action is taken, and norxmal processing
continues.

Operator Action: The command may be retried if it had been
entered in errcr.

LOCATION 'locid' HAS A FILE QUEUE -- INLCIRECT ROUTING NOT
DEACTIVATED

Explanation: This message is in response to a gquery 'locid‘
OFF command. The specified location identified by 'locid!
has files queued for it on the link it is routed through.

System Action: No action is taken, and normal processing
continues.

Operator Action: The command may ke retried if it has been
entered in error. If correct, use the transfer, purge or
define commands to remove the queued files from the link the
locid' is routed through, and retry the command.

LINK 'linkid' INACTIVE

Fxplanation: This wessage is issued in response to a QUERY
*locid' command. The location specified in the command was
defined for direct connection, and its link identified by
"1inkid!' was not active at the time of command processing.

System Action: None.

Operator Action: None.

LINK 'linkid' (CONNECT|ACTIVE) 'task' 'type' 'vaddr' c
(HO|NOH) (DR|NOL) (NOT|TRS|TRIL|TSL)

Explanation: This message is issued in response to a QUERY
'locid' command. The location specified in the command was
defined for direct connection, and its link identified by
*1inkid' was active at the time of command processing. The
CONNECT keyword indicates that the line driver successfully
received a satisfactory response from the remote station on
the last attempted exchange. The ACTIVE keywcrd implies that
the line driver's last attempted exchange failed due to line
or remote syster failure, or that local telecommunications
equipment has not keen dialed or is nct properly set.

task - is the task name of the line driver task.

type - is the name of the line driver is use for the active
link.

vaddr - is the virtual device address of the line port in
use by the active link.

c - is the class or classes of files that may be
processed ky the active 1link.

HO - indicates that the active 1link is in hold status.

NOH - indicates that the active 1link is not in hold
status.

DR -~ indicates that the active link is in the process of
draining, and will terminate when line activity is
quiesced.

NOD - indicates that the active 1link is not in the process

of draining.
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NOT - indicates that no trace option is active for the

link.

TRS - indicates that the trace sum option is active for
the 1link, and that the trace log option is
inactive.

TRL - indicates that the trace log option is active for
the 1link, and that the trace sum option is
inactive.

TSL - indicates that koth the trace sum and trace log

options are active for the 1link.

System Action: None.

Operator Action: None.

LINK 'linkid' DEFAULT 'task' 'type' 'vaddr' c Z=z R=r

Explanation: This message is in response to a QUERY 'linkid‘
DEF command, and is automatically issued when a new link is
defined or when an existing link definition is modified by
means of the DEFINE command. The link identified by 'linkid‘
was defined at the time of command processing, and the
default attrikutes listed in the message pertain to that
definition. The message does not indicate whether the link
was active or inactive at the time of command processing, and
the default attributes listed may be different from those
actually in use with the link if it was active.

task - the default task name to be associated with the
defined link's line driver task when the link is
activated.

type - the name of the default line driver defined for
the 1link.

vaddr - the default virtual device address of a line port
to ke used by the link when it is activated.

c - the default class or classes of files which may be
processed ky the link when it is active.

z - the number designating the terrestrial time zone

numker in which the remote location is defined to
reside. This is the number of time zone
koundaries between the remote location and
Greenwich to the east, the International Date Line
keing included as a time zone boundary.

r - the numker of virtual storage file tag slots
reserved for exclusive use by this link.

System Action: None.

Operator Action: None.

LINK *'linkid' S=s R=r Q=q P=p

Explanation: This message is issued in response to a QUERY
'linkid!' QUEUE command, and is issued in response to a QUERY
SYSTEM QUEUE once for each link on which at least one file is
either enqueued or active. The status of the file queue for
the link identified by '1linkid!' is descrilted.

] - the number of files being actively transmitted
(sent) on the 1link.

r - the number of files being actively received on the
link.
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q - the numker of files accepted and enqueued for
transmission on the link.
p - the numker of files pending but not yet accepted

for the active 1link.

System Action: In response to a QUERY 'linkid' QUEUE command,
an additional message (DMTCMX655I) is issued for each file
accepted and enqueved on the link, descriking the status of
each such file.

Operator Action: None.

FILE 'spoolid' ('orgid') 'locid' 'userid' CL a PR pp REC
nnnnnnnn  (HO| NOH)

Explanation: A message of this form is issued for each file
accepted and enqueued for transmission on the link specified
by 'linkid' in the preceding QUERY 'linkid' QUEUE command.

spoolid - the VM/370 spool file ID for the file.
orgid - the originating VM/370 spool file ID, or the
origin job number, of the file.

locid - the destination location ID to which the file is
addressed.

userid - the destination user ID (if any) to which the file
is addressed.

a - the spool file class.

PP - the file's current transmission priority.

nnnnnnnn - the total number of records in the file.

HO - indicates that the file is in hold status.

NOH - indicates that the file is not in hold status.

System Action: This message is issued once for each inactive
file which is enqueued and waiting to be transmitted on the
specified 1link.

Operator Action: The QUERY 'linkid' ACTIVE command may be
issued to determine the status of files being actively
transmitted on the link.

FIIFE 'spoolid' ('oxgid') 'locid' 'userid' CL a PR pp LEFT
mmmrmmmm OF nnnnnnnn

Explanation: This message is issued in response to a QUERY
'1inkid* ACTIVE ccmmand. The response describes the state of
the file which was keing actively transmitted on the link
specified by 'linkid' at the time the QUERY command was
executed. The substitution fields have the following
meaning:

spoolid - the VM/370 spool file ID for the active file.

orgid - the originating VM/370 spool file ID, or the
origin job number, of the file,

locid - the destination location ID to which the file is
addressed.

userid - the destination user ID (if any) to which the file
is addressed.

a - the spool file class.

PP - the file's current transmission priority.

mmmmmmmm - the nurber of records in the file which remain to
ke transmitted.
the total numker of records in the file.

nnnnnnnn
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System Action: None.

Operator Action: The QUERY 'linkid' ACTIVE command may be
issued to determine the status of inactive files enqueued for
transmission on the link.

FILE 'spoolid' INACTIVE ON LINK *linkid*

Explanation: This message is issued in response to a QUERY
FILF 'spoolid* STAT command. At the time of command
processing, the file identified by 'spoolid' was inactive,
and was enqueued for transmission on the link identified by
*linkid*.

System Action: None.

Operator Action: None.

FILE 'spoolid' ACTIVE ON IINK 'linkid’

Explanation: This message is issued in response to a QUERY
FILE *'spoolid' STAT command. At the time of command
processing, the file identified by 'spoolid' was active, and
was teing transritted on the link identified by 'linkid‘.

System Action: None.

Operator Action: None.

FILE 'spoolid' ORG 'locid1' ‘userid1' ORGID ‘orgid* mm/dd/yy
hh:mm:ss z.z.z. TO 'locid2' ‘'userid2*

Explanation: This message is in response to the VNET command
QUERY FILE 'spoolid' VNET. The VNET control related
attributes of the file identified by 'spoolid' are
described.

locid1l - the location ID of the location at which the file
originated.

userid1 - the user IL of the originator of the file,

orgid - the originating VM/370 spool ID, or the origin job

nurker, of the file.

mm/dd/yy the file creation date.

hh:mm:ss the file creation time of day.

ZeZeZo - the time zone with reference to which the time of
day is expressed.

locid?2 - the destination location ID to which the file is
addressed.
userid2 - the destination user ID (if any) to which the file

is addressed.

System Action: None.

Operator Action: None.

FILE *'spoolid' PR pp CL a CO nn (HO|NOH) DI *distcodet', NA
(*fn ft'|'dsnare?')

Explanation: This message is issued in response to the VM/370
CP command, QUERY FILE 'spoolid' VM. The VM/370 spool system
related attrikutes of the file identified by 'spoolid' are
described.
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PP - the file's priority.

a - the file's spool file class.

nn - the file's copy count.

HO - indicates that the file is in hold status.

NOH - indicates that the file is not in hold status.

distcode - the file's distribution code.
fn ft - the file's filename filetype.
dsname - the file's data set name.

System Action: None.

Operator Action: None.

FILE 'spoolid*' NOT FOUND

Explanation: This message is issued in response to a QUERY
FILE 'spoolid' command. The file identified by 'spoolid!
could not be found by VNET, meaning either that the file is
not owned by the VNET virtual machine, or that the file is
pending and has not yet keen accepted by VNET.

System Action: None.

Operator Action: Verify that the spool file ID was correctly
typed. If it was not, retry the command with the correct
spool file ID., If it was correctly typed, retry the command
after some time has elapsed to allow the file to move from
pending to enqueued status.,

NO FILE ACTIVE

Explanation: This message is issued in response to a QUERY
*1inkid' ACTIVE command. At the time of QUERY command
processing, no file was being actively transmitted on the
specified 1link.

System Action: None.

Ooperator Action: None.

LINK 'linkid' (CONNECT|ACTIVE) -- 'type' LINE 'vaddr'
(HO|NOH) (DR|NOD) (NOT|TRS|TRL|TSL)

Explanation: This message is issued in response to a QUERY
SYSTEM command, or to a QUERY SYSTEM ACTIVE command. One
such message is produced for each active link in the VNET
facility at the time of command processing. The active link
descriked ky the message is identified by 'linkid*'. The
CONNECT keyword indicates that the line driver successfully
received a satisfactory response from the remote station on
the last attempted exchange. The ACTIVE keyword implies that
the line driver's last attempted exchange failed due to line
or remote system failure, or that local telecommunications
equipment has not keen dialed or is not properly set.

type - the name of the line driver in use by the active
link.

vaddr - the virtual device address of the line port in use
by the active 1link.

HO - indicates that the active 1link is in hold status.
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NOH - indicates that the active link is not in hold
status.

DR - indicates that the active link is in the process
of draining, and will terminate when line activity
is quiesced.

NOD - indicates that the active link is not in the
process of draining.

NOT - indicates that no trace option is active for the
link.

TRS - indicates that the trace sum option is active for
the link, and that the trace log option is
inactive.

TRL - indicates that the trace log option is active for
the 1link, and that the trace sum option is
inactive.

TSL - indicates that both the trace sum and trace log

options are active for the link.

System Action: This message is issued for each active link in
the system.

Ooperator Action: None.

LINK 'linkid' INACTIVE -- DEFAULT 'type' LINE 'vaddr'

Explanation: This message is issued in response to a QUERY
SYSTEM command. One such message is produced for each
inactive link in the VNET facility at the time of ccmmand
processing. The inactive link is identified by 'linkid‘,
it's default line driver type is identified by 'type', and
it's default line port virtual address is identified by
*vaddr*.

System Action: This message is issued for each inactive 1link
in the system.

Operator Action: None.

NO LIINK ACTIVE

Fxplanation: This ressage is issued in response to a QUERY
SYSTEM ACTIVE command. The VNET system had no active link at
the time of corrand processing.

System Action: None.

Operator Action: None.

NO IINK DEFINELC

Explausation: This message is issued in response to a QUERY
SYSTEM command. The VNET system had no link defined at the
time of command processing.

System Action: None.

Operator Action: None.
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NO FILES QUEUEL

Fxplanation: This message is in response to a QUERY SYSTEM
QUEUE command. No files were active, and no files were
queuved or pending in the VNET input file queue at the time of
the command processing.

System Action: None.

Ooperator Action: None.

EXEC 'filename' NOT FOUND ON DISK 'vaddr' -- COMMAND FILE NOT
EXECUTED

Explanation: An attempt was made to execute the VNET operator
command exec file identified ky 'filename'. The exec file
was not found on the VNET system disk identified by 'vaddr'.

System Action: EXEC ccmmand processing is suppressed, the

EXEC command has no effect, and normal processing continues.

Operator Action: Verify that the filename was correctly
entered on the EXEC command line, and that the specified exec
file has a filetype of 'VNET'. If an error is found, the
EXEC command may ke retried. If no error is found and the
condition persists, the problem may be referred to those
responsible fcr VNET system generation and maintenance.

FATAL ERROR REALCING FROM 'vaddr' -- EXEC 'filename’
PROCESSING TERMINATED

Explanation: In the process of executing the VNET exec file
identified by *‘filename', an uncorrectakle I/0 error was
encountered in reading the file from the VNET system disk
identified ky *vaddr'.

System Action: EXEC command processing is terminated at the
point of error.

Operatdr Action: The command may ke retried if appropriate.
If the error condition persists, the problem may be referred
to those responesikle for VNET system generation and
maintenance.

EXEC *'filename' FILE FORMAT INVALID -- EXEC NOT EXECUTED

Explanation: An attempt was made to execute the VNET operator
command exec file identified by 'filename'. In the process
of reading the file from the VNET system disk, an invalid
file format was encountered.

System Action: EXEC command processing is terminated at the
point of error.

Operator Action: Verify that the EXEC command filename was

correctly specified. If appropriate, the command may be
retried. If the error condition persists, the problem may te
referred to those responsikle for VNET system generation and
maintenance.
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EXEC 'filename' IN EXECUTION -- NEW EXEC COMMAND IGNORED

Explanation: While executing commands from the VNET exec file
identified by 'filename', another EXEC command was
encountered.

System Action: The suksequent EXEC command processing is
suppressed, and the original EXEC command processing
continues.

Operator Action: Those responsible for VNET system generation
and maintenance should be notified.

ACTIVATING LINK *'linkid' 'task' 'type' 'vaddr' c

Explanation: The link identified by 'linkid' was inactive and
has become active as a result of command processing. The
message descrikes the variable attributes in effect for this
active link.

task - the task name associated with the activated link's
line driver.

type - the name of the line driver in use by the activated
link.

vaddr - the virtual device address of the line port in use
by tfke activated 1link.

c - the class or classes of files that can be processed

by the activated 1link,

System Action: The activated link remains active, and the
listed attributes remain in effect, until the 1link is
deactivated or the attrikutes are explicitly modified. The
link is activated whether or not a line connection is
complete to the remote location. Active exchange of files,
commands, and ressages will begin automatically as soon as
the remote station has been appropriately initialized and the
data line has keen estaklished.

Operator Action: None.

NO SWITCHED LINE AVAIIABLE -- LINK 'linkid' NOT ACTIVATEL

Explanation: An attempt was made to activate the 1link
identified by 'linkid' with no specified line port virtual
device address. The 1link had no defined default line port
address, and nc common switched line ports were available at
the time of command processing.

System Action: The command processing is terminated, the 1link
remains inactive, and normal processing continues.

Ooperator Action: The command can ke retried with a specified
line port address, or it can ke retried when a common
switched line pcrt kecomes available.

LINE 'vaddr' IS IN USE BY IINK 'linkid1*' -- LINK *linkid2*
NOT ACTIVATED

Explanation: An attempt was made to activate the 1link
identified by 'linkid2'. The line port virtual device
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address specified in the request to activate the 1link,
identified by 'vaddr', was found to ke in use by another
active link, identified by 'linkid1', at the time of command
processing.

System Action: The command processing is terminated, the
command has no effect, and normal processing continues.

Operator Action: The command can ke retried with a specified
line port address that is not in use by another active 1link,
or it can ke retried with ro line port address specified, in
which case an attempt will be made to reserve and utilize a

valid line port.

DEV 'cuu' IS NOT A LINE PORT -- LINK 'linkid' NOT ACTIVATEL

Explanation: An attempt was made to activate the link
identified by 'linkid' with a line port address identified Ly
‘cuu'., A virtual device at address 'cuu' exists, but it is
not a usable line port type device.

System Action: The command processing is terminated, the 1link

remains inactive, and normal processing continues.

Operator Action: The command can ke retried with a specified
line port address that is valid and available, or it can be
retried with no line port address at all, in which case an
attempt will ke made to select and reserve a common
switchable line port.

LINE 'vaddr' CC=3 NOT OPERATIONAL -- LINK 'linkid' NOT
ACTIVATED

Explanation: An attempt was made to activate the 1link
identified by 'linkid' with a line port address identified by
*vaddr'. Either ro device was defined for the VNET virtual
machine at virtual address 'vaddr', or the device at that
address was logically disconnected from the I/0 system.

System Action: The command processing is terminated, the 1link
remains inactive, and normal processing continues.

Operator Action: The command can ke retried with a specified
line port address that is wvalid and operational, or it can be
retried with no line port address at all, in which case an
attempt will ke made to select and reserve a common
switchable line port.

CRIVER 'type' NCT FCUND ON DISK 'vaddr*' -- LINK 'linkid®' NOT
ACTIVATED

Explanation: An attempt was made to activate the 1link
identified by 'linkid' using a line driver name of 'type'.
The specified line driver was not found on the VNET system
disk.

System Action: The command processing is terminated, the 1link
remains inactive, and normal processing continues.

Operator Action: Verify that the driver name used was
correctly typed. If it was not, retry the command with a
corrected line driver type specification. If the command was
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correctly typed, rotify a person responsikle for system
support. Verify that the intended line driver resides on the

VNET system disk with a filename of 'type' and a filetype of

'TEXT'. )
FATRAL FRROR LOADING FROM 'vaddr' -- LINK 'linkid' NOT

ACTIVATED

Explanation: An attempt was made to activate the link
identified by '1linkid'. 1In the process of loading the link's
line driver from the disk identified by *'vaddr', an
uncorrectable I/0 error was encountered.

System Action: Ioading is abandoned, the error is logged, the
command processing is terminated, and the link remains
inactive.

Operator Action: Retry the command. If the error condition
persists, notify a person responsible for operations or
system support.

CRIVER 'type' FIILE FORMAT INVALID -- IINK 'linkid' NOT
ACTIVATED

Explanation: An attempt was made to activate the link

identified by 'linkid', with a line driver type specification

of 'type'. 1In the process of reading the driver file and

loading the driver into wvirtual storage, the loader detected

an invalid data format in the driver file. | )

System Action: ILoading is abandoned, the command processing
is terminated, and normal processing continues.

Operator Action: Verify that a correct line driver type
specification has teen used. If an improper driver type was
used, retry the command with a correct driver type
specification. If the proper driver tyre was used, notify a
person responsikle for system support.

VIRTUAL STORAGE CAPACITY EXCEEDED -- LINK 'linkid' NOT
ACTIVATED

Fxplanation: 2n attempt was made to activate the 1link
identified by '1linkid'. During the activation process, a
virtual free storage requirement could not ke met because
there was insufficient virtual storage available for
allocation by the VNET system.

System Action: The command processing is terminated, the link
remains inactive, and normal processing continues.

Ooperator Action: A START command may ke retried later, when

more virtual storage may ke available. Deactivating another

link will increase available virtual storage. If this

situation occurs regularly, it might be corrected by

increasing the size of the VNET virtual machine's virtual ’
storage prior to VNET IPL.
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TASK NAME *'task' ALREADY IN USE -- LINK 'linkid' NOT
ACTIVATED

Explanation: An attempt to activate the 1link 'linkid', in
response to a START command, failed because the task name
'task' specified for use was in use by another task in the
system.

System Action: The START command is suppressed, and normal
processing continues.

Ooperator Action: Retry the START command specifying a
different task name by use of the 'TASK' keyword, or retry
the START comrand after the line driver with the conflicting
task name Fras keen deactivated.

MAX ('nn') ACTIVE -- LINK 'linkid®' NOT ACTIVATED

Explanation: An attempt to activate the 1link 'linkid*, in
reponse to a START command, failed because the maximum
allowable numker *'nn' of concurrent active links had already
teen reached.

System Action: The START command is ignored, and normal
processing continues.

Operator Action: Retry the START command after one or more
links been deactivated.

LINK 'linkid* ALREADY ACTIVE -- NO ACTION TAKEN

Explanation: 2 START command was issued specifying the 1link
identified by 'linkid'. The 1link was already active at the
time of command processing, and no modifiable attributes were
chanced from their previous settings.

System Action: The START command is ignored, and normal
processing continues,

Ooperator Action: None.

IINK 'linkid' AIREADY ACTIVE -- NEW CLASS(ES) SET AS
REQUESTED

Explanation: A START command was issued specifying the link
identified by 'linkid'. The link was already active at the
time of command processing, and the new class specification
for the 1ink has keen accepted.

System Action: The link automatically begins processing files
bearing the newly specified class(es) if any are enqueued on
the link.

Ooperator Action: None.

LINK 'linkid* STILL ACTIVE -- DRAIN STATUS RESET

Explanation: A START command was issued specifying the link

identified by 'linkid'. The link was active at the time of

command processing, but it was in the process of terminating
as the result of a previous DRAIN command.
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System Action: The link remains active with the same
attributes that had previously been in effect, except that
the link's drain status is reset. Normal VNET processing
continues.

Ooperator Action: None.

NUCLEUS WRITE COMPILETE

Explanation: The VNET nucleus has keen successfully written
to the VNET system disk.

System Action: A masked off wait state PSW is loaded with a
wait state code of X'12°'.

Operator Action: The newly loaded VNET system should ke
tested by IPLing the VNET system disk onto which the nucleus
was written,

SYSTEM DISK ATCCRESS = cuu

Explanation: ‘'cuu' designates the virtual device address of
the disk onto which the VNET nucleus is to ke written. This
disk becomes the VNET system disk.

System Action: If an invalid device address is entered,
message 'DMTINIU81E INVALIC DEVICE ADDRESS - REENTER!' is
issued. Message CMTINIUO8R is then reissued, and a valid
VNET system disk virtual device address may be entered.

If the IPL device designated is not currently defined, is not
in read/write status, or is an unsupported device type,
message 'DMTINIUS84E IPL DEVICE ERROR - REENTER' is issued.
Message DMTINI411R is then reissued.

Operator Action: CP console function mode may be entered by
signalling attertior, and the status of the designated device
may be determined by entering the CP command:

QUERY VIRTUARI cuu
Corrective action may be taken to define the device for-the
VNET virtual machine, or to access it in read/write status.
VNET may be reentered by issuing the CP ccmmand:

EEGIN

The VNET system device address may then be entered in
response to this ressage.

once the IPL device address is accepted, the message
DMTINI412R is issued.

REWRITE THE NUCIEUS ? {YES[NO}

Explanation: The VNET loader is prompting the oprerator for a
decision as to whether or not the VNET nucleus is to be

rewritten to the system disk.

System Action: If a response other than 'yes' or 'no!' is
given, message 'DMTINI483E INVALID REPLY - ANSWER "YES" OR
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"NO"' is issued. Message 'DMTINIU12R' is reissued and a
valid response may ke entered.

If 'no' is entered, the remaining questions pertaining to the
writing of the VNET nucleus are skipped, and initialization
is immediately kegun by the VNET system which has been loaded
into virtual storage.

If 'yes' is entered, message 'DMTINI413R' is issued.

Operator Action: Enter 'yes' or 'no', as described above.

NUCLEUS CYL ADLCRESS = nnn

Explanation: 'nnn' designates the cylinder address on the
designated VNET system disk to which the VNET nucleus is to
ke written. 'nnn' is entered in decimal, and normally is the
number of the first cylinder keyond the area of the disk in
use for CMS files. This number will normally be the same as
the number of cylinders previously specified in the CHMS
command:

FORMAT 'cuu' 'mode' 'nnn' (RECOMP

System Action: If a valid decimal cylinder number is not
entered, message 'DMTINIA482E INVALID CYLINDER NUMBER -
REENTER' is issued, followed Ly reissue of message
"DMTINI413R".

If the cylinder specified is not greater than the number of
cylinders already in use on the device for CMS files (as
specified in a preceding CMS FORMAT command), then the
message 'DMTINIUB8SE CYLINDER IN USE FOR CMS FILES' is
issued. Message 'DMTINI413R' is then immediately reissued.

When the nucleus cylinder address is correctly entered,
message 'DMTINI4T10R' is issued.

Ooperator Action: The cylinder number may ke reentered
correctly if it had been previously entered in error. TIf the
cylinder number had not been erroneously entered, the
cylinder number is not valid and a valid number must be
determined. The CMS command:

QUERY DISK 'rode!

may be used to determine the number of cylinders formatted
for use by the CMS file system. The CP command:

QUERY VIRTUAL t'vaddr!

may be used to determine the total number of cylinders on the
virtual disk. If the number of cylinders in use for CMS is
less than the total number of cylinders available on the
disk, the number of cylinders in use for CMS files should be
used as the VNET nucleus cylinder address when the VNET load
is retried. If the number of cylinders in use for CHMS files
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is equal to the total number of cylinders available on the
disk, the CMS command:

FORMAT 'vaddr' 'mode' 'nnn' (RECOMP J
should ke used to reduce the number of cylinders in use by
CMS, as descriked in the VNET installation procedures
documentation.

INVALID DEVICE ACDRESS - REENTER

Fxplanation: The device address entered was not correct. It
either included at least one character which is not a wvalid

hexadecimal digit (0-9, A-F) or it was not within the range

of valid device addresses (X'001°*-X'6FF').

System Action: Message 'DMTINI411R' is reissued. 4

Operator Action: See the description of message
'DMTINI411R".

INVALID CYLINCER NUMBER - REENTER

Explanation: Fither zero or an invalid decimal number was
entered.

System Action: Message 'DMTINI413R' is reissued.

Operator Action: See the description of message
*DMTINIU4TI3R?.

INVALID REPLY - ANSWER "YES" OR "NO"

Explanation: The only valid responses to the query are t'yes'
or 'no'. Neither was entered.

System Action: Message 'DMTINI412R' is reissued.

Operator Action: See the description of message
'DMTINI4T12R?,

IPI DEVICE ERROR - REENTER

Explanation: The virtual device address entered as the

address of the VNET system disk was not defined (attached) }
for the VNET virtual machine, or the disk was not in

write/read status, or the device at the entered address is

not supported.

System Action: Message 'DMTINI411R' is reissued.

»

operator Action: See the description of message
'*DMTINI44MT1R'.

CYLINCER IN USE FOR CMS FIILES

Explanation: The specified nucleus cylinder number was not
greater than the number of cylinders indicated in the cCMS
Master File Directory for the VNET system disk.
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System Action: Message 'DMTINI413R' is reissued.

Operator Action: See the description of message
'"DMTINI413R'.

IPL CEVICE WRITE I/O ERROR

Explanation: An uncorrectakle I/O error was encountered while
attempting to write the VNET nucleus.

System Action: VNET load processing is halted, and a masked
off wait state PSW of code X'12' is loaded.

Operator Action: See the description of message
'DMTINI413R'. Verify that the nucleus cylinder number
entered in response to message 'DMTINI413R' is not larger
than the total number of cylinders on the specified VNET
system disk, and verify that the VNET system disk is in
write/read mode. 1If no error can be determined, those
responsible fcr VNET system support should ke contacted.

IPL CEVICE REAC I/0 ERROR

Explanation: An uncorrectakle I/0 error was encountered while
attempting to read the VNET nucleus from the VNET system
disk.

System Action: A masked off wait state PSW of code X'11' is
loaded.

Operator Action: The IPL may ke retried. If the problem
persists, persornel responsible for VNET system support
should be notified.

VNET VER v, LEV 1, mm/dd/yy READY

Fxplanation: This message signals the completion of VNET
initialization, including the activation of the AXS and 1AX
tasks. VER v and LEV 1 specify the version and level of VNET
that is in use. mm/dd/yy specifies the date on which the VNET
in use was generated.

System Action: The system kegins normal processing by
accepting files and commands.

Operator Action: Normally, one or more links are activated at
this time.

VNET DIRECT mm/dd/yy hh:mm, nn MAX ACTIVE LINKS, tt TAGS

Explanation: This mressage is generated at system
initialization immediately following the initial VNET message
'CMTIRX000I'. The directory file ('VNET LCIRECT') used to
initialize the VNET system was last modified at the date and
tire specified ky mm/dd/yy hh:mm.

nn is the maximur number of links that mray ke active at one
time. This number is calculated based on the virtual
storage size of the VNET virtual machine.
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tt indicates the total numker of availakle tag slots. This
number also depends on available virtual storage size.

System Action: Initialization proceeds with the execution of
the PROFILE VNET command file, if any, and normal VNET
processing kegins.

Operator Action: This message is intended to allow the
operator to verify the version of the VNET directory used to
initialize the system.

MAX TAGS REQUEST OF 1 PER VIRTUAL STORAGE K ASSUMED

Explanation: The VNET directory contained a valid TAGS entry
requesting a nurker of extra tag slots in excess of the
maximum allowed for the virtual storage size in use. The
referenced TAGS statement is typed immediately preceding this
statement. The raximum permitted number of extra tag slots
is one extra tag slot for each 1024 bytes of virtual storage
size.

System Action: The maximum permitted number of extra tag
slots are generated, and normal ipitialization proceeds.

Operator Action: It should be verified that the correct VNET
directory is in use, and that the VNET virtual machine has
the intended virtual storage size. If both are the case, the
TAGS entry in the VNET directory should be modified to
request a numker of extra tag slots no greater than the
allowed maximum for the virtual storage size in use.

INVALID DIRECTORY ENTRY

Fxplanation: During initialization, the VNET directory was
found to contain a record which was neither a comment nor a
valid directory entry. The referenced record is typed
immediately preceding this message.

System Action: The record is ignored and normal
initialization processing continues.

Operator Action: This message indicates an error in the
preparation of the VNET directory. The directory should be
updated to correct the desired entry, or to eliminate the
invalid record.

CIRECTORY ENTRY OUT OF ORDER

Explanation: Curing initialization, a VNET directory entry
was recognized in a position which either precedes a
rrerequisite entry or follows a valid entry which it is
required to precede. The referenced entry is typed
immediately preceding this message.

System Action: The entry is ignored, and normal
initialization processing continues.

Operator Action: The VNET directory should ke updated to

correct the erroneous order of entries.
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ILOCAL PREVIOUSLY SPECIFIED

Explanation: During initialization, a VNET directory entry
describing the local location ('LOCAL') was recognized
following the acceptance of a previous valid IOCAL entry.
The referenced entry is typed immediately preceding this
entry.

System Action: The preceding IOCAL entry rerains in effect,
the .subsequent IOCAL entry is ignored, and normal
initialization fprocessing continues.

Operator Action: The VNET directory should ke updated to
include only one IOCAIL entry.

PARM PREVIOUSLY SPECIFIEC FOR LINK

Explanation: Curing intialization, the VNET directory was
found to contain an entry specifying a default START parm
(*PARM') on a link for which a previous valid PARM entry had
been encountered. The referenced entry is typed immediately
preceding this ressage.

System Action: The suksequent PARM entry is ignored, the
first PARM entry encountered for the link remains in effect,
and normal initialization processing continues,

Operator Action: The VNET directory should ke updated to
remove multiple PARM entries which specify the same link.

TAGS PREVIOUSLY SPECIFIED

Explanation: Curing initialization, tke VNET directory was
found to contain more than one request for extra tag slots
(*TAGS') . This ressage is produced each time a TAGS entry is
encountered after a valid previous TAGS record was

processed. The subsequent TAGS entry is typed immediately
preceding the message.

System Action: The first valid TAGS entry encountered in the
VNET directory remains in effect. The subsequent TAGS entry
is ignored, and norral initialization processing continues.

Operator Action: The VNET directory should be updated to
contain a single valid TAGS entry.

DUPLICATE LOCATION ID

Explanation: Curing initialization, thke VNET directory was
found to contain a routing entry ('ROUTE') which specified a
destination location ID which had been specified in a valid
previous ROUTE entry. The subsequent ROUTE entry is typed
immediately preceding this message.

System Action: The original ROUTE entry remains in effect,
the subsequent ROUTE entry is ignored, and normal
initialization processing continues.

Operator Action: The VNET directory should te updated to
contain no more than one ROUTE entry for a single, unique
destination location ID.
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DUPLICATE LINK IC

Explanation: During initialization, the VNET directory was
found to contain a link definition entry ('LINK') specifying
a link ID which had been specified in a valid previous LINK
entry. The suksequent LINK entry is typed immediately
preceding this message.

System Action: The preceding LINK entry remains in effect,
the subsequent IINK entry is ignored, and normal
initialization processing continues.

Operator Action: The VNET directory should ke updated to
include no more than one LINK entry which specifies a single,
unique link ITC.

DUPLICATE PORT ALCDRESS

Explanation: During initialization, the VNET directory was
found to contain more than one switchable port entry ('PORT!')
which specified the same port address. The subsequent PORT
entry is typed immediately preceding this message.

System Action: The preceding PORT entry remains in effect,
the subsequent PORT entry is ignored, and normal
initialization frocessing continues,

Operator Action: The VNET directory should ke updated to
contain no more than one PORT entry for a single, unique port
address.

UNDEFINED LINK IC

Explanation: Curing initialization, the VNET directory was
found to contain a default parameter entry ('PARM') or a
routing entry ('ROUTE') specifying a link ID for which no
link had been defined. The referenced entry is typed
immediately preceding this message.

System Action: The PARM or ROUTE entry is ignored, and normal
initialization processing continues.

operator Action: The VNET directory should be updated such
that all link IDs specified in PARM and ROUTE entries have
been defined ky previous LINK entries.

ILOCATION ID MISSING OR INVALID

Explanation: Curing initialization, the VNET directory was
found to contain a local definition entry ('LOCAL') or
routing entry ('ROUTE') specifying a local or destination
location ID which was too long or contained invalid
characters, or the location ID was not specified at all. The
referenced ICCAL or ROUTE entry is typed immediately
preceding this nessage.

System Action: The IOCAL or ROUTE entry is ignored, and
norral initialization processing continues.

Operator Action: The VNET directory should be updated to
contain the valid location IDs desired by the installation.
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LINK ID MISSING OR INVALID

Explanation: Curing initialization, the VNET directory was
found to contain a link definition entry ('LINK'), a default
parm entry ('PARM'), or a routing entry ('ROUTE') specifying
a link ID which was too long, contained invalid characters,
or was identical to the previously defined local location ID,
or which did not specify a link ID at all. The referenced
LINK, PARM, or ROUTE entry is typed immediately preceding
this message.

System Action: The entry in error is ignored, and normal
initialization processing continues.

Operator Action: The VNET directory should be updated to
contain the valid 1link IDs desired by the installation.

INVALID DRIVER SPECIFICATION

Explanation: During initialization, the VNET directory was
found to contain a link definition entry ('LINK') specifying
a driver type (CMS filename) which was too long, or which
contained invalid characters. The referenced LINK entry is
typed immediately preceding this message.

System Action: The entry in error is ignored, and normal
initialization prccessing continues.

Operator Action: The VNET directory should ke updated to
contain the valid line driver type desired by the
installation.

PORT ADDRESS MISSING OR INVALIL

Explanation: Curing initialization, the VNET directory was
found to contain a link definition entry ('LINK') or
switchable port entry ('PORT') specifying a port address
which contained invalid characters or which was out of the
valid port address range (X'000'-X'6FF'); or the port address
was not specified at all on a PORT entry. The referenced
LINK or PORT entry is typed immediately preceding this
message.

System Action: The LINK or PORT entry in error is ignored,
and normal initialization processing continues.

Operator Action: The VNET directory should ke updated to
contain the valid port address desired by the installation.

INVAIID ZONE SPECIFICATION

Explanation: Durirng initialization, the VNET directory was
found to contain a local location definition entry ('LOCAL')
or a link definition entry ('LINK') specifying a time zone
numker which contained invalid characters, or which was not
within the range of valid time zone numbers. The time zone
numker is defined as the numker of time zone toundaries
ketween the location and Greenwich to the east, the
International Cate Line bkeing included as a time zone
kFoundary; and tke valid range of time zcne numbers is 0 to 24
decimal. The referenced IOCAL or LINK entry is typed
immediately preceding this message.
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System Action: The LOCAL or LINK entry in error is ignored,
and normal initialization processing continues.

Operator Action: The VNET directory should ke updated to

contain the valid time zone number desired by the
installation.

INVALID TASK SPECIFICATION

Explanation: Curing initialization, tlke VNET directory was
found to contain a link definition entry ('LINK') specifying
a default task name which contained more than four
characters, or invalid characters. The referenced LINK entry
is typed immediately rreceding this message.

System Action: The LINK entry in error is ignored, and normral
initialization processing continues.

Operator Action: The VNET directory should be updated to
contain the valid task name desired by the installation.

INVALID CLASS SPECIFICATION

Explanation: Curing initialization, the VNET directory was
found to contain a link definition entry ('LINK') specifying
a default class which contained more than four characters, or
invalid characters. The referenced LINK entry is typed
immediately preceding this message.

System Action: The IINK entry in error is ignored, and normal
initialization processing continues.

Operator Action: The VNET directory should be updated to
contain the valid class specification desired by the
installation.

INVALIID KEEP SPECIFICATION

Explanation: Curing initialization, the VNET directory was
found to contain a link definition entry ('LINK') specifying
a keep number which contained invalid characters, or which
was not within the range of valid keep numbers (0 to 16
decimal). The keep number specifies the rinimur number of
tag slots which are to be kept available for exclusive
enqueueing of files on the link being defined. The
referenced LINK entry is typed immediately preceding this
message.

System Action: The LINK entry in error is ignored, and normal
initialization processing continues.

Operator Action: The VNET directory should be updated to
contain the valid number of tag slots desired by the
installation to ke reserved for the link to ke defined.

TAGS COUNT MISSING OR INVALID

Explanation: During initialization, the VNET directory was
found to contain a tag slot request entry ('TAGS') which
specified an extra tag slot count containing invalid
characters, or which was not within the valid range for extra
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tag slot requests (1 to 16384 decimal). The referenced TAGS
entry is typed immediately preceding this message.

System Action: The TAGS entry in error is ignored, and normal
initialization processing continues.

Operator Action: The VNET directory should ke updated to
specify the valid keep number of extra tag slots desired by
the installation.

UNSUPPORTED SYSTEM RESIDENCE DEVICE TYPE

Explanation: The VM/370 device type code for the I/O device
from which VNET was IPLed was not recognized as a DASD device
type supported ky VNET as a system residence device.

System Action: VNET initialization is terminated, and a
masked off wait state PSW is loaded.

Operator Action: The VNET system must be reloaded to a DASD
device which is supported by the VNET system in use as a
system residence device,

FATAL ERROR REACING VNET DIRECT

Explanation: An unrecoverakle I/0 errcr occurred during
initialization on the VNET system residence device. The most
likely cause of this error is the absence of the VNET
directory file ('VNET DIRECT') from the system residence
device, Other rossible causes include VM/370 sysgen or
directory errors invloving the VNET system residence device,
CMS or editor system errors in writing the VNET DIRECT file,
incompatible CMS file system update levels, or machine
malfunctions on the associated real 1I/0 device.

System Action: VNET system initialization is terminated, and
a masked off wait state PSW is loaded.

Operator Action: The VNET IPL should ke retried. If the
error condition persists, the possible causes listed in the
explanation akove should be investigated, and any detected
specification errors should ke corrected. 1If the error
condition continues to persist, or if it arises
intermittently, the VNET system should be dumped using the CP
command:

CUMP O~

The resulting dump should be submitted to those responsitle
for VNET system support.

FATAL ERROR IOCALCING CMTAXS

Explanation: An unrecoverakle I/0 error occurred during the
initial loading of the VNET DMTAXS module. The most likely
causes of this error are the absence of the 'DMTAXS TEXT'
file from the VNET system residence device, or the incorrect
naming of the file as 'DMTAXS TXTxxxx'. Other possible
causes include CMS or assembler system errors in writing the
DMTAXS TEXT file, incompatible CMS file system update levels,
or machine malfunctions on the associated real I/0 device.
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System Action: VNET system initialization is terminated, and
a masked off wait state PSW is loaded.

operator Action: The VNET IPL should ke retried. If the
error condition persists, the possikle causes listed in the
explanation akove should be investigated, and any detected
specification errors should te corrected. If the error
condition continues to persist, or if it arises
intermittently, the VNET system should be dumped using the CP
command :

CUMP O~

The resulting dump should be subtmitted to those responsitkle
for VNET system support.

FATAL ERRCR IOALCINC CMTLAX

Explanation: An unrecoverakle I/0 error occurred during the
initial loading of the VNET DMTLAX module. The most likely
causes of this error are the absence of the 'DMTLAX TEXT'
file from the VNET system residence device, or the incorrect
naming of the file as 'DMTIAX TXTxxxx'. Other possible
causes include CMS or assembler system errors in writing the
DMTLAX TEXT file, incompatible CMS file system update levels,
or rachine malfunctions on the associated real I/0 device.

System Action: VNET system initialization is terminated, and
a masked off wait state PSW is loaded.

Operator Action: The VNET IPI should ke retried. TIf the
error condition persists, the possible causes listed in the
explanation above should ke investigated, and any detected
specification errors should be corrected. If the error
condition continues to persist, or if it arises
intermittently, the VNET system should be dumped using the CP
command:

DUMP 0-

The resulting dump should ke sukmitted to those responsible
for VNET system support.

IOCAL LOCATION CEFINITION MISSING

Explanation: Curing initialization, no valid local location
definition entry ('IOCAL') was encountered in the VNET
directory. The local location definition must be included as
the first non-comment entry in the VNET directory. No
directory entry is accepted until a valid LOCAL entry has
been processed.

System Action: VNET initialization processing is terminated,
and a masked off wait state PSW is loaded.

Operator Action: The VNET directory must ke updated to
contain a valid IOCAL entry as the first non-comment
directory entry.
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INCOMPATIELE NJI RUFFER SIZES -- LINK 'linkid*' IS BEING
DEACTIVATED

Explanation: The connection control information received from
the remote station specifies a different ruffer size than
that specified at the local location.

System Action: The affected line driver executes its
disconnect procedure, and the link is automatically
deactivated.

Operator Action: Iocal VNET system support personnel should
be notified of the problem.

INVALID NJI SIGNON CONNECTION RECORD RECEIVED =-- LINK
'1linkid* IS BEING DEACTIVATED

Explanation: An invalid signon record has been received from
the remote station.

System Action: The affected line driver executes its
discecnnect procedure, and the link is automatically
deactivated.

Operator Action: The local VNET system support personnel
should be notified of the proklem.

INVALID NJI PARAMETER 'parm' ON TAG -- PARAMETER IGNORED -

Explanation: In the scanning of file tag specified by the
local originating user, an invalid parameter identified Ly
‘parm' was encountered.

System Action: The invalid parameter is ignored, its
applicable default apglies, and file processing continues.

Operator Action: None.

NJI LINK '1linkid': (JOB|OUTPUT) (‘'orgid'), JOEBNAME 'job',
PGMR ‘'user!

Explanation: This message is automatically issued each time
the NJI line driver for the active link identified by
'linkid' encounters a jok header record in the data stream
bkeing received fror the rermote system. The job header
defines the beginning of a job or job output in the data
stream being received. The substitution parameters in the
message specify the following:

JOB - denotes the beginning of reception of a job file.

OUTPUT - denotes the beginning of reception of a jok output
file.

orgid - identifies the jok file's origin spool ID or job
numrker.

job - identifies the jok name of the job or output file
keing received.

user - identifies the originating user's programmer name

or user ID.

System Action: The jok or output file is written to the
VM/370 spool system as it is received, and it is forwarded to
the next link orn its path, delivered to a local user, or
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processed on a lccal real spool output device, depending on
its destination address.

Operator Action: None.

DMTNIT911E INVALID NJI EUFFER SIZE SPECIFIFED -- IINK 'linkid' NOT
ACTIVATED

Explanation: Curing initial processing immediately following
link activation, the line driver encountered an invalid
kuffer size request.

System Action: The specified 1link is automatically
deactivated.

Operator Action: The START command may be retried specifying
a valid buffer size. If the problem persists, local VNET
system suprort personnel should be notified.

DMTNIT912E INVALID NJI NOLCAL RESISTANCE SPECIFIED -- LINK 'linkid' NOT
ACTIVATED

Explanation: Curing initial processing immediately following
link activation, the line driver encountered an invalid nodal
resistance specification.

System Action: The specified link is automatically
deactivated.

Operator Action: The START command may be retried specifying
a valid nodal resistance. If the problem persists, local
VNET system support personnel should be notified.

DMTNPT907E SIGNON TYPE PARAMETER MISSING

Fxplanation: The sign-on record previously entered did not
include a TYPE parameter specifying the type of remote
terminal in use.

System Action: The link remains active but not signed on, and
file, command, and message exchange for the link remains
suspended pending successful sign-on.

Operator Action: Any errors present on the sign-on card
should be corrected, the TYPE parameter should be included on
the sign-on card, and the sign-on procedure should be
retried.

DMTNPT936E NO REMOTE PUNCH AVAILARLE ON IINK 'linkid!' -- FILE 'spoolid'
PURGED

Explanation: An attempt was made to transmit a punch file to
a remote terminal which was not equipped to produce punched
output.

System Action: The specified file is purged.

Operator Action: None.
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LINK 'linkid' CEACTIVATED

Explanation: The link identified by 'linkid' has been
deactivated as a result of the execution of a previous DRAIN
or FORCE command, or as the result of a line driver terminal
error.

System Action: The link's line driver task is deleted from
the system, all storage allocated to the task is made free,
and the link takle entry is updated. The link remains
inactive until it is reactivated by a START command.

Operator Action: If the link deactivation was spcntaneous,
that is, not as the result of a DRAIN command, the link
should ke restarted by a START command. If spontaneous
deactivations rectr, the local VNET system support personnel
should be notified.

PROGRAM CHECK -- LINK 'linkid' DEACTIVATED

Fxplanation: A program check interrupt occurred while the
line driver for the link identified by 'linkid' was
executing. There are no normal cases in which this situation
arises, and it prokably reflects either a software or system
generation error in either VNET or CP.

System Action: A dump of VNET virtual storage is
automatically taken and queued for real spool print output.
The affected 1link is automatically deactivated. Normal VNET
operation for other links is not affected.

Operator Action: Hard copy VNET console output leading up to
the program check should ke retrieved, if possible, and
attached to the VNET virtual dump when it has printed. The
dump and the console output should be turned over to those
responsible for VNET system support.

PROGRAM CHECK IN SUPERVISOR -- VNET SHUTDOWN

Explanation: A program check interrupt has occurred during
the execution of MSUP, the VNET supervisor, or during
execution of cne of the VNET system control tasks, REX, AXS,
or IAX. There are no normal cases in which this situation
arises, and it prokably reflects either a software or system
generation error in either VNET or CP.

System Action: 2 dump of VNET virtual storage is
automatically taken and queued for real spool print output.
Messages queued for operator output are written to the
operator console, and VNET terminates by loading a masked off
wait state PSW with wait state code X'001°'.

Operator Action: When this situation arises immediately
following VNET IPL, hard copy VNET console output leading up
to the program check should ke retrieved, if possible, and
attached to the VNET virtual dump when it has printed. The
dump and the console output should be turned over to those
responsible for VNET system support. The VNET system should
ke re-IPLed, and dialable links should ke restarted and
reconnected.
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INITIALIZATION FAILURE -- VNET SHUTDOWN

Explanation: An unrecoverakle error occurred during the
initial loading of the supervisor components, MSUP, REX, AXS,
and LAX.

System Action: 2 virtual storage dump is automatically taken,
and a masked off wait state PSW is loaded, terminating system
operation.

Operator Action: Hard copy VNET operator console output
should be retrieved if possible, attached to the VNET storage
dump after it has teen printed, and turned over to those
responsible for VNET system support. The VNET system IPL may
ke retried.

EXECUTING 'filename' COMMAND: (command line)

Fxplanation: The VNET command included in the message as
(command line) has keen read from the VNET exec file
identified by 'filenare', and will be executed.

System Action: The specified command is executed, and EXEC
command processing continues.

Operator Action: None.

USERID MISSING OR INVALID

Explanation: In a preceding VNET MSG command, the userid was
not supplied or was invalid at its destination location.

System Action: The message is discarded undelivered.

User Action: The MSG command may ke retried if the user ID
was entered in error.

'userid' NOT LOGGED ON

Fxplanation: The user identified by ‘userid' which was
specified in a VNET MSG command could not receive the message
kFecause the user was not logged on.

System Action: The message is discarded undelivered.

User Action: The MSG command may ke retried at a later time.

'userid' NOT RECEIVING

Explanation: The user identified by 'userid' which was
specified in a VNET MSG command cannot receive console
messages because the user's console is disconnected, or
because the user has set messages or warnings off using the
CP SET command.

System Action: The message is discarded undelivered.

User Action: The MSG command may ke retried at a later time.
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INVALID SML MODE SPECIFIED -- IINK 'linkid' NOT ACTIVATED

Explanation: Curing initial processing immediately following
link activation, the line driver encountered an invalid mode
specification.

System Action: The specified link is autoratically
deactivated.

Operator Action: The START command may ke retried specifying
a valid mode. If the problem persists, lccal VNET system
suprort personnel should ke notified.

INVALID SML BUFFER PARAMETER -- LINK 'linkid' NOT ACTIVATED

Explanation: During initial processing immediately following
link activation, the line driver encountered an invalid
buffer specification.

System Action: The specified link is automatically
deactivated.

Operator Action: The START command may ke retried specifying
a valid buffer request. If the problem persists, local VNET
system support personnel should be notified.

LINK 'linkid*' IN RJE MODE -- PRINT FILE 'spoolid' PURGED

Explanation: An attempt was made to transmit a print file on
a link which was operating as a workstation submitting jobs
to a remote batch system. When operating in this mode, print
file cannot be transmitted.

System Action: The specified file is automatically purged.

Operator Action: None.

VNET MESSACGES GENERATED BY MORE THAN ONE MODULE

In some cases, the same message can be generated by more than one VNET
module. This section contains explanations of such messages.

The rodule

code in these messages appears in this section as 'xxx', as

for example, DMTxxx070E. When the message is issued, however, the xxx is
replaced by the three letter code for the issuing module.

DMTxxx070F I/0 ERROR cuu SIOCC cc CSW csw SENSE sense CCW ccw

Explanation: A message of this format is issued by any task
in VNET that cetects an uncorrectable hardware or system
error during the processing of an I/0 operation. The causes
of such an error vary, depending on the particular device
type and command code.

cuu - the virtual device address of the I/0 device on
which the error occurred.
cc - the condition code resulting from the issuing of the

SI0 command on the device for the operation which
was in error.
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Csw - the ccrposite CSW associated with the operation in
error., The composite CSW is a logical ORing of the
CSW information associated with the SIO or the
interrupts from the device while the I/O operation
was active.

sense - the sense information associated with the I/0
operation in error if the I/0 operation ends with
unit check set on.

ccw - the first CCWw of the I/0 operation in error if it
failed to start, or the last CCW fetched by the
channel kefore the I/0 operation terminated with an
error indication.

System Action: The error is logged, and appropriate recovery
procedures are taken. The exact effect of the I/0 error
condition depends on the existing conditions when it occurs.
The system may continue processing normally, the link may be
automratically deactivated, or VNET may shut down.

Operator Action: This message may indicate a serious system

or hardware error, or it may indicate commron conditions such
as interventicn required. If the message is issued
unexpectedly, VNET system support personnel should be
notified.

SYSTEM ERROR REALCING SPOOI FILE 'spoolid!

Explanation: A return code reflecting a VM/370 system error
has keen received in response to a read to the file
identified by 'spoolid:‘.

System Action: The error is logged and the failing operation
is retried up to ten times. If a retry is successful, normal
processing continues. If the error persists, an attempt is
made to purge tke file and a ressage to that effect is issued
to the operator and to the originating virtual machine.

Operator Acticn: This message indicates a VM/370 system
error. Local system support personnel should be notified.

IINE 'vaddr' REALY FOR CCNNECTION TO LINK 'linkid*

Explanation: This message is issued by a line driver to
inform the operator that the line identified by *'vaddr' is
keing enabled for communications processing to the link
identified by '1linkid'. Normally, this is the first message
issued by a line driver after link activation, and it may ke
issued during active processing after a line becomes
disconnected.

System Action: The line driver begins an enable operation on
the line and waits for completion, signalling a completed
connection. If the line identified by 'vaddr' is a
non-switchable line, the connection completes automatically
when the teleccmmunications hardware is properly configured
and functional. Normal VNET processing continues.

Operator Action: No response is needed if the line identified
by *vaddr' is a non-switchable line, or if it is a switchakle
line with auto-answer and the remote station is to complete
the connection. If the line is a switchable line, the
orerator should ensure that the necessary steps are taken to
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complete the connection to the location identified by
*1inkid' (typically, he should dial and establish the
connection).

LINK 'linkid' LINE *'vaddr' DATASET READY

Explanation: This ressage sigrals completion of the line
connection for the link identified by 'linkid' on the line
rort address identified by 'vaddr'. This message is issued
automatically when a non-switchable line is enabled, and it
is issued when a connection is completed for a switchable
line. This message does not necessarily indicate that any
successful interaction with the remote station has taken
place on the connected line.

System Action: Normal exchange of files, commands, and
messages automatically begins if the telecommunication
hardware and rerote system are properly initialized and
functioning correctly.

Operator Acticn: None.

LINK 'linkid' LINE 'vaddr' DISCONNECTED

Explanation: The virtual line port address identified by
'vaddr' and asscciated with the active 1link identified ry
'1inkid' is now disconnected, having keen connected prior to
the message. This may ke the result either of an apparent
line disconnection due to line errors, cr of a remote station
disconnection, cr of the execution of a disabling sequence Ly
the local line driver during link deactivation.

System Action: If the link is not in the process of
deactivating, the line driver will automatically attempt to
reestablish the line connection. Exchange of files,
commands, and messages is suspended until the line
reccnnection is completed.

Operator Action: If the link is not being deactivated,
installaticn procedures for reconnecting the line should be
carried out.

RECEIVING FILE ('orgid') ON ILINK 'linkid' FROM *locid!
‘userid', REC nnnnnnnn

Fxplanation: This message indicates that reception of a new
file from the remote location identified by 'locid' and user
at that location identified by ‘'userid' (if any) has tegun.
The file being received has an origin spoolid indicated by
'orgid' and contains the numker of records indicated Ly
'nnnnnnnn'.

System Action: File processing continues, and the new file is
written to the VM/370 spool system as it is received.

Operator Action: None.

RECEIVED FILE ('orgid') ON LINK 'linkid' TO 'locid' ‘userid!'

Explanation: A new file has keen completely received and
acknowledged on the link identified by 'linkid'. The
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originating spcolid or jok number of the new file is
identified by 'orgid'. The file received is addressed to the
location identified by *'locid*' and the to the user at that
location identified by 'userid’. )

System Action: If the file is addressed to the local location
it is automatically spooled to the receiving user or queued
for real output. If the file is addressed to another
location it is automatically enqueued for transmission on the
next link of its path. Normal link processing continues.

Operator Action: None.

SENLCING FILE 'spoolid' ('orgid') ON LINK *'linkid®' FROM
*locid! 'userid', REC nnnnnnnn

Explanation: This message indicates that transmission of a

file from the remote location identified Lty 'locid' and user »
at that locatiorn identified by t'userid' (if any) has begun.

The file being transmitted has an origin spoolid indicated Lty

torgid' and contains the numker of records indicated by

‘nnnnnnnn', The identified file has become active.

System Action: Transmission of the file will normally
continue to. corpletion. If the file transmission is
interrupted ky a system failure or telecommunication hardware
failure, the file will be retained and retransmitted, either
from the point cf interruption or from the beginning,
depending on variakle system characteristics and error
conditions.

Operator Acticn: None.

SENT FILE 'spoolid' ('orgid') ON LINK 'linkid' TO 'locid!
‘userid*

Explanation: Transmission of the active file identified by
'spoolid' on the 1link identified ky '1linkid' has been
successfully ccrpleted and acknowledged by the remote
station. The file is addressed to the location identified by
'locid', and to the user identified by 'userid' at that
location. The file's originating spoolid or job number is
identified ky 'orgid‘.

System Action: Cisposition of the identified file follows,

according to the status of the file. Normally the file would

be rpurged, unless multiple copies of the file are being sent

to a remote terminal. Normal link processing continues. e

Ooperator Action: None.

ACTIVE FILE 'spoolid' SENDING RESUMED ON LINK 'linkid! ¢

Explanation: Transmission of the file identified by 'spoolid*
on the link identified by 'linkid' has been resumed from the
point at which transmission had previously been interrupted.
File transmission may have been interrupted as the result of
a telecommunication hardware failure, an unexpected terminal
error in the link's line driver, a remote system failure, or
entry of the lirk into immediate hold status.
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System Action: Normal link processing continues.

Operator Action: None.

ILINK 'linkid*' IINE ACTIVITY: TOT= mmmmmmmm; ERRS= nnnnnnnn;
TMOUTS= PPEPPEEP

Explanation: This message is issued in response to a TRACE
'1inkid' SUM ccrmand, and occasionally thereafter while trace
sum mode remains in effect for the specified link. The
message is reissued when any cne of the trace values reaches
its incremental threshold, normally 20 for NPT, VME, and VMC;
and 60 for SMI and NJT.

mmrrmmmm - the total number of successful transactions that
have taken place on the identified 1link since the
last similar message was issued, or since the the
link was initially activated.

nnnnnnnn - the total numkter of transactions that have ended
in errcr since the last similar message was issued,
or since the link was initially activated.

PPPPPPPP - the total number of time-outs that have occurred
while waiting for response from the remote station
since the last similar message was issued, or since
the link was initially activated.

System Action: Normal VNET processing continues.

Operator Action: The trace function is intended to provide
some informaticr concerning the state of communications on
the link for use by installation personnel in diagnosing and
correcting proklems with communication hardware. If the
trace information seems to indicate serious malfunctioning,
corrective action should ke taken. Corrective action might
include dropping and redialing a switchable telecommunication
port, deactivating and restarting a link using a different
port, or reporting the difficulty to support and maintenance
personnel.

LINE 'vaddr' LCISARLED FOR IINK 'linkid!

Explanation: Communication exchange by the link identified by
'1linkid' on the line identified by 'vaddr' has bteen
terminated, and the line has been disabled. 1If the line in
use is a switchakle line, this means that the line has been
disconnected.

This message may ke issued during normal processing as a
result of a spontaneous line disconnection. It is always
issued during the process of 1link deactivation.

System Action: If link deactivation is in process, it

continues normally. Otherwise, the line driver will
automatically reinitialize and reenable the line, allowing a
switchable line to ke redialed, File processing for the link
is suspended.

Operator Action: None.
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FROM 'locid': (ressage text)

Explanation: The character string included in the message as
(message text) has keen received from the remote location
identified by 'locid!', and is addressed to the recipient,
The message originated either from automatic remote system
processing, or frcm the remote VNET operator.

System Action: Normal VNET processing continues.

Ooperator Action: If the message originated from a remote VNET
operator and the recipient wishes to respond, the response
message should ke addressed as: MSG 'locid! VNET (response
message text) .

FROM 'locid' ('userid'): (message text)

Explanation: The character string included in the message as
(message text) has keen received from a user identified by
'userid!' at tke location identified by 'locid', and is
addressed to the message recipient. The special keyword VNET
appears as tlre 'userid' field when the message origin is VNET
operator conscle,

System Action: Normal VNET processing continues.

Operator Action: None.

INVALID SPOOL BIOCK FORMAT ON FILE 'spoolid!

Explanation: VM/37C spool control or data information
contained in the file identified by 'spoolid!' has been found
to be in error at the local installation.

System Action: The error condition is logged, the identified
file is automatically purged from the system, and link
processing continues.

Operator Action: This message indicates a local VM/370 system
error. The local VM/370 system support personnel should be
notified of this error.

ACCEPTED BY TASK 'task!

Explanation: The preceding console command has been processed
ky the VNET syntax scanner and first level semantic
processor, and a command element has been built. That
command element has been made available to the task named
ftask', and that task has accepted the command element for
second level semantic processing.

System Action: Command semantic processing continues at the
task named 'task'. Further response to the ccmmand will be
issued from that task.

Operator Action: None.

REJECTED BY TASK 'task! -- PREVIOUS COMMAND:- ACTIVE

Explanation: The preceding console command has been processed
by the VNET syntax scanner and first level semantic
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processor. A command element has been built and made
available to the task named 'task!, but that task was unable
to accept the command element for further processing because
a previously issued command was still being actively
processed.

System Action: The command execution is terminated, the
command has no effect, and normal processing continues.

Operator Action: The command may be retried. Command
execution will ke successful when previous command processing
is complete.

LINK *linkid' IS NOT CEFINED

Explanation: The syntactically valid link ID identified by
*1linkid' was entered in the preceding console command, but no
such link is defined with that ID and the command issued
requires a defined 1link 1ID.

System Action: The command execution is terminated, the
comrand has no effect, and normal processing continues.

Operator Action: Check to see if the link ID was specified as
intended. 1If it was incorrectly typed, retry the command
with a correct 1link ID. 1If it was correctly typed, you must
define the specified 1link in a VNET DEFINE command or in a
LINK statement in the VNET directory before the command can
be executed.

LINK *'linkid' IS NOT ACTIVE

Explanation: The link identified by '1linkid' was specified in
the preceding command, but the link is inactive and the
command requires specification of an active 1link.

System Action: The command execution is terminated, the
command has no effect, and normal processing continues.

Operator Action: Check to verify that the command was entered
as intended. The ccmmand may ke retried if it was
incorrectly entered, or the specified link may be activated
prior to command retry.

REJECTED BY TASK 'task' -- NOT RECEIVING

Explanation: Processing of the preceding command could not ke
completed because the second level processing task named
'task'! refused to accept the command service request from the
REX task.

System Action: The command is ignored, and normal processing
continues.

Operator Action: Repeated occurrences of this message
indicate a system error, and VNET system support personnel
should be notified.
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LINK 'linkid' NOT CONNECTEL

Explanation: A previous MSG or CMD command was addressed by
its originator such that it would have been transmitted on
the link identified ky 'linkid'. This means either that the
command's destination location address was the link's
location (identified by 'linkid'), or that the destination
location was routed by the local VNET system via that link.
At the time the ccmmand was presented to the link's line
driver for transmission, the line driver was unable to
successfully ccrmunicate with the remote station due to
telecommunications hardware or remote system malfunctions.

System Action: The message or command is discarded, and
normal VNET processing continues.

Operator Action: The link's telecommunications hardware
should be inspected for any indications of line disconnection
or malfunction. When the rroklem has keen corrected, normal
processing will kegin automatically, and the response message
to a QUERY 'locid' command will say 'CONNECT' rather than
'ACTIVE'. The CMC or MSG command may ke retried when the
link has been reconnected.

FILE 'spoolid' EACKSPACED

Explanation: The file identified by 'spoolid' has been
kackspaced according to the request in the previous BACKSPAC
command.

System Action: File transmission continues, beginning from
the new file pcsition.

Operator Action: None.

NO FILE ACTIVE ON LINK 'linkid®

Fxplanation: A valid command for active files was issued to
the link identified by '1linkid', tut no file was being
actively transmitted on the link at the time of command
execution.

System Action: Normal link processing continues, and the
command has no effect.

operator Action: The command may ke retried if it was entered
in error. :

VALID COMMAND RECOGNIZED ON LINK 'linkid' -- NO ACTION TAKEN

Explanation: A valid VNET command has been recognized on the
link specified ky 'linkid'. The command could not be
executed by VNET due to line driver implementation
restrictions.

System Action: Normal VNET processing continues.

Operator Action: None.

Reference and Operations



DMTxxx5701

DMTxxx571E
DMTxxx5801
&
»
DMTxxx581E"

LINK 'linkid' NOW SET TO CEACTIVATE

Fxplanation: In response to the DRAIN command, the link
identified by 'linkid' has set drain status and will be
deactivated. If the VNET operator issues the START command
before the link is deactivated, drain status will be reset
and processing will ccntinue on the link.

System Action: If the line driver is not in active
communication with the remote station at the time of DRATIN
command executicn, the link is deactivated immediately.
Otherwise, action is taken to quiesce line activity. This
includes the finishing of transmission for an active file if
one exists, and it may include the signaling to the remote
station of an irpending termination. File reception is
completed for a file which is being actively received. VNo
new files are activated for transmission or accepted for
reception while the link is in drain status. When line
activity is quiesced, the link deactivates.,

Operator Action: If the DRAIN command fails to deactivate the
link within a reasonakle period of time, a FORCE command may
be issued to deactivate the link unconditionally, regardless
of actual line activity.

ITINK *linkid' ALREATCY SET TO DEACTIVATE

Explanation: A CRAIN command was executed specifying the 1link
identified by 'linkid', which was already in drain status as
the result of a previous DRAIN command.

System Action: The line driver continues its attempts to
quiesce the line, and the command has no effect.

Orerator Action: If the DRAIN command fails to deactivate the
link within a reasonakle period of time, the FORCE command
may be executed to immediately deactivate the 1link,
regardless of line activity.

FILE 'spoolid' PROCESSING TERMINATEL

Explanation: Transmission of the active file identified Ly
!spoolid' has keen terminated before the completion of file
processing. This message is issued either in response to a
FLUSH command, or automatically when a remote system is
restarted.

System Action: [Cisposition of the identified file is made
according to the status of the file. The file may be purged
from the system, or the file may be held for future
retransmission. If a FLUSH command was entered, the next
copy of the file may kegin transmission if multiple copies
remain and 'AIl' was not specified. Normal link processing
continues.

Operator Action: None.

FILE *'*spoolid*' NOT ACTIVE

Explanation: This message is in response to a VNET command
which requires specificaton of an active file as the
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command's object. At the time of command processing, the
spoolid specified in the ccmmand ('spoolid') was not active.

System Action: The command has no effect, and normal link
processing continues.,

Operator Action: The status of a file may be determined Lty
issuing a QUERY FILE 'spoolid' command. The command may be
retried if it was entered in error.

LINK 'linkid*' RESUMING FILE TRANSFER

Explanation: The active link identified by '1linkid' was in
hold status, and has keen removed from hold status in
response to FREE command processing.
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