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PREFACE

Manual Objectives

The P/0S System Reference Manual describes the base system
software supporting the Professional 300 Series computer.
Intended Audience

You should be a programmer who is creating or modifying an
application to run on P/0S (the Professional Operating System).
Experience with RSX-11M-PLUS systems is especially helpful.
Structure of This Document

This manual contains three parts:

@ PART I is a broad system overview that describes how to wuse
the various components of the system.

® PART II provides details on the two forms of system services,
callable routines and directives.

® PART III describes the system I/0 capabilities and the
bundled I/0 drivers.

A chapter summary follows.

e Chapter 1 introduces the P/0S system. It describes the
hardware environment, the operating system components, and
basic concepts. Also, it ~contrasts P/0S features with

RSX-11M-PLUS features (on which P/0S is based) and provides
application design suggestions.

e Chapter 2 describes how the system handles 1logical names,
which aid program development by providing device
independence.

e Chapter 3 presents general information on the system’s
trapping and synchronization mechanisms.

xvii



The
and

Chapter 4 details the parent/offspring task support available
under P/0S.

Chapter 5 describes the memory management services that P/0S
provides.

Chapter 6 provides details on the POSSUM library that allows
programmers to easily perform often-used functions.

Chapter 7 shows you how to use the system directives.

Chapter 8 describes each P/0S system directive.

Chapter 9 details the system I/O conventions.

Chapter 10 describes the P/0S disk drivers (device handlers).
Chapter 11 describes the P/0S terminal driver.

Chapter 12 describes the virtual terminal driver.

Chapter 13 describes the P/0S communication driver.

appendixes cover system error messages, I/0 function codes
status codes, and provide a complete description of

hardware-related values stored in the system configuration table.

Associated Documents

PDP-11 Architecture Handbook

This handbook describes the two processors wused in the
Professional computers, the F-11 (Professional 325, 350) and
the J-11 (Professional 380). Topics covered are data
representation, addressing modes, processor instruction set,
floating point features, trap and interrupt handling, memory
mapping, and bus structures. The handbook also contains a
useful summary of differences among the PDP-11 family
processors.

Professional 300 Series Technical Manual
This manual details the hardware components of the
Professional computer, including system boards, controllers,

drives, monitors, bit map modules, keyboard, and controls and
indicators.

Xviii



e Professional 325/350 Pocket Service Guide

This guide

contains detailed troubleshooting methods for

software and hardware problems. It explains many of the
software errors that the system returns.

e Other Tool Kit manuals

If you are unfamiliar with P/0S and the Tool Kit, please read

the Tool

User’s Guide. For descriptions of advanced

programming features not covered in this manual, see the
Guide to Writing a P/0OS I/O Driver and Advanced Programmer’s

Notes.

Conventions Used in This Document

Convention/Term

[optional]

UPPERCASE

lowercase

red

Tool Kit

Meaning

In a command line, square brackets indicate
that the enclosed item is optional. In a file
specification, square brackets are part of
the required syntax.

Uppercase words and letters indicate that you
should type the word or letter -exactly as
shown.

Lowercase words and letters indicate that you
should substitute a word or value of your
own. Usually the 1lowercase word identifies
the type of substitution required.

A horizontal ellipsis indicates that you can
repeat the preceding item one or more times.
For example:

parameter [,parameter...]

A vertical ellipsis means that not all of the
statements are shown.

Interactive input appears in red.

This general term refers to the software you

use to develop applications to run on a
Professional computer.

xix



Convention/Term

Host Tool Kit

PRO/Tool Kit

10.

Meaning

The Host Tool Kit is Tool Kit software that
runs on a host computer, rather than on the
Professional itself.

The PRO/Tool Kit is the Tool Kit software
that runs on the Professional computer.

All numbers are decimal wunless indicated

otherwise. A decimal point emphasizes that a
number is decimal.
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CHAPTER 1
INTRODUCTION TO P/OS

P/0S is the Professional Operating System. Based on DIGITAL’s

RSX-11M-PLUS ("RSX") operating system for PDP-11, P/0OS has many
features found on operating systems designed for larger
minicomputers. Like RSX, P/0S provides a resource-sharing
environment that is ideal for multiple real-time activities. It

supports multitasking and dynamic memory management, and has
extensive I/0 and file management services.

This chapter describes the hardware environment for P/0S, the
structure of the operating system, and important system concepts.
Also, it contrasts P/0S with RSX-11M-PLUS, and presents several
application design suggestions.

1.1 P/OS HARDWARE ENVIRONMENT

P/0S runs on either of the two central processing units provided
with the Professional 300 Series: the F-11 in the 325 and 350
series, and the J-11 in the 380 series. These processors are
full-fledged members of the PDP-11 family. The J-11 is a more
recent, higher-performance processor. The two processors share
the same instruction set, which 1is documented in the PDP-11
Architecture Handbook.

The Professional includes diagnostic and bootstrap read-only
memory in a component called the Base System ROM (BSR). Besides
containing bootstrap and self-test instructions, the BSR
initializes an area of main memory called the configuration
table. This table contains information about other system
hardware. Programs can access this information via an operating
system directive (WIMPS).
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Other components of the hardware environment are:

e Memory Management Unit (MMU) -- An integral part of both of
the Professional’s CPUs, the MMU translates virtual addresses
into actual physical addresses.

e Serial Number ROM -- This read-only memory contains a 6-byte
identification number that is unique for each Professional.
The serial number is available to programs via the WIMPS
system directive.

e Floating Point Processor (FPP) -- The FPP includes microcoded
instructions that provide high-speed arithmetic operations
for floating-point data.

e CTI Bus -- An interconnect path for system option cards, the
Computing Terminal Interconnect (CTI) Bus 1is a six-slot
backplane mounted on the system module.

e I/O Ports -- The Professional has ports for the
video/keyboard device, a serial printer, a communication
line, and an Ethernet line. (To use an Ethernet 1line, you

must install the Ethernet controller option.)

e Peripheral Mass Storage Devices -- Both the RX50 Diskette
Subsystem and the RD series Hard Disk Subsystem are
available. There are several Winchester hard disks from

which to choose.

e Time of Day Clock -- Backed up by a built-in battery, the
time of day clock maintains the system time and date.

e Controllers -- Interrupt controllers handle interrupt
arbitration for peripheral devices. The bit map video

controllers provide an interface between the CPU and the
video display. The RX50 and RD controllers provide an
interface between the CPU and their respective devices.

1.2 P/OS SYSTEM COMPONENTS

Figure 1-1 shows the main components of P/OS. The figure
illustrates the paths of communication between the components.
User tasks, the top layer in the figure, are normally not part of
the operating system but are managed by it. Professional
hardware, the bottom layer, is also not a part of the operating
system, but instead constitutes the hardware environment.

Sections following the figure describe each component.

1-2
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User Task

POSSUM/ RMS/FCS F11ACP
Servers
v v I
Executive

I/0 Drivers

l

Terminal Subsystem

l ‘,

Professional Hardware

KEY

F11ACP FILES-11 Ancillary Control Processor
RMS Record Management System

FCS File Control Services

POSSUM P/0OS System Utility Modules

Figure 1-1: Main Components of P/OS
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1.2.1 The Executive

The Executive is the foundation of P/0OS. It coordinates and
controls all activities and resources of the system by performing
the following functions:

e Task scheduling and processing control -- Tasks are system or
user entities that perform functions needed to achieve a

desired result.

e Main memory resource management and control -- Main memory is
the processor storage medium.

e Interrupt processing -- The Executive handles synchronous and
asynchronous events that occur as a result of task execution.

@ Coordination of I/O and File Management facilities -- These
facilities perform data transfer and data processing
operations requested by executing tasks.

1.2.2 /O Drivers

I/0 drivers are system components that interface hardware 1I/0
controllers and their attached devices with the Executive. A
device driver provides basic services for a particular type of
device, thus removing device-dependent responsibiltity from the
Executive. As shown in Figure 1-1, drivers are actually an
integral part of the Executive.

The I/0 drivers perform the following functions:

® Receive and service interrupts from I/O devices

@ Initiate I/O operations as requested by the Executive

e Cancel in-progress I/O operations

@ Perform other device-specific functions during system boot
Chapters 10, 11, and 13 describe the system’s disk drivers,
terminal driver, and communication driver in detail. Chapter 12

describes a special kind of driver that handles a virtual device.

The Guide to Writing a P/0S I/O Driver and Advanced Programmer’s
Notes, provided with the Tool Kit, describes driver concepts.



P/0S SYSTEM COMPONENTS

1.2.3 Terminal Subsystem

The Terminal Subsystem is software that provides an interface
between the video/keyboard hardware and the terminal driver. It
performs such video functions as character generation, blinking,
scrolling, ©polygon fill, and vector generation. The graphics
capability of the Terminal Subsystem is provided by GIDIS, the
General Image Display Instruction Set.

For information on the functions performed by the Terminal
Subsystem, see the Terminal Subsystem Manual and the PRO/GIDIS
Manual, both supplied with the Tool Kit.

1.2.4 FILES-11 Ancillary Control Processor

The FILES-11 Ancillary Control Processor (F11ACP) 1is the P/0OS
file <control processor. It catalogues and maintains files on
disks and issues I/O requests to the disk drivers. Also, it
controls the wvirtual and logical structures applied to data and
performs translation of one to the other.

FILES-11 is the name of a DIGITAL-standard volume structure that
the F11ACP imposes upon disks and diskettes.

1.2.5 Record Management and File Control Services

Record Management Services (RMS) and File Control Services (FCS)
serve as translators between user tasks and other I/0O facilities
of the operating system, such as the F11ACP and device drivers.
A user task can incorporate either RMS or FCS routines to enable
it to perform record I/0 and file I/O functions.

NOTE

Although P/0S provides a full implementation of
FCS, you are urged to always wuse RMS in new
applications. Use FCS to port applications
designed to run on RSX systems when such
applications already use FCS.

Whereas the F11ACP handles stored data in units of files, RMS and
FCS handle stored data in wunits of records, or file-relative
blocks. RMS and FCS allow user tasks to define the internal
structure of files--the size and arrangement of records within
files--and provide operations that allow user tasks to read and
write records in files.



P/0S SYSTEM COMPONENTS

The document PRO/RMS-11: An Introduction, provided with the Tool
Kit, contains a complete overview of RHMS. For further
information on FCS, see your RSX-11M/M-PLUS documentation.

1.2.6 P/OS System Utility Modules and Executive Servers

P/0S System Utility Modules (POSSUM) are a set of callable
routines that P/0S provides in a resident library called POSSUM.
These routines allow user tasks to conveniently perform such
functions as mounting volumes, translating logical names, and
formatting hard disks. Most of the routines invoke Executive
servers to perform their operations, rather than performing the
operations themselves.

Chapter 6 describes the POSSUM routines and their servers.

1.3 P/OS BASIC CONCEPTS

The following sections describe important features of the
operating system.

1.3.1 Tasks

A task is the basic unit of executable code on a P/0S system. An
application usually consists of several tasks that work together.
Tasks, which reside in files that have the .TSK extension, are
sometimes referred to as executable images.

Tasks that are part of P/0OS are called system tasks. Examples
are system servers such as CREDEL and INSREM, and the F11ACP.
Tasks that you create are <called user tasks. An application

program consists of one or more user tasks.

Whether on disk or in memory, a task is always contiguous.

Before a task can run, it must be installed 1into the system.
Installing a task makes it known to P/0S. Several DCL commands,
as well as the PROTSK system service (in the POSSUM library),

allow you to install a task.

The Executive uses the following system data structures to store
information about a task:

1-6
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e Task Control Block (TCB)

The TCB contains information that the system derives from a
task’s header, as well as from the directive used to activate
the task. The TCB contains information that the Executive
needs in order to run the task, such as the address of the
task on disk, the priority of the task, and the memory
partition in which the task will run.

® System Task Directory (STD)

The STD is simply a 1linked 1list of TCBs, organized by
priority, that the Executive holds in its working storage
area called the Dynamic Storage Region (DSR), or primary
pool. A task whose TCB is in the System Task Directory is
known to the system.

e Active Task List (ATL)

When a task becomes active, the Executive inserts the TCB in
another 1linked list, the ATL, which contains the TCBs of all
active tasks. A task whose TCB is in the Active Task List is
eligible to be loaded into memory and executed.

A task can exist in one of several possible states. Figure 1-2
illustrates and describes the task states.

1.3.2 Memory

The primary units of memory used in P/OS are determined by the
16-bit data path of the Professional’s hardware design. The
units are:

e Bit -- Binary digit, either 1 or 0.
e Byte -- Eight bits, the smallest addressable unit of memory.
e Word -- Two bytes (16 bits); always begins on an even address

Since the Professional’s primary addressing mechanism is the
16-bit word, the maximum physical memory that a task can access
at a single moment is 32K words. However, the presence of
hardware memory management enables a task to access more than 32K
words by using the P/0OS memory management directives.
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e Installed @ Not installed
® Has TCB e No TCB

® Requested to run e Not requested

R N BLOCKED § >PED
® Has resources e Missing resources e Not contending for
® CPU contending e Not contending CPU or memory
for CPU

mcaﬁéénding for CPU

e Sti
Figure 1-2: Task States

Physical addresses are locations in memory. Virtual addresses
are the addresses within a task. Logical addresses are the
actual physical memory addresses that the task <can access.
Virtual to physical address space mapping need not be contiguous.

Using P/0S system features to manipulate 1logical address space
allows you to make use of more than 32K words of physical address
space. Furthermore, the multitasking capabilities of P/0S allow
you to design applications that can consist of multiple,
cooperating, concurrent tasks.

Both Chapter 5 and the RSX-11M/M-PLUS and Micro/RSX Task Builder
Manual contain greater detail on addressing concepts.
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1.3.3 Checkpointing

Checkpointing is the process of writing a task or shared common
to a file on a disk to make room for a higher priority task or
common competing for memory. Given that a task or common is
capable of being checkpointed, tasks and commons compete: for
memory based on their respective priorities. (The priority value
of a common region 1is equal to one greater than the highest
priority task mapped to that common region.)

Section 1.4.2 describes shared commons.

The following task states prohibit a checkpoint from occuring:

e A task region 1is specified at task-build time to be
noncheckpointable.

@ A task region has checkpointing disabled (DSCPS).

e A task is exiting.

® A region has resident, mapped tasks--that is, all currently
mapped tasks must be checkpointed before the region itself is

eligible for checkpointing.

@ A region has outstanding I/O.

The following task states promote checkpointing:
e A stopped task has an effective memory priority of zero.
e A checkpointable task doing synchronous terminal I/0 (since
the task’s terminal I/0 is buffered and the task is stopped
until the I/0 completes).

e A task which previously had checkpointing disabled can issue
the Enable Checkpointing directive (ENCPS).

1.3.4 System Pool

Throughout this manual we discuss the system’s wuse of pool.
System pool is a portion of memory that the Executive uses for
working storage. For example, as mentioned in a previous
section, the Executive uses pool to store task control blocks.
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There are two types of pool:
e Primary Pool or DSR

Primary pool is also known as the system Dynamic Storage
Region. It contains such data structures as Task Control
Blocks (TCBs), Offspring Control Blocks (OCBs), I/O packets,
and File Control Blocks. The size of primary pool is limited
by the size of the Executive'’s virtual address space.

e Secondary Pool
Secondary pool contains large data structures such as command
lines, Send Data packets, file window blocks, and logical

name tables. The size of secondary pool is limited only by
the physical memory present on a system.

1.4 APPLICATION DESIGN SUGGESTIONS

The following sections list suggestions for designing
applications that make the most efficient use of the P/0S
multitasking, resource-sharing capabilities. In particular,

these suggestions can help you to design programs that might
otherwise exceed the 32K word virtual address space limitation of
a task.

The Tool Kit User’s Guide contains additional suggestions for
fine-tuning your application.

1.4.1 Use Cooperating Tasks

An application is a task or set of tasks that perform a needed
function or set of functions. The application can consist of
multiple, cooperating tasks that pass context (variables) between
tasks by using data packets, command lines, and shared memory. A
task can be requested using the following system directives:

@ SPWNS -- Useful when passing a command line and there 1is a
need to receive status from or synchronize with the
cooperating task.

® RPOIS -- Useful when passing a command line and there 1is no
need to receive status from or synchronize with the
cooperating task.
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e SDRC$ and VSRC$ -- Useful when passing data packets and there
is a need to receive status from or synchronize with the
cooperating task.

® RQSTS -- Useful when simply requesting a task and there is no
need to receive status from or synchronize with the
cooperating task.

You can pass additional context by using the SDATS, VSDAS$, and
SREFS$ directives. See Chapters 4 and 8 for details on using
these directives.

1.4.2 Use Shared Regions

A shared region is a block of data or code that any number of
tasks can |use. Shared regions are useful because they make
efficient use of physical memory. There are two kinds of shared
regions:

e Shared Common

A shared common contains only data. It is a read-write area
that provides a way for two or more tasks to share data.
When a shared common is not being accessed, the Executive can
checkpoint the common by removing it from memory and writing
it to the system checkpoint file.* Note that the Executive
does that for any read-write area.

e Shared Library

A shared library contains only code. It is a read-only area
that provides a way for two or more tasks to share a single
copy of commonly used subroutines. When a shared library 1is
not being accessed, the Executive can checkpoint the library
by removing it from memory (but not by writing it to a
checkpoint file). Note that the Executive does that for any
read-only area.

* This is a change from previous versions of the operating
system. When checkpointing or removing a shared common on
P/0S V2.0A systems and earlier, the Executive wrote the
common to the file containing the initial copy of the

common, rather than to the system checkpoint file. See
Section 6.8.1 for information on how to <change this
behavior.



APPLICATION DESIGN SUGGESTIONS

You can create a shared region by building it with the Task
Builder and installing it into the system separately from the
task that links to it. This type of region is called a static
shared region. The RSX-11M/M-PLUS and Micro/RSX Task Builder
Manual describes static shared regions in detail, and shows how
to build them.

Alternatively, your task can create a shared region during
execution, wusing the Executive’s memory management directives.
(Memory management is sometimes referred to as PLAS--Programmable
Logical Address Space). This type of region is called a dynamic
shared region, and is described in Section 5.3 1later in this
manual.

1.4.3 Use Disk-Resident Overlays

You can divide an application task into pieces called segments.
Several segments of a task share a given section of the task’s
virtual address space, but only one segment can be in memory at
one time. Segments are individually read from the disk into a
section of the task’s address space as needed, overwriting a
previously read segment.

Disk-resident overlays reduce the memory and virtual address
space needed by a task. The RSX-11M/M-PLUS and Micro/RSX Task
Builder Manual describes segments and disk-resident overlays in
detail.

1.4.4 Use Memory-Resident Overlays

Memory-resident overlays are different from disk-resident
overlays, in that all of the task’s segments are present in
physical memory at the same time. By using the memory management
directives, the overlay runtime system maps segments into a
section of the task’s virtual address space as needed. Virtual
to physical address mapping changes as the new segments are
mapped.

Memory-resident overlays reduce the virtual address space needed
by a task, but do not reduce the physical memory requirements.
However, tasks constructed of memory-resident overlays are faster
since they do not involve disk 1I/0. The RSX-11M/M-PLUS and
Micro/RSX Task Builder Manual describes memory-resident overlays
in detail.
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1.4.5 Use Clustered Resident Libraries

Clustered resident libraries (sometimes called cluster libraries)
allow tasks to dynamically map memory-resident, shared libraries
at run time. The advantage of using clustered resident libraries
is that they save task virtual address space by using the same
section of task wvirtual address space to map independent
memory-resident, shared libraries. The RSX-11M/M-PLUS and
Micro/RSX Task Builder Manual describes clustered resident
libraries at length.

1.4.6 Use Fast Remapping Feature

Fast remapping is a high-performance method for a task to change
the offset and length mapping of a currently mapped region. 1If
your task is normally mapped to a given region and frequently
remaps a window to that region, this feature can significantly
increase the performance of your task.

Generally speaking, the system performs fast remap operations in
one tenth the execution time of a remap using the MAPS$ directive,
while still providing the same level of region access control and
protection present in the operating system.

See Section 5.7 later in this manual for details on fast
remapping.

1.5 COMPARING RSX-11M-PLUS AND P/OS

The principal difference between P/0S and RSX is that the default
user interface on P/0S is the Menu System, rather than the RSX
Monitor Console Routine (MCR). Some RSX software features remain
the same on P/0S, some have been removed, some have changed, and
some new software features have been added. Some RSX wutilities
carried over to P/0S are now program-callable routines.
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Table 1-1: Summary of Differences Between RSX and P/OS

RSX Features RSX Features P/0S Features

Not on P/0OS Modified for P/0OS Not on RSX

Group global event Terminal driver Automatic volume

flags mounting and

dismounting

Batch processing System utilities Enhanced high-level
(FMT, BAD, INI, language interface
INSTALL, FIX, to the system and
REMOVE, UFD) the utilities

(POSSUM library)

Alternative CLI GET TIME
support

Virtual Monitor Print queue
Routines (VMR) management
Console Logging Account server
Error logging LOAD,UNLOAD

System accounting
Shadow recording
System generation
Checkpoint Common

Region directive
(CPCRS)




CHAPTER 2
LOGICAL NAMES

A logical name is a combination of a name (defined by you or by
P/0S) and an equivalence value (any part of a file
specification).* You can use a logical name to refer to all or
part of a file specification.

Logical names provide programs with device and file independence.
For example, from within a program you can refer to an input or
output file using logical names rather than physical filenames.
Then, between invocations of the program, you can change the
input and output files simply by associating the 1logical names
with new physical filenames.

This chapter describes how the system stores and translates
logical names, and how you can perform operations on logical
names from within your program by wusing several Executive
directives and a callable system service.

2.1 LOGICAL NAME STORAGE

The system stores logical names as name-equivalence pairs. For
every logical name stored by the system, an equivalence value
must exist. The name and equivalence each consist of a string
whose maximum length is 255 bytes.

Three tables, located in secondary pool, contain all logical name
definitions. The purpose of the different tables is to enable
programmers to define the scope of logical names. That 1is, you
define a logical 1in a particular table in order to provide the
desired level of access to that 1logical by other wusers or
application tasks. Table 2-1 describes the tables.

* See the Tool Kit User’s Guide for a list of system-defined
logical names.



Table 2-1:
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Logical Name Tables

Name

Number

Description

LT.SYS

LT.SES

LT.USR

System Table. Any logical name that must be
accessible to all users and applications on a
system belongs in the system table. The scope
of a logical defined in LT.SYS is any logged
in user and any currently executing
application.

There can be only one system table on any
system.

Session Table. A session table contains
logical names that are part of the context
associated with a user’s login-logout period.
The scope of logical names defined in LT.SES
consists of the user who owns that table plus
all applications currently executing for that
user.

The number of session tables on a system is
equal to the number of users logged in to the
system.

User Table. For each application running on
the system, one user table is allocated. The
scope of logical names defined in an LT.USR
table consists only of the application
associated with that particular table. Tasks
that are not part of an executing application
cannot access that application’s LT.USR
logical names.

The number of user tables on a system is equal
to the number of currently executing
applications.
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2.2 LOGICAL NAME MODIFIERS

Every equivalence value contains a modifier. A modifier 1is a
means of distinguishing among equivalence values that are
associated with the same logical name and that reside in the same
table.

P/0S currently defines three values for a modifier:

Mod 2

Equivalence values that have a modifier value of 2 are said
to be permanent. A permanent equivalence value is one that
the system login process creates when a user logs into the
system.

Mod 1

Equivalence values that have a modifier value of 1 are said
to be temporary. A temporary equivalence is one that a user
task creates to supersede a particular permanent equivalence.
It differs from the permanent equivalence only in the mod
value, which is 1 instead of 2.

Mod 0

The system does not store the modifier wvalue 0 in an
equivalence value. Instead, it maps mod 0 to the other
modifier values during operations on 1logical names. Table

2-2 shows the mapping. 1In general, you should specify mod 0
when performing operations on logical names.

Table 2-2 describes the system’s actions for all operations when
you specify different modifier values.
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Table 2-2: Operations on Logicals With Different Modifiers

Mod Operation
Create Delete Translate
Mod 0 Create mod 1 Delete mod 1 Return mod 1
logical. logical. equivalence if
found; if not
found, return mod 2
equivalence (if
present).
Mod 1 Create mod 1 Delete mod 1 Return mod 1
logical. logical. equivalence.
Mod 2 Create mod 2 Delete mod 2 Return mod 2
logical. logical. equivalence.

2.2.1 Modifiers in Duplicate Logical Names

A duplicate logical name is a logical name that 1is associated
with more than one equivalence value. If duplicate logical names
are in different tables, you might be able to distinguish them
simply by indicating which table they are in. 1In this case, the
mod values for the duplicates can be the same.

However, if the duplicates are in the same table, then each
equivalence value must have a unique modifier to distinquish it
from other duplicates. You can specify modifier values 128
through 255 (decimal) to create duplicates. Note that modifier
values 0 through 127 are used by the system.

NOTE

Duplicate logical names are possible only when
the user tasks handle the logical name
translations. Within the context of the system
software (such as RMS and volume mounting
procedures), the only recognized value for the
mod argument is 0.
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If you create a logical name that duplicates an existing logical
name with the same modifier value, the system supersedes the old
equivalence value with the new one. This is true for any mod
value.

The maximum number of equivalence values that can be associated
with a single 1logical name in any table is 255 (decimal).
However, the current size of available secondary pool, where the
tables reside, sets a practical upper limit.

2.3 LOGICAL NAME TRANSLATION

As part of I/0O processing in programs that wuse RMS, RMS
translates 1logical names and returns their equivalence values.
The following conventions govern RMS translation of logical
names:

e RMS translates all 1logical names that occur within the
context of a valid file specification.

@ RMS continues to do translations of 1logical name strings
until it encounters an equivalence name string beginning with
an underscore (_), until it fails to translate a string, or
until it reaches the maximum number of translations allowed.

® RMS performs a maximum of eight translations for a given
logical name. If the number of logical name translations
exceeds the maximum, RMS issues an error.

2.4 LOGICAL NAMES FOR FILES-11 VOLUMES

The FILES-11 ACP creates two logical names when it mounts a
file-structured volume, such as a disk or diskette:

e F11ACP creates a logical whose name is the volume label that
was previously given the volume when it was initialized. Its
equivalence value is the physical device name of the device
on which the volume is mounted.

e F11ACP creates a logical whose name is the physical device
name and whose equivalence value is the volume label. This
is the reverse of the first logical.
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For example, suppose you mount in drive 1 a diskette having the
volume name FINANCE. The ACP creates the two logicals shown in
Table 2-3.

Table 2-3: Sample F11ACP-Created Logicals for Diskette

Logical Name Equivalence Value
FINANCE: _Dz001:
Dz001: FINANCE:

An application program can refer to the diskette with the volume
label FINANCE by using the logical name FINANCE:. RMS translates
the logical name to determine the actual physical device.
Similarly, an application programmer can use the logical name
DZ001: to determine the volume 1label of the volume that 1is
currently mounted.

2.4.1 Removable Versus Nonremovable Volumes

There are two classes of volumes that you can mount on a
Professional computer: removable and nonremovable.

Removable volumes are those that are easily taken out of the
system wunit and transported to another system. Floppy disks are
an example. Nonremovable volumes are those that are not easily
transported. Hard disks are an example. (Hard disks can be
transported, but they are not designed to be transportable.)

F11ACP creates logicals for removable media exactly as shown 1in
Table 2-3. The general format for a logical representing a
removable media volume label is:

vlabel:

where

vlabel Is the volume label of the removable media.
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The format of the volume label logical for nonremovable media is
different:

node$sSvlabel[_n]:

where
node Is the name of the node or system on which the
hard disk resides.
vlabel Is the volume label of the nonremovable media.
n Is a number F11ACP assigns to the volume when
there is more than 1 volume with the same volume
label on a system. The duplicate volumes are

numbered starting from 1.
Table 2-4 illustrates the two logical names that F11ACP creates

when you mount a second hard disk whose volume label is DATAVOL
on the node NODNAM.

Table 2-4: Sample F11ACP-Created Logicals for Hard Disk

Logical Name Equivalence Value
NODNAMSSDATAVOL_1: « _DW003:
DW003: NODNAMSSDATAVOL_1:

2.5 LOGICAL NAME DEFAULT DIRECTORY STRING

The system provides a special set of logical names known as the
default directory. The default directory is a character string
stored in secondary pool. You can get and set its equivalence
value by using the GDIRS and SDIRS Executive directives.

If RMS encounters an input string with no specified directory, or
if the input string contains a pair of closed empty brackets--an
explicit request for the default directory--RMS returns the
default directory string.
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2.6 LOGICAL NAME OPERATIONS

The system provides several Executive directives, as well as a
callable routine <called PROLOG, to perform create, delete, and
translate operations on logical names. General descriptions of
the different operations follow.

For detailed information on any directives, refer to Chapter 8.
For details on PROLOG, see Section 6.7.

2.6.1 Creating a Logical Name

Use the CLOGS directive to create a logical name string and the
associated equivalence name string. The length of each logical
name string can be a maximum of 255(10) characters (bytes).
Creation of the 1logical name string requires the use of the
secondary pool, which is of limited size.

The following example shows how to create a logical name with the
CLOGS directive.

.MCALL CLOGS,DIRS
LNAME: .ASCII /EXPENSES:/ ; LOGICAL NAME STRING
LNAMSZ= . -LNAME ;SIZE OF LOGICAL NAME STRING
ENAME : .ASCII /FINANCE:/ ; EQUIVALENCE NAME STRING
ENAMSZ= . ~ENAME ;DEFINE SIZE OF EQUIVALENCE

;NAME STRING

.EVEN
NAMVOL: CLOGS ,LT.USR,LNAME, LNAMSZ , ENAME , ENAMS?Z
START: DIRS #NAMVOL ;CREATE LOGICAL NAME

2.6.2 Deleting a Logical Name

Use the DLOGS directive to delete entries from a logical name
table. When vyou code a call to the DLOGS directive, you can
delete a single logical name from the table, or you can delete
all the logical names in the table.

The example below deletes all the mod 1 logical name entries from
the user logical name table:

.MCALL DLOGS$,DIRS
DELALL: DLOGS ,LT.USR
START : DIRS #DELALL ;:DELETE LOGICAL NAME
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The next example deletes a single logical name entry from the
user logical name table:

.MCALL DLOGS,DIRS
NAME: .ASCII /TMONK/
NAMESZ= . -NAME
.EVEN
NAMDEL: DLOGS$ ,LT.USR,NAME,NAMESZ
START: DIRS #NAMDEL ;DELETE LOGICAL NAME

2.6.3 Translating a Logical Name

Use the TLOGS directive to translate a logical name string into
its equivalence string. RMS issues the TLOGS directive for each
logical name translation necessary in a program.

The following example shows a call from a wuser program to the
TLOGS directive to translate the logical name EXPENSES:

.MCALL TLOGS ,DIRS
SIZE: .WORD 0 ;SIZE OF EQUIVALENCE NAME
; IN BYTES
ENAME: .BLKB 20. ;BUFFER TO CONTAIN
;EQUIVALENCE NAME
ENAMSZ= . -ENAME
LNAME: .ASCII /EXPENSES:/ ;BUFFER CONTAINING
; LOGICAL NAME
LNAMSZ= .-LNAME
.EVEN
GETNAM: TLOGS ,LT.USR,LNAM,LNAMSZ , ENAME , ENAMSZ ,SIZE
START : DIRS #GETNAM ; TRANSLATE LOGICAL NAME

2.6.4 Setting a Default Directory String

Use the SDIRS macro to establish a default directory. Be aware
that the default directory belongs to and should be controlled by
the user, not by an application. Thus, we recommend that you
prompt the wuser for the default directory before you set the
string.
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The following example shows how to use the SDIR$ macro to set wup
a default directory string:

.MCALL SDIRS,DIRS
DDSNAM: .ASCII /[SOLOS 1/
DDSSZ= . -DDSNAM
.EVEN
SETNAM: SDIRS ,DDSNAM,DDSSZ
START: DIRS #SETNAM ;SET DEFAULT DIRECTORY
NOTE

The PROLOG callable system routine is the
preferred method of setting a default directory.

2.6.5 Retrieving a Default Directory String

Use the GDIRS directive to retrieve a default directory string.
The system returns the default directory string to the specified
user buffer, along with the length of the string.

The following example shows how to wuse the GDIRS macro to
retrieve the default directory string:

.MCALL GDIRS,DIRS
DDSNAM: .BLKB 100. ;DEFINE BUFFER FOR DEFAULT
;DIRECTORY STRING
DDSSZ= .-DDSNAM ; CALCULATE BUFFER SIZE
.EVEN
GETNAM: GDIRS ,DDSNAM,DDSSZ
START: DIRS #GETNAM ;GET DEFAULT DIRECTORY
; STRING



CHAPTER 3
USING EVENT, TRAP, AND SYNCHRONIZATION SERVICES

This chapter introduces the concept of significant events and
describes the ways in which your code can make use of event

flags, synchronous and asynchronous system traps, and stop-bit
synchronization.

3.1 SIGNIFICANT EVENTS
A significant event is a change in system status that causes the
Executive to reevaluate the eligibility of all active tasks to
run. A significant event is usually caused (either directly or
indirectly) by a system directive issued from within a task.
(All of the system directives named in this chapter are described
in detail in Chapter 8.)

Significant events include the following:

@ I/0 completion

e Task exit

® Execution of a Send Data directive (SDATS)

e Execution of a Send Data, Request and Pass OCB directive
(SDRPS)

® Execution of a Send, Request, and Connect directive (SDRCS)

e Execution of a Send By Reference or a Receive By Reference
directive (SREFS$ or RREFS)

® Execution of an Alter Priority directive (ALTPS)
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® Removal of an entry from the clock queue (for example,
resulting from a Mark Time directive previously executed or
the issuance of a rescheduling request)

e Execution of a Declare Significant Event directive (DECLSS)

e Execution of the round-robin scheduling algorithm at the end
of a round-robin scheduling interval

® Execution of an Exit, an Exit With Status, or an Emit Status
directive (EXITS$S, EXSTS$, or EMSTS)

3.2 EVENT FLAGS

Event flags are a means by which tasks recognize specific events.
(Tasks also wuse Asynchronous System Traps, ASTs, to recognize
specific events. See Section 3.3.3.)

In requesting a system operation (such as an I/O transfer), a
task can associate an event flag with the completion of the
operation. When the event occurs, the Executive sets the
specified flag. Several examples later in this section describe
how tasks can use event flags to coordinate task execution.

To enable tasks to distinguish one event from another, 64
(decimal) event flags are available. Each event flag has a
corresponding unique Event Flag Number, or EFN (all numbers are
decimal):

e Numbers 1 through 32 form a group of 1local flags that are
unique to each task and are set or cleared as a result of
that task’s operation.

e Numbers 33 through 64 form a second group of flags that are
common to all tasks, hence their name common flags. Common
flags can be set or cleared as a result of any task’s
operation.

e The last 8 flags in each group, local flags (25 through 32)
and common flags (57 through 64) are reserved for use by
DIGITAL software components.

Tasks can use the common flags for intertask communication, or
they can wuse their own local event flags internally. They can
set, clear, and test event flags by using Set Event Flag (SETFS$),
Clear Event Flag (CLEF$), and Read All Event Flags (RDAFS)
directives.
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CAUTION

Erroneous or multiple setting and clearing of
event flags can result in software faults that
are difficult to trace. We suggest that vyou
avoid using common event flags.

Examples 1 and 2 illustrate the use of common event flags (33
through 64) to synchronize task execution. Examples 3 and 4
illustrate the use of local flags (1 through 32).

e Example 1

Task B clears common event flag 35 and then blocks itself by

issuing a Wait For directive that specifies common event flag
35.

Subsequently another task, Task A, specifies event flag 35 in
a Set Event Flag directive to inform Task B that it can
proceed. Task A then issues a Declare Significant Event
directive to ensure that the Executive will schedule Task B.

e Example 2

To synchronize the transmission of data between Tasks A and
B, Task A specifies Task B and common event flag 42 in a Send
Data directive.

Task B has specified flag 42 in a Wait For directive. When
Task A’s Send Data directive has caused the Executive to set
flag 42 and to cause a significant event, Task B proceeds and
issues a Receive Data directive Dbecause its Wait For
condition has been satisfied.

e Example 3

A task contains a Queue I/0O Request directive and an
associated Wait For directive; both directives specify the
same local event flag. When the task queues its I/O request,
the Executive clears the local flag. If the requested I/0 is
incomplete when the task issues the Wait For directive, the
Executive blocks the task.

When the requested I/O is completed, the Executive sets the
local flag and causes a significant event. The task then
resumes its execution at the instruction that follows the
Wait For directive. Using the 1local event flag in this
manner ensures that the task does not manipulate incoming
data until the transfer is complete.
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e Example 4

A task specifies the same local event flag in a Mark Time and
an associated Wait For directive. When the Mark Time
directive is issued, the Executive first clears the 1local
flag and subsequently sets it when the indicated time
interval has elapsed.

If the task issues the Wait For directive before the 1local
flag 1is set, the Executive blocks the task, which resumes
when the flag is set at the end of the proper time interval.
If the flag has been set first, the directive is a no-op and
the task is not blocked.

Specifying an event flag does not mean that a Wait For directive
must be issued. Event flag testing can be performed at any time.
The purpose of a Wait For directive is to stop task execution
until an indicated event occurs. Hence, it is not necessary to
issue a Wait For directive immediately following a Queue I/O
Request directive or a Mark Time directive.

If a task issues a Wait For directive that specifies an event
flag that 1is already set, the blocking condition is immediately
satisfied and the Executive immediately returns control to the
task.

Tasks can 1issue Stop For directives 1instead of Wait For
directives. When this is done, an event flag condition not
satisfied will result in the task’s being stopped (instead of
being blocked) until the -event flag 1is set. A task that is
blocked still competes for memory resources at 1its running
priority. A  task that is stopped competes for memory resources
at priority O.

The simplest way to test a single event flag 1is to issue the
directive CLEF$ or SETF$. Both these directives can cause the
following return codes:

IS.CLR - Flag was previously clear
IS.SET - Flag was previously set

For example, if a set common event flag indicates the completion
of an operation, a task can issue the CLEFS$ directive both to
read the event flag and simultaneously to reset it for the next
operation. If the event flag was previously clear (the current
operation was incomplete), the flag remains clear.
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3.3 SYSTEM TRAPS

System traps are transfers of control (also called software
interrupts) that provide tasks with a means of monitoring and
reacting to events. The Executive initiates system traps when
certain events occur. The trap transfers control to the task
associated with the event and gives the task the opportunity to
service the event by entering a user-written routine.

There are two kinds of system traps:
® Synchronous System Traps (SSTs)

SSTs detect events directly associated with execution of

program instructions. They are synchronous because they
always recur at the same point in the program when
trap-causing instructions occur. For example, an illegal

instruction causes an SST.
e Asynchronous System Traps (ASTs)

ASTs detect events that occur asynchronously to the task’s

execution. That is, the task has no direct control over the
precise time that the event--and therefore the trap--can
occur. For example, the completion of an I/O transfer can

cause an AST to occur if you specify the AST argument in the
QIO directive.

A task that wuses the system trap facility issues system
directives to establish entry points for user-written service
routines. Entry points for SSTs are specified in a single table.
AST entry points are set by individual directives for each kind
of AST. When a trap condition occurs, the task automatically
enters the appropriate routine 1if its entry point has been
specified.

3.3.1 Synchronous System Traps (SSTs)

SSTs can detect the execution of invalid instructions,
instructions with invalid addresses, and trap instructions (TRAP,
EMT, IOT, BPT).*

* See the PDP-11 Architecture Handbook for a description of
processor instructions referred to in this chapter.
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NOTE

If you use the Fast Remap feature, which operates
via IOT instructions, the IOT entry point in your
SST vector table is ignored. See Section 5.7 for
details on the Fast Remap feature.

The user can set up an SST vector table, containing one entry per
SST type. Each entry is the address of an SST routine that
services a particular type of SST (a routine that services
illegal instructions, for example). When an SST occurs, the
Executive transfers control to the routine for that type of SST.
If a corresponding routine 1is not specified in the table, the
task is aborted.

The SST routine enables the user to process the failure and then
return to the interrupted code. Note that if a debugging aid and
the user’s task both have an SST vector enabled for a given
condition, the debugging aid vector 1is referenced first to
determine the service routine address.

SST routines must always be reentrant if there is a possibility
that an SST can occur within the SST routine itself. Aalthough
the Executive initiates SSTs, the execution of the related
service routines is indistinguishable from the task’s normal
execution. An AST or another SST can therefore interrupt an SST
routine.

3.3.2 SST Service Routines

The Executive initiates SST service routines by pushing the
task’s Processor Status (PS), Program Counter (PC), and
trap-specific parameters onto the task’s stack. After removing
the trap-specific parameters, the service routine returns control
to the task by issuing an RTI or RTT processor instruction. Note
that the task’s general purpose registers RO through R5 and SP
are not saved. If the SST routine makes use of them, it must
save and restore them itself.

To the Executive, SST routine execution is indistinguishable from
normal task execution, so that all directive services are
available to an SST routine. An SST routine can remove the
interrupted PS and PC from the stack and transfer control
anywhere in the task; the routine does not have to return control
to the point of interruption. Note that any operations performed
by the routine (such as the modification of registers or the
setting or clearing of event flags) remain in effect when the
routine eventually returns control to the task.
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SYSTEM TRAPS

A trap vector table within the task contains all the service
routine entry points. You can specify the SST vector table by
means of the Specify SST Vector Table For Task directive or the
Specify SST Vector For Debugging Aid directive. The trap vector
table has the format shown in Table 3-1.

Table 3-1: Trap Vector Table

Word Offset Vector Trap

0 S.COAD 4 0dd address trap (PC380 only)
or nonexistent memory error

1 S.CSGF 250 Memory protect violation

2 S.CBPT 14 T-bit trap or execution of a
BPT instruction

3 S.CIOT 20 Execution of an IOT instruction
(except when using Fast Remap
feature)

4 S.CILI 10 Execution of a reserved
instruction

5 S.CEMT 30 Execution of a non-RSX EMT
instruction

6 S.CTRP 34 Execution of a TRAP instruction

Depending on the reason for the SST, the task’s stack can also
contain additional information, as follows:

TRAP instruction or EMT other than 377 (and 376 in the case
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