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The Numericord Machine-Tool Director

GERALD T. MOORE'

HAT is numerical control of machine tools? I
&; %/ would answer by saying that it is a system of
machine-tool control in which the machining op-
eration is guided by instructions in the form of coded
numbers. These instructions may be inserted via punched
cards, punched tape, magnetic tape, or other suitable
means. A complete sequence of operations is predeter-
mined and programmed in a coded form which is under-
standable to the controller or the director, as it is called.
As divided into their broad classifications, the two types
of numerical machine-tool controls are:

1) Positioning controls. A sequence of positions of a
tool is controlled, some operation occurring at each posi-
tion before the tool continues to the next position. Here,
it is generally unimportant by which route and at which
speed the tool progresses from one position to the next.
The tool is not in contact with the workpiece when mov-
ing between positions.

2) Path- controls. The tool is made to follow a pre-
scribed path over the surface of the workpiece at a pre-
scribed, but not necessarily constant, velocity. Depending
upon the particular control system, the path may be in
two or three dimensions.

The numericord machine-tool director, about which I
am going to talk, is a path control system. While it differs
in some respects from other path control systems, a study
of its functioning will serve to demonstrate the processes in-
volved in path control.

When I speak of the machine-tool director system, I am
not including the machine tool itself with its power servo-
mechanisms and error-detecting and amplifying circuits.
That is separate equipment. I am talking about the data-
processing and digital-to-analog conversion equipment
which is necessary to provide real-time continuous-con-
trol signals in response to the numerical instructions in-
serted into the director. In the Numericord system there
is no physical interconnection between the director system
and the machine-tool controls. The continuous-control sig-
nals are recorded on magnetic tape and are subsequently
played back at the machine tool. The interposition of the
recording and playback functions in the sequence of con-
trol makes possible the divorcing of the director system
from the machine tool. Therefore, a magnetic tape may
be repeatedly used to produce several identical parts on
the machine tool. Meanwhile, the director system is record-
ing tapes for other machine tools. Fig. 1 shows the direc-
tor system.

t Concord Control, Inc., Boston, Mass.

Fig. 1—The director system.

The Numericord director has punched paper tape as its
input. Coded numbers on this tape prescribe the path of
the cutting tool center in five axes. Thus, for example,
a milling machine on which the milling head has two ro-
tational degrees of freedom as well as orthogonal X, ¥,
and Z degrees of freedom may be controlled. The punched
paper tape does not specify the path at all points, therefore
it is necessary for the director to interpolate between
specified points. That is, the continuous-control signals
for the five axes must direct the cutting tool along some
path between the points specified on tape.

The amount of data that is required on the input tape
for any numerical system depends upon the interpolation
method used in that system, and, in general, the amount
of data decreases with increasing complexity of the inter-
polator. If you were to define positions on paper tape suc-
cessively at one-thousandth intervals on the workpiece, no
interpolation between defined points would be necessary
at all in order to attain a reasonable degree of accuracy. -
On the other hand, if the director will interpolate linearly
between defined points, that is, if the director directs the
machine tool to cut a straight line between defined points,
then the paper-tape input need define only the end points
of all straight-line cuts. Here, however, a curve must be
defined as a series of straight-line segments, the number
of the segments depending upon the prescribed accuracy.
If, for instance, you were required to cut half of an inside
circle of six-inch diameter with a two-inch diameter cutter
maintaining an accuracy of one thousandth, linear inter-
polation would require that the paper tape input specify
78 straight-line cuts. More elaborate interpolation schemes
are possible, which pass higher degree curves through a
number of specified points. Depending upon the type of
cutting to be done, these systems may reduce considerably
the amount of data required at the director input at the
expense of a greater amount of equipment within the
director. All considerations being taken, the Numericord
designers were led to the choice of a linearly interpolating
system.
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The interpolator has five output lines, one for each
axis. On each of the output lines discrete “command”
pulses appear. One pulse represents a fixed increment of
displacement at the machine tool, the amount of displace-
" ment being referred to as the quantization level of the
system. The Numericord director has a quantization level
of one eighth of a thousandth of an inch. Thus, the oc-
currence of 8000 command pulses in succession on the
X-axis output line would drive the tool one inch over
the workpiece in the X direction. Since the power servo-
mechanisms at the machine tool respond to analog signals
and not to pulses, a pulse-to-analog conversion must take
place. This occurs in the “decoder.” The output from the
decoder consists of five command synchro signals, These
are recorded on magnetic tape. When played back at the
machine tool, the signals provide the command positions
for five servodrives. ‘ .

A block diagram of the director system is shown in
Fig. 2. ’

PUNCHED DATA INTER- —J MULT1-
PAPER ———* RTETDEER INPUT -l POLATOR DECODER |——a WCHANNEL | MAGNETIC
TAPE (CIRCUT RECORDER  TAPE
Do | =
CODED
NUMBERS

5 COMMAND

5 CHAINS OF
COMMAND PULSES SYNCHRO SIGNALS

Fig. 2—Block diagram of a Numericord system.

Dara InpPUT

The terminal point of each straight-line segment of the
programmed tool path is specified on the paper tape by
coding the distance in each axis from the terminal point of
the previous straight-line segment. In addition to the incre-
mental distances for the five axes, a time-of-cut, or com-
mand time, is specified for each straight-line segment,
and a direction-of-cut or sign code is inserted at the be-
ginning of each dimension. One line of tape is required
for each coded decimal digit or sign. The arrangement of
data is such that the command time appears first. Three
lines of tape are allocated to command time so that the
command time is three decimal digits long. The command
time is followed by a sign and seven decimal digit codes
for the X axis, then by a sign and seven decimal digit
codes for the Y axis, and so on for each of the five axes.
The seven decimal digits indicate hundreds of inches, tens
of inches, units, tenths, - hundredths, thousandths, and
tenths of thousandths of inches. The seventh digit is either
a zero or a five so that distances are programmed in multi-
ples of a half of a thousandth., The director will handle a
maximum distance of 399.9995 inches in all axes. Of
course, when the fourth and fifth axes are used to con-
trol rotations, a conversion must be made from angular
degrees to linear inches so that the programming can be
done in inches.

The command-time and command-distance information
for a single straight-line cut comprise one ‘“block” of
paper-tape information. At the director, each block is read

serially, line by line, each line being translated into a four-
digit binary code and stepped into four magnetic-core
stepping registers. The first digit of the four-digit code is
weighted five, the second is weighted two, and the third
and fourth are each weighted one. The binary code for
seven, therefore, is the binary 1100. Each of the four
stepping registers is associated with one of the four
binary digit columns in the translated number. One regis-
ter is designated the “five” register. Into it goes the most
significant binary digit. The next register is designated
the “two” register, and it receives the second most signifi-
cant digit. The third and fourth registers are the “one-A”
and “one-B” registers respectively. ' :
Table I demonstrates the coding.

TABLE I
CobpiNG
S 2 1a 1z

0 0X5 + 0X2 + O0xX1 4+ Ox1 = 0
1 0X5 + 0Xx2 + O0X1 4+ 11Xt = 1
2 0X5 4+ 1X2 4+ 0X1 + 11Xt = 2
3 0X5 + 1X2 + OX1 + 1X1 = 3
4 0X5 + 1X2 + 1X1 + 1X1 = 4
5 IX5 4+ 0X2 + 0X1 + OX1 =5
6 IX5 4+ 0X2 + 1X1 4+ O0X1 = 6
7 IX5 + 1X2 4+ 0Xi 4+ OXt = 7
8 IX5 4+ 1X2 4+ O0X1 + 11Xt = ; 8
9 IX5 + 1X2 + 1X1 4+ 1X1 = 9

As each character is read, the appropriate code is set
into the shift registers and advanced one position into the
registers. When one block of tape has been read, the regis-
ters are full, and the tape reader stops. The numbers read
first are stored in the magnetic cores farthest down the
stepping registers. The stepping registers have between
them a group of four cores (one core per register) to store
each coded decimal digit of the three command-time digits;
they have a group of four cores to store each coded deci-
mal digit of the seven command-distance digits for each
axis, and they have a group of four cores (some of which
are redundant) to store each of the signs. So there is a

“total of 12 command-time cores, 140 command-distance

cores, and 20 sign cores.

Fig. 3 shows the stepping register with the command
time, 200 seconds, and with the command distance,
—250,9645, stored as an example. Note that the arbitrary
choice was made to use the same code for minus as for
two. A limitation on the command-time code is that not
more than one command-time core contains a binary “one.”
The reason for this will be seen as we progress. The al-
lowable command times are 200, 100, 50, 20, 10, 5, 2, 1,
and 0.5 seconds.
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COMMAND ~
TIME X Y z ® @

18 REGISTER [T Je-{TT1 PT I {111 o] T T T {1 LTI T T T e—

1a REGISTER [[]]

DATA IN

2 REGISTER { [ JeXX

5 REGISTER [[]]
200

-2509645

D 8LOCK REPRESENTS A CORE

Kl x IN BLOCK REPRESENTS. A STORED BINARY “ONE"

Fig. 3-——Magnetic core shift register.

PULSES
.FROM
COMMAND
PULSE
CLOCK

250.9465 INCHES STORED AS AN EXAMPLE

Fig. 4—Arrangement of interpolation counter in relation
to storage cores of a typical axis.

INTERPOLATION

Upon' the occurrence of an internally generated signal,
the contents of the dimersion-storage cores of the four
stepping registers are transferred in parallel to a second
set of storage cores. Simultaneously, the sign and com-
mand time cores are reset, causing pulse outputs from
cores which had been storing ones. The stepping registers
are thus freed to receive another block of information
while the coded dimension numbers of the previous block
are available to be operated upon in the second set of cores.

Let us consider of what this operation must consist. We
are attempting to convert a coded number into a corre-
sponding number of discrete pulses at a rate of one pulse
per eighth of a thousandth, or a rate of four pulses for our
least programmable distance, one half of a thousandth.
Thus, let us interrogate nondestructively the core in which
the half-thousandth bit is stored. If this core contains a
binary “one,” a pulse output will occur each time we inter-
rogate it; if we interrogate it four times during the
processing of the block, four output pulses will occur. We
see that we can weight the binary digit stored in any core
by fixing the number of times that that core is interro-
gated during the programmed command time. The cores
storing binary ‘“ones” weighted at 0.001 inch will be inter-
rogated eight times during any command time; the cores
storing binary “ones” weighted at-0.002 inch will be inter-
rogated 16 times during a command time, a 0.005-inch
core 40 times, and so forth. The outputs of the cores for
one axis are buffered onto a common output line so that

the command pulses on that line are a result of contribu-
tions from all the cores which have “ones” stored in them
in that axis.

It would appear that the weighting functions for the
core-stored dimension could be generated by a counting
chain, and this is just what is done. A counting chain com-
posed of cascaded binary and decade scalers is used. Fig. 4
shows how this counting chain, called the interpolator
counter, is arranged with respect to the core storage for
one axis. The decade circuits consist. of four flip-flops
connected so that, for 10 pulses entering a decade, there
occur 5 carry and 5 noncarry transitions of the first flip-
flop, 2 carry and 2 noncarry transitions of the second flip-
flop, and 1 carry and 1 noncarry transition from each of
the third and fourth flip-flops. The noncarry transitions of
each flip-flop trigger an interrogate pulse which results in
a command pulse out, if a binary “one” is contained in the
magnetic core being interrogated. Although Fig. 4 shows
the cores of only one axis, each flip-flop in the interpolator
counter interrogates the five corresponding cores of the
five axes. With a divide-by-four circuit beyond the half-
thousandth flip-flop, the half-thousandth core is interro-
gated four times for every end carry. The end carry sig-
nals the end of the straight-line motion.

It is interesting to note two properties of the interpola-
tion counter without which this system of linear inter-
polation would not work.

1) No two cores of any axis are interrogated simul-
taneously, and hence, the command-pulse contributions
of the various cores appear as separate discrete pulses on
the command-output line. This is because each oscillator
pulse propogates down the chain as carry transitions until
the first flip-flop ready for a noncarry transition is reached.
The noncarry transition of that flip-flop does not result in
any action farther down the chain. Hence, only one non-
carry transition can occur anywhere in the chain for each
input pulse to the chain. ‘

2) It can be shown that, regardless of what pattern of

“ones” and “zeros” exists in the storage system, that is, -

regardless of what number has been stored, the resulting
pulse distribution is such that the displacement vs time
for any axis never varies from a perfect ramp by more
than one quanta. ' '

Our command-pulse clock-oscillator frequency in the
Numericord system is 16 kc. Referring again to Fig. 4,
we see that 3.2-million oscillator pulses are required for
each end carry. At an input rate of 16 ke, it would require
200 seconds to cycle through or cause an end carry. How-
ever, if we feed in our 16-kc clock pulses farther down the
chain, it will require less time for the counter to cycle
through. The Numericord system feeds clock pulses to nine
gates, only one of which is open at a time. So pulses are
fed to one of mine input points along the interpolator
counter. The nine command times available are, as T pre-
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viously mentioned, 200, 100, 50, 20, 10, 5, 2, 1, and 0.5
seconds. These gates are controlled by flip-flops, one of
which is set by the pulse output of the appropriate com-
mand-time storage core.

The end carry from the interpolation counter clears the
storage register and resets the command-time flip-flop so
that no more oscillator pulses are admitted to the counter.
When the clearing action is complete, the next command
dimension is dumped in the storage register from the
stepping register. Simultaneously, the nine command-time
storage cores are reset resulting in an output pulse from
the one core holding a “one.” This pulse sets the appropri-
ate command-time flip-flop. Clock pulses are now entered
into the counter at a point in accordance with the new com-
mand time. Command pulses continue to appear on the
‘output line after the end carry, but at a rate determined by
the new command time and the new command distance.
So there may be a discontinuity in command-pulse rate
and, therefore, a discontinuity in command velocity at the
end of one straight-line cut and the beginning of the next.

In programming an excessively large velocity step in
any axis, the programmer may use a special code which
will automatically reduce the clock rate as the end of the
cut leading into the velocity step is approached. So the
velocity step occurs at a much lower clock-pulse level and
consequently results in a much lower velocity step at the
machine tool. After the velocity step has passed, the clock
rate rises to normal.

You can see in Fig. 5 that when clock pulses are entered

into the counter at a point other than through the 200-sec-

ond gate, not all cores will be interrogated. For instance, a
50-second command time results in the 100-inch and 200-
inch cores not being interrogated. Therefore, a restriction
must be placed on the programmer so that the programmed
distance for 50 seconds is not more than 99.9995 inches in
any axis. In fact, the restriction for any command time is
such .that the maximum vector component of feedrate in
each axis is two inches per second.

Decoping

Since a synchro signal is well suited to the control of posi-
tion, the Numericord system was designed to produce
command synchro signals from the command-pulse outputs
of the interpolator. This is done in the electronic phase-
shift decoder. This decoder produces six 200-cps square
wave outputs, one for each axis, plus one for a .eference.
The axis signals are phase shifted with respect to the ref-
erence by an amount proportional to the command dis-
tance. The decoder output is similar to the output of a
rotary command synchro where the stator windings are
excited by two or three phase reference voltages, and the
phase of the rotor signal with respect to any one of the
stator-phase voltages-is proportional to the mechanical
angle of the rotor. : ,

The mechanism by which the phase shift is produced in

COMMAND
PULSE CLOCK

s

- o 10l 222 |- END
=jo L i CARRY
¥
ae

N2
0014

Ivev ¥
wh== 8

1005

38
3

0005

Fig. 5—Interpolation counter with command-time gates and
flip-flops.

cLoc
OSCILLATOR
REFERENCE SQUARE

e ez b= r
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PERIOD= T

COMMAND PULSE
INPUT
{OUTPUT OF INTERPOLATOR)

Fig. 6—Sample decoder.

response to a command pulse is best understood through
reference to Fig. 6. Here, two binary-counting chains of
equal length are shown. Both have inputs from a common
high-frequency oscillator, the carrier-clock oscillator. One
of these counting chains has an additional input which is
the command-pulse line. If pulses only appear on the clock--
oscillator input line, and if both counting chains initially
start with all flip-flops reset to a common state, then the
square-wave signals appearing on the plates of the last flip-
flop in each chain will be of the same frequency and will
be in-phase with each other. Now, if a command pulse
appears on the command liné at a time between the occur-
rence of two clock pulses, the first flip-flop of this claim will
become 180 degrees out of phase with the first flip-flop of the
other chain, One less clock pulse will be required for this
chain to cycle through a complete count than is required
for the other chain. Therefore, the transition of the last
flip-flop occurs sooner for this chain, by the amount of
time between clock pulses. If no more command pulses
appear, the two chains continue counting, and the phase of
the square-wave signal of the last flip-flop in the second
chain remains advanced by T microseconds with respect
to the first chain. (7 = clock-pulse period.) The first
chain is the reference chain, and the square-wave signal
from the plate of its last flip-flop is the reference-output
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signal and is essentially the signal which excites the stator
of the feedback synchro. The second chain is the axis
chain and its output is the phase-shifted signal to be com-
pared with the phase of the rotor signal on the feedback
synchro. The reference signal must, of course, be filtered
to a sine wave and converted to 2 or 3 phase.

When -the direction of machine-tool travel is negative,
the command pulses are made to delete incoming clock
pulses, one for each command pulse. So the phase of the
axis counter lags the reference by further fixed increments
with every command pulse.

In the Numericord system, there are five counting
chains in addition to the reference chain so that five mo-
tions may be simultaneously controlled. Each chain is a

combination of cascaded binary and decade scalers so that -

the total reduction of frequency is by a factor of 800 in
each axis. The clock frequency is 160 k¢ and, therefore,
the nominal output frequency is 200 cps. Since command
pulses may be entered (added or subtracted) at the high-
_frequency end of the scalers at a rate of up to 16,000 pps,
it is possible to modulate the output phase at a rate of
7200 degrees per second, or, in other words, to modulate the
frequency at a rate of 20 cps. Each command pulse shifts the
phase by one 800th of a cycle or by 0.45 degrees. Eight-
hundred pulses or 0.1 inch of command causes the phase to
shift one cycle. ‘

The carrier-clock oscillator and command-clock oscilla-
tor are not synchronized. It could happen that a command
pulse and a carrier-clock pulse could appear simultane-
ously at the input to a decoder axis counting chain if the
precaution were not taken to avoid this. A circuit which
we call the chronizer circuit prevents this from happening.
In Fig. 7, we see that a command pulse sets a flip-flop to
~the “one” state, which after a short delay, opens a gate.
The next carrier-clock pulse that occurs passes through
this gate and resets the flip-flop. A pulse is produced at a
fixed interval after the reset transition of the flip-flop. The
time that this pulse can occur with respect to the time that

carrier-clock pulses occur is determined by the setting of
the delay. The delay is adjusted so that the pulse occurs be-
tween two carrier-clock pulses. The pulse will either be

‘added to the carrier-pulse chain entering the axis counter,

or it will generate a gating potential of sufficient length to
prevent the next carrier pulse from entering the counter,
depending on the state of the add-subtract flip-flop.

AA

CARRIER

REFERENCE
‘COUNTING CRAIN

CLOCK.
OSCILLATOR

% 1 [l e e G
SIGN PULSE FF

CHRONIZER

Fig. 7—Chronizer.

I have attempted to explain the operation of the essential
feed-forward elements of the Numericord system. There
are many auxiliary features, an explanation of which
time does not permit. There is an indication scheme by
which a continuous decimal-digit display of the actual
phase between any axis and the reference is presented to
the operator. There are area alarms which point to specific
areas in the equipment when a fault occurs.

You can appreciate that the director is a very special
purpose type of computer, and I think you will appreciate
that much computation may be necessary in the initial
paper-tape preparation. These computations include deter-
mining tool-center offsets, since it is the contour of the
point of tangency between the tool and the workpiece that
1s of interest, whereas it is the path of the center of the
tool that must be programmed. The computations also in-
clude determining the straight-line segments necessary to
approximate a specified curve with a given degree of ac-
curacy. A general-purpose computer lends itself to these
computations, while the real-time problem of interpolating
and rate generating is the special province of the director.
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Design of a Numerical Milling Machine System

Y. C. HO'" anp E. C. JOHNSON?

I. GENERAL CONSIDERATIONS

A. Basic Concept of Numerical Control

DVANCED data-processing and control techniques
A can be used in many ways to effect substantial
improvements in present manufacturing proc-
esses. A good example is the application of numerical con-
trol to machine tools. As currently used in this connection,
numerical control describes loosely the concept of operat-
ing machine tools from information recorded on punched
cards, punched tape, or magnetic tape. The recorded in-
formation may or may not be in digital form. If it is not,
however, the control record is generally produced from
numerical data by equipment which is considered to be
part of the system. Hence the use of the word “numeri-
cal.” 3

The underlying objective in applying numerical control
to machine tools is improvement in the over-all process of
producing finished parts from basic design information.
Improvements commonly sought include greater accuracy
and reproducibility of the part, increased machine produc-
tivity, reduction in tooling costs, reduction in skilled man-
power required, and over-all shortening of the manufac-
turing cycle. Sizable gains can be realized through atten-
tion to any of several specific problem areas. However,
maximum benefits are to be expected only if the entire
manufacturing process is considered as an integrated
system.

The proper starting point for such an approach may
well be in the design stages which immediately precede
manufacturing. Actually, serious thought has been given
to the use of modern data-processing techniques in mech-
anizing the design process itself.* However, little progress
has been reported to date except where the design process
is at least partially analytical already, as with certain types
of cams. For the most part, therefore, in contemporary nu-
merical machine-tool systemis it is presumed that a more
or less conventional engineering drawing of the part to
be made is available.

A further stage of manual effort, referred to here as
process planning, likewise appears in present systems.
This is concerned with the development of data pertaining
to the metal-cutting aspects of the job: the manner in
which the part is to be mounted on the machine, the se-
quence of cuts to be made, the amount of metal to be re-
moved in each cut, the cutter size and shape, the feed rates,
etc. Since most of this information is derived from the

T Bendix Aviation Corp., Detroit, Mich.
*G. R. Price, “How to speed up invention,” Fortumne, p. 150;
November, 1956.

part drawing, utilizing past experience, it might be ex-
pected that it would be possible to mechanize this task. -
Practically, however, mechanization. has not yet been
found feasible because of the large number of decisions to
be made and the difficulty of defining suitable criteria. The
input to a numerical manufacturing system proper there-
fore consists of two basic kinds of information: geo-
metrical data and machining instructions.

At the output end of the system is a machine for physi-
cally producing the part. The result most ideally is a part
on which all machining operations are complete. It may
even be desirable to consider that automatic inspection of
the part is included as well. As a practical matter, however,
it may-be necessary to accept far less, recognizing that some
finishing operations may be required either by hand or by
machines essentially unrelated to the numerical process.
Likewise, inspection may be entirely separate. With the
latter reservations in mind, a numerical manufacturing
system of the type being discussed can be represented sym-
bolically as in Fig. 1.

'NUMERICAL WAMIUFACTURING SYSTEM

Fig. 1—Symbolic representation of a numerical
’ manufacturing system.

B. Path Control of a Milling Machine

In some machining techniques such as drilling and
broaching, the shape of the cutter determines the shape of
the work piece. Control of such machines is largely a mat-
ter of positioning the cutter to the proper location between
operations. Milling and turning, however, are techniques
in which the shape of the part surface may have little or
nothing to do with the shape of the cutter, The surface is
determined rather by the relative motion between cutter
and work piece.

The amount of control information necessary in such a
process depends not only on required accuracy in the usual
sense, but also on surface finish. Generally speaking, sur-
face finish has to do with uniformity in relatively small
areas; accuracy has to do with absolute location. Irregu-
larities permitted by the surface-finish requirement are fre-
quently a factor of ten or more smaller than the errors
which are tolerated from accuracy considerations alone.
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Hence basic resolution provided in the motions of the
machine must usually be many times better than implied
by the accuracy requirement.

Coarse control information would be filtered to some ex-
tent by unavoidable lags in the machine drives. Such

" smoothing might be completely satisfactory at high veloc-
ities, or feed rates, but completely ineffective at low rates.
In addition, the dynamic performance of the machine
drives should be high for other reasons—to maintain low
following errors on complex contours at reasonable speeds,
and to resist load forces generated by the cutter over a
wide-frequency range. Consequently dynamic filtering of
coarse control information by the machine drives cannot
generally be relied upon to provide the necessary smooth-
ness of motion.

Another factor tending to increase the amount of in-
formation required in the control of a milling machine is
the relative inefficiency of the scanning procedure used
conventionally to generate such shapes as the one illus-
trated in Fig. 2. Little if any advantage can be taken of
the similarity of cutter motions. on successive passes. To
make matters worse, the spacing of the passes may be dic-
tated by the need to keep the scallops produced by the cut-
ter within the limits allowed by a tight surface-finish re-
quirement.

The problem is somewhat analogous to that encountered
in the production of a television image which is pleasing
to the eye. The large amount of redundancy between ad-
jacent lines in a frame is recognized. Theoretical consid-
erations clearly indicate that substantial improvement is
possible.

However, techniques which would avoid this redundancy
and still be practical on an economic basis ‘are yet to be
demonstrated.

Thus the amount of information required to control a
milling machine, using conventional cutters and procedures
and with no built-in smoothing other than that provided by
the usual dynamic lags on the drives, is quite high. The
rate of information flow depends on machine feed rates.
These may range from fractions of an inch per minute to
several hundred inches per minute. A theoretical upper
limit to the usable information rate might be established in
terms of the dynamic capability of the machine drives.
There would seem to be little point, for example, in chang-
ing the position command at a rate appreciably higher
than that at which the machine drive servos can respond.
Larger steps at a less frequent rate may give just as satis-
factory results. Taking full advantage of this principlé
may involve more expense in terms of additional hard-
ware than could ordinarily be justified. The “pulse-multi-
plication” scheme described in Section ITT approximates
this, however.

C. Computational Problems

As mentioned earlier, the process-planning stage, while
perhaps theoretically amenable to modern data-processing
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Fig. 2—Scanning nature of three-dimensional contour milling.

i2)

(b)

Fig. 3—Illustration of two major computational problems. (a) Cut-
ter-center offset. (b) Interpolation or path generation.

techniques, practically has not yet been found to be so.
However, several other problems of a computational na-
ture definitely are subject to mechanization.

One of the most significant of these is the cutter-offset
problem. As. previously noted, complex surfaces are gen-
erated in milling by relative motion between cutter and
work piece. In the usual case, it is the cutter axis or center
that is directly controlled. The surface of the work piece,
however, is produced by the periphery of the cutter, Fig.
3(a). A translation from part-design information is there-
fore necessary to determine a cutter- center path which will

produce the desired surface:

Another major problem is that of path generation, or
interpolation. Fig. 3(b) illustrates a very common situa-
tion in which a portion of the part to be made is a circular
arc. -End points are located and the radius is specified.
Somewhere in the manufacturing process there must be
the ability to establish from this kind of information an
essentially continuous sequence of cutter-center positions
sufficient to generate the curve.

Although other problems such as optimum control of
feed rate can be considered, the cutter-offset and interpola-
tion problems seem to be the most fundamental., In gen-
eral, either of the problems can be difficult and tedious to
handle manually. The economic success of numerical ma-
chining appears to hinge on the development of effective
techniques for dealing with these problems automatically.

D. System Organizotion

A numerical manufacturing system can be divided into
any number of physically distinct functional elements,
provided suitable means are available for communication



Ho and JTohnson:

between elements. The last element in the system, as pres-
ently conceived, is a machine tool of more or less conven-
tional configuration (assuming that there is no radical
departure in metal-removal techniques). A control ele-
ment of some description will necessarily be direct-coupled
to the machine. This element may be a full-scale computer-
control device for performing all data-processing opera-
tions at the machine, or it may be little more than a data-
recelving device. Between the machine control unit and
the input end of the system, many variations are possible.

Although computing techniques are common at present,
a basic incompatibility exists between the instantaneous
time scales required for some calculations, such as cutter
offset, and the rate of control information required by the
machine to achieve uniform and continuous operation. A
computer which is fast enough to meet the peak informa-
tion rate on a real-time basis would be far more powerful
than necessary on the average. Isolation of the difficult
computational tasks from machining proper is therefore
advisable. This implies that there should be at least one
element in addition to the machine and its control unit.

Other principles can be formulated from the data-han-
dling viewpoint which under some circumstances can serve
as useful guides. For example, consider the two computa-
tional problems discussed in the preceding part. That
of cutter offset generally does not produce additional in-
formation; the cutter-center surface is not usually signifi-
cantly more complex than the part surface. The process of
interpolation, on the other hand, is basically one of gener-
ating additional data. Other things being equal, therefore,
cutter offset should be performed before interpolation in
order to avoid having to transmit and operate on an un-
necessarily large volume of data.

Other considerations lead to basic conflicts. It may be
feasible to perform the purely data-processing operations
at a rate which is significantly faster on the average than
the rate at which metal can be removed. A single data-
processing facility could then service a number of ma-
chines. In this case, all possible data processing should be
done away from the machine and its directly connected
control- unit. This approach is attractive from the view-
point of simplifying the equipment required at the ma-
chine. However, as emphasized previously, the control of
milling-machine motions requires a very large amount of
data. In the approach just described, all of this informa-
tion would be transmitted to the machine, none of it being
generated in the machine control unit. The result may be
extremely bulky control records and expensive and com-
plex equipment for their generation.

E. A Solution to the Systems Problem

. From a functional point of view, present numerical-
control systems differ mainly in the manner in which they
are subdivided physically, the operations assigned to each
element, and the data-transmission links between elements.
Because of the numerous conflicting considerations, obvi-
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Fig. 4—P1ctorlal diagram of the Bendix numerical milling
machine system.
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Fig. 5—Straight-line approximation to a curve.

ously no system can be optimum in an absolute sense. The
system illustrated pictorially in Fig. 4, however, meets to
a high degree the over-all objectives outlined in Section
I-A. ' A

This system comprises two major groups of equipment.
One consists of the machine and its directly connected
control unit. The other involves a small, general-purpose,
digital computer for data preparation. The basic conflict
between the required large volume of control information
and extensive computation at the machine is resolved by
building into the machine control unit the ability to per-
form an elementary straight-line curve-fitting or inter-

polating operation.- With coordinate differences provided

along an arbitrary cutter-center path, as indicated in Fig.
5, the machine control unit in effect generates the connect-
ing straight lines.

The remaining computatlon—compensatlon for cutter
geometry and gross interpolation of curves and surfaces—
is performed by the data-preparation equipment. Linear
interpolation at the machine is relatively economical, i
compatible with the peak rates of control information de-
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Fig. 6—Computer, magnetic-tape unit, and input-output unit.

manded by the machine, and, most important, very greatly
reduces the amount of information which must be trans-
mitted to the machine control unit by way of the control
record. The volume of information is reduced to the point
where punched tape of conventional configuration is feas-
ible as the control record. The system is digital through-
out up to the point of producing operating signals for the
machine drives.

II. DATA PREPARATION

The heart of the data-preparation portion of the system
is the Bendix G-15D general-purpose computer.-An auto-
matic programming system called COMPAC (COMpre-
hensive Program for Automatic Control) enables the com-
puter to accept raw dimensional data and machining in-
structions in a language familiar to the process planner.
This section gives a brief description of the equipment

and discusses the design of the automatic program.

A. Equipment

1) Computer: The Bendix G-15D (Fig. 6) is a medium-
speed computer, operating serially with a magnetic drum
of 2160-words capacity.? Two noteworthy features make it
particularly suitable for this application. First, the G-15D
instruction has a micro-programming structure consisting
of seven independent parts. The effectively two-address
nature of the instruction facilitates minimum-access cod-
ing to achieve maximum computing speed. Second, input
and output can proceed simultaneously with computation
through built-in buffer-storage registers. Both features
were exploited in the design of the program.

2) Auzxiliory Equipment: Three pieces of auxiliary
equipment supplement the computer in the data-prepara
tion system. They are a Friden Flexowriter-Verifier, a
special input-output unit, and a magnetic-tape unit.

*H. D. Huskey and D. C. Evans, “The Bendix G-15 general
purpose computer,” Proc. WESCON Computer Sessions, pp. 87-91;
August, 1954,

Fig. 7—Flexowriter-Verifier for preparation of process tapes.

Information describing the part and its machining
process is introduced into the computer by way of a
punched tape (the process tape). The production of this
tape is accomplished by the Flexowriter, an electric type-
writer equipped with a tape reader and a tape punch (Fig.
7). Input data as furnished by the process planner on a
handwritten manuscript, or process sheet is copied on the
Flexowriter. As a by-product of this typing, a punched
tape is produced which contains in coded form the process
information. An additional tape reader, shown in the
background of Fig. 7, acts as a verifier to check the cor-
rectness of the tape in a separate typing operation. The
tape then serves as direct input to the computing system.
‘The Flexowriter may also be used to duplicate process or
control tapes.

The input-output unit (Bendix AN-2) consists of a
punched-tape reader, a tape punch, and a control desk
housing some electronic circuitry. The reader accepts proc-
ess tape in standard Flexowriter code and translates it to
straight binary. The punch produces control tape directly
as output from the computer. The special format used on
the control tape may also be read back into the computer
by means of the input-output unit. '

The magnetic-tape unit (Bendix MTA-2) supplements
the internal memory of the computer and provides per-
manent storage for all computer programs. Both the input-
output unit and the magnetic-tape unit are shown in Fig. 6
with the computer.

B. Program Design

The basic objective of COMPAC is the translation of
engineering information which can be interpreted by hu-
man beings into information of a form which can be
recognized by the machine control unit. Two essential
functions involved in this process are coding and com-
puting. With respect to the former, the problem in

‘program design is to determine the type of numerical-

control instructions to be built into the program and the
format of the input data. Here, convenience of use from
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Fig. 10—Format -of the Bendix COMPAC-1 process sheet.

(b)
Fig. 11—Part to which the process sheet shown in Fig. 10 applies.
(a) Profiling outside of D. (b) Pocket milling inside of D.

discussion of the processing for this part has been pre-
sented elsewhere.®

The design of this program provides a highly syste-
matic method of introducing the part design data. The
process planner needs to know little of actual computer
programming beyond the functions performed by each of
the eight operation codes. A somewhat different approach
includes a greater number of more basic operation codes.
Although potentially more flexible, such an approach ap-
pears to-demand more of.the process planner in an area
at present unfamiliar to him. At the expense of some
flexibility, the COMPAC programming system tends to
offer easier and more inclusive instruction codes in prefer-
ence to codes of a microprogramming nature.

The choice of entering data together with operation
codes is prompted by somewhat similar considerations.
Valuable storage space is saved when only a small amount
of information is stored in the computer at one time.
Although this necessitates the occasional repetition of
identical data points in the same program, it eliminates the
possibilities of error by the process planner in attempting
to identify specific points with numerical-control instruc-
tions not entered simultaneously.

An over-all flow diagram of the COMPAC system is
shown in Fig. 12.

2) Computation Techniques: The preceding describes
the functional aspects of the program. In this part the
mechanization and execution of these functions are dis-
cussed. The four major steps in this computatlon process
are outlined below,

*E. C. Johnson, “Bendix tape preparation system,” Proc. EIA
Symp. on Numerical Com‘rol p. 63; September, 1957.
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the process planner’s viewpoint is of prime importance.
In computing, on the other hand, the problem is to make
most effective use of the computer, considering such char-
acteristics as storage capacity and computing speed. These
two problems are invariably conflicting and require certain
compromises, Over-all design of the program is discussed
from both viewpoints.

1) Instruction Codes and the Process Sheet: The form
of the instruction code is shown in Fig. 8. It consists of a
variable-length data field and a fixed-length operation
code. The data field may contain up to 600 decimal digits
with signs. The operation code is a two-digit number with
sign. A negative sign indicates that the following operation
requires use of new routines stored on magnetic tape. The
computer then proceeds to load the appropriate program
as specified by the code. Once the program is loaded, op-
eration codes again are given a positive sign until another
search on magnetic tape is required. This scheme allows
for practically unlimited expansion of the program. The
present description, however, is limited to the eight opera-
tion codes comprising COMPAC-1, which are handled by
routines stored exclusively on the drum of the computer.
The meaning of these codes is explained below.

DATA OPERATION

e ™ T e e N e

VARIABL.E LENGTH FIXED LENGTH .

UP TO 600 DECIMAL DIGITS 2 DECIMAL DIGITS
WITH SIGNS AND SIGN

Fig. 8—Form of COMPAC instructions:

Profile wmilling—00”: Data preceding the 00 code
describe a circular or straight section of the profile of a
part. The computer calculates the cutter-center path re-
quired to produce this profile, and punches the results in
the form of control tape. Computation of an appropriate
intersection with the cutter-center path of the following
section, and automatic deceleration at a corner are in-
cluded.

Pocket milling—“01”: Data preceding this code spec-
ify the number of subsequent profile-milling codes that de-
fine the boundary of the enclosed pocket or profile, the
number of roughing cuts required to clean out the pocket,
and the amount of material to be removed in the final cut.
The computer produces a control tape that completely ma-
chines the pocket on the basis of information defining its
boundaries only. All computational features provided in
profile milling are carried over to pocket milling as well.
 Feed rate and tool diameter—“40”: A new feed rate
or tool size to be used in subsequent computations is indi-
cated by information preceding the 40 code.

Auxiliary function—“41”: Data preceding. this code
define special control-tape characters that control on-off
functions at the machine. Two examples are shown in
Fig. 9. ’
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Fig. 9—Control-tape format illustrating command for motion along
X axis of 4100 inches and along ¥ axis of —20 inches.

Print—*“17": The print code initiates the type-out of
cutter-center coordinates at the end points of circular and
straight sections during computation. The results are pre-
sented in inches with the decimal point inserted. This fea-
ture is used primarily as a means of monitoring the tape-
preparation process. \

Print suppress—“34”: This code cancels the “print”
code. .

Print  chord—“45”: The print-chord instruction
causes cutter-center coordinates corresponding to inter- -
mediate points on circular arcs to be typed out. The num-
ber preceding the code determines the frequency. For ex-
ample, 15 45 causes every 15th point to be printed.

End—"0X”: The end code causes the computer to
cease reading process tape, complete the computations, and
punch a machine stop code on the control tape.

These instructions (data and operation codes) are en-
tered by the process planner on a work sheet referred to
as a process sheet. Its format is shown in Fig. 10. The
process sheet is merely a disguised form of coding sheet-
for the program. The act of filling in the blanks automatic-
ally supplies the data and operation codes in the proper
format.

The order of the instructions defines the. cutting se-
quence, One line of dimensional information is supplied
for each section, either straight or circular, making up
the boundary. The information on the process sheet of
Fig. 10 applies to the part shown in Fig. 11. Fig. 11(a)
shows the outside profiling specified by the first 9 lines on
the process sheet proper, and Fig. 11(b), the pocketing-
milling portion defined by the last 9 lines. A more detailed
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time At is computed for the movement. If this cutting time
is shorter than the reading time at the control unit for the
next block of tape, the cutting time is automatically in-
creased. From the adjusted At, the feed-rate number is
computed:

v

F=k—"

Al
The system constant %k is proportional to the clock fre-
quency in the machine control unit. The exponent N is
the number of binary digits in the longest of the three in-
cremental motions Az, Ay, and Az, expressed in basic ma-~
chine units. The reason behind this particular form is dis-
cussed in Section III. '

3) The control tape employs a serial bit, parallel-word,
variable-length format (Fig. 9). Since normal computer
tape-output codes are parallel-bit, serial-word, output
blocks must be assembled before punching. Parity bits
and end-of-block codes are automatically inserted by the
AN-2 input-output unit.

Approximately 350 instructions are used in this portion
of the program. An extra 100 instructions are required
for the type-out of cutter-center coordinates.

Supervisory routine: The supervisory routine pro-
vides all control links between the routines mentioned
above. Two major paths are those of profile milling and
pocket milling. The latter actually is a loop over the
former. The parameter being varied each time around the
loop is the effective cutter radius. This is decreased from
some starting value (initial clearance) to the actual cutter
size on the final pass around the loop. The total number of
instructions involved is approximately 700. Temporary
storage of data and intermediate results requires another
300 locations.

3) Computing Speed: All input-output operations dur-
ing tape preparation are time-shared with computation.
Each line of the process sheet requires approximately
seven to ten seconds to be read, processed, and the cor-
responding block of control tape punched. Additional
points on a circle require about 3.5 seconds to compute
and punch. , ,

4) Miscellaneous Service Routines: Several special
service routines have also been developed for use with the
system. One of these enables the computer to read a control
tape prepared by the COMPAC program and type out the
accumulated cutter-center locations and feed rates. Gen-
eral-purpose automatic-programming systems are likewise
available for the G-15D which facilitate the handling of
data not otherwise directly suitable as input to the present
COMPAC program.

ITII. TeE MAcuHINE CoNTROL UNIT

A. Block Diagram of the Control Unit

Section IT discusses the data-preparation aspects of the
numerical-milling system. The operations involved here

lead to machine control information recorded on a punched
tape in the form of variable-length blocks as illustrated in
Fig. 9. The four channels of computed information (1-4)
contain binary numbers which specify the number of
pulses, or basic units of motion, required along each ma-
chine axis and the speed at which the movement is to take
place. These numbers are referred to as the x, y, and 2
distance commands and the feed-rate number, respectively.
The tape thus produced by the data-preparation equipment
serves directly as input to the machine control unit.

Functionally, the present control unit is similar to the
one developed at M.I.T.* It consists of two principal sec-
tions: the interpolator and the servosystem. The principal
job.of the interpolator is the resolution of the coded dis-
tance commands into discrete pulses to drive the digital
servos. The rate of pulse generation is controlled in ac-
cordance with the feed-rate number as furnished by the
control tape. The servos then convert these pulses into
actual machine motion. _

In a typical application, each pulse represents a unit mo-
tion of 0.0002 inch. At this scale factor, the control unit
being described is capable of calling for a maximum- speed
of 240 inches per minute along each axis (20,000 pulses
per second). The maximum length of a block of informa-
tion on the control tape is 22 lines, providing for machine
strokes of over 400 inches. These -features are obtained
using serial computing techniques in the interpolator, and
essentially parallel logic in the servosystem.

Fig. 18 is a detailed block diagram of the control umt
The interpolator consists-largely of recirculating registers
for storage of distance commands and feed-rate numbers
as read from the control tape. Two additional recirculating
registers are used as serial counters with appropriate con-
trol logic for the generation of pulses. The digital servo-
system is identical for each axis, It involves a reversible
counter which keeps continuous track of the difference be-
tween the number of command and feedback pulses. A
digital-to-analog decoder is used within the servo loop to
develop the error signal. Other logic of a supervisory or
operational nature is also contained in the unit,

B. The Digital Interpolator

The variables to be controlled for a given block of tape
are the distances to be moved along each axis and the
velocities at which these movements are to take place. In
the interpolator to be described, control of the velocities
is best thought of in terms of control of the time interval
allowed for the specified motions. More accurately, there-
fore, the variables actually being controlled are Ax, Ay,
Az, and At. The method used in controlling cutting inter-
val, At is discussed first.

1) Cutting-Interval Control: One of the easiest ways to
measure time in digital systems is by counting an accu-

*J. O. McDonough and A. W. Susskind, “A numerically-con- .
trolled milling machine,” Proc. Joint Computer Conf., pp. 133-139;
December, 1952.
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Fig. 12—Over-all flow diagram of COMPAC system.

Input-edit routine: In the input-edit routine,
information shown on the process sheet is converted to
binary form and arranged in a fixed format at prede-
termined locations for further processing by later por-
tions of the program. About 150 instructions are used in
this routine,

Geometric routines: There are two basic geometric
routines used in COMPAC-1. One finds the intersection

between two straight lines; the other finds the intersection

between a straight line and a crcular arc. The latter is

used to find the intersection between two circular arcs with
a simple modification of-the input data. These two routines
are the basis for practically all computations.

1) Computation of an offset -point from a point on

the part surface, Fig. 13.

2) Computation of end points of a cutter-center sec-
tion, Fig. 14, '

3) Computation of an automatic slowdown block at the
end of the cutter-center section, Fig. 15.

4) Computation of the center of a circle, Fig. 16.

5) Computation of intermediate points on a circle,
Fig. 17. ‘

the .
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Fig. 13—Computation of an offset point from a point
on the part surface.
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Fig. 14—Computation of end points of a cutter-center section.
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Fig. lS—Computatlon of an automatic slowdown block at the end
of the cutter-center section.
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Fig. 16—Computation of the center of a circle.
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Fig. 17—Computation of intermediate points on a circle.

Approximately 300 instructions are required in this por-
tion of the program.

Output routine: After a new point is determined on
the cutter-center path, further processing is necessary be-
fore a block of output tape can be punched. The following
principal steps are involved.

1) The differences Ax, Ay, and Az, between the current
tool location and the desired new end point are computed.

2) On the basis of the specified feed rate and the length

of the cut As = v/ (Ax)% + (Ay)2 + (Az)?, total cutting
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rately controlled pulse rate. Consider the serial counter
labeled command scaler in Fig. 18. A count up to overflow
starting with zero will determine an interval directly pro-
portional to the clock frequency. If the number of stages
in the command scaler is changed, the time to overflow will
vary by powers of two. If, in addition, the rate of counting
is changed, a further variation in the time to overflow can
be achieved. If the time to overflow of the command scaler
is defined as the cutting interval, then by combining the
two above mentioned techniques, a very large range of
cutting intervals is possible.

In the Bendix system, the length of the counter is ar-
ranged to be equal to the length of the binary number
representing the largest of the three movements to%be pro-
duced. For example, a movement in space of Ax = 6.5336
inches (2'° pulses), Ay = 0.8192 inches (2 pulses), and
Az = 0.0000 inches (zero pulses) determines a command
scaler of 16 stages. The rate of counting in the command
scaler is controlled according to the feed-rate number.
This is calculated from:

N
F=rFk—
At
as described in Section II-B, 2. The reason for this par-
ticular form is now clear: the feed-rate number merely
controls the input pulse rate to the command scaler so
that it overflows in Af seconds.

The control of pulse rate is accomplished by a circuit
comm(\)nly known as a binary operational multiplier. This
device has two inputs, one of which is a pulse train and
the other a binary number. The output is another pulse
train, scaled down in the rate proportional to the fraction
represented by the binary number. The basic principle of
the multiplier is well known.® However, the circuit used
in this system is novel in that it utilizes serial computing
techniques,

Fig. 19 shows schematically the multiplier which varies
the counting rate of the command scaler according to the
feed-rate number specified. Two delay-line type recirculat-
ing registers are used. One is operated as a serial counter
(that called feed-rate scaler in Fig. 18) by recirculating its
contents through a half adder into which one timing pulse
is added each cycle. The first “one” produced by the adder
during each circulation is termed the noncarry pulse. This
pulse is used to gate the contents of the other recirculating
register which contains the feed-rate number, most sig-
nificant bit first. The resulting pulse train then serves as
input to the command scaler.

2) Cutting-Distance Control: The command scaler, be-
ing another serial counter, also generates one noncarry
pulse each time an input pulse is added. If these noncarry
pulses are used to gate the output of the Ax, Ay, and Az
recirculating active-storage registers, the gated outputs

. "M, A, Meyer, “Digital techniques in analog systems,” IRE
TrANS. ON ELicironic Co..cuiErs, vol. EC-3, pp. 23-29; June, 1954,
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Fig. 19—Binary-operational multiplier using magnetic-core
shift registers.

over a complete overflow period (2¥ input pulses) will be
Az, Ay, and Az pulses respectively. The pulses generated
for each axis are essentially uniformly distributed
throughout the counting interval due to the linear inter-
polating properties of the binary opzrational multiplier.
The control of distances is thus accomplished.

3) Pulse Multiplication: The previous two parts de-
scribe the use of two cascaded binary operational multi-
pliers for control of the number and rate of pulses gen-
erated in any given interval. In this scheme a maximum
of one command pulse is produced on each circulation of
the command scaler. Actually, since any binary combina-
tion is possible in the distance commands, the output pulse
rate may be as low as half of the recirculation rate.

The recirculating registers used in this system are 22
bits long. A complete circulation therefore requires 22
clock pulses. In order to achieve the high command-pulse
rate of 20,000 per second previously mentioned, without
an unduly high clock rate, a means for pulse multiplication
is provided in the control unit. As described below, multi-
plication becomes effective only at relatively high pulse
rates.

The action of the pulse multiplier can best be described
by way of an example. Consider a case in which the feed-
rate number is 1023 (2'°-1) and Ax is 1.6384 inches
(10,000,000,000,000 or 2* pulses). The input pulse rate
to the command scaler will be 5000 per second at a clock
frequency of 110 kc. The output pulse rate from the com-
mand scaler will be scaled down by two due to the configu-
ration of the distance command as a binary number. Thus
the maximum rate that could be achieved would be 2500
pulses per second, corresponding to a feed rate of 30 inches
per minute, '

If the feed-rate number turns out to be greater than
1023, as a result of a request for a higher feed rate, the
pulse multiplier becomes operative. Suppose, for example,
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the feed-rate number turns out to be 2047 (2'*-1). Over-
flow detection is then carried out one stage earlier in the
command scaler, thus terminating the process when only
half as many pulses are generated. The cutting interval,
or time to overflow, is thereby halved.

The pulses now are all multiplied by two before being
transmitted to the servosection. The resultant number
of pulses therefore remains the same as in the previous
example. Since the cutting interval is halved, the feed rate
is effectively doubled.

The feed-rate number is still treated as a 10-bit number
with the binary point automatically shifted one bit to the
left. For feed-rate numbers of 12 or 13 bits, the outputs
from the command scaler are multiplied respectively by
four or eight. With this technique, command pulse rates
as high as 20,000 per second can be produced with a clock
rate of only 110 kc. A smooth transition to these high
feed rates is automatically provided in the scheme.

When the desired feed rate is sufficiently high as to
require pulse multiplication, the number of pulses gener-
ated must be a multiple of two, four, or eight. Conse-
quently, the distance commands must be rounded off to
0.0004, 0.0008, or 0.0016 inch, respectively. To prevent
errors of this type from accumulating from one block of
control tape to the next, the computer program described
in Section II keeps track of such round-offs. It continu-
ously applies corrections from -one block to the next so
that at any one point the computed distance commands
cannot be off by more than the current round-off quantity.
Situations in which this round-off procedure would tend
to produce errors in the part surface also result in tran-
sient servo errors. At the high feed rates involved, the
servo errors can be expected to be many times larger than
the round-off errors. Likewise, under steady-state condi-
tions, the pulse-multiplication technique does not generally
produce a significant effect. Few servos, for example, have
dynamic characteristics capable of detecting the difference
between a uniform command pulse rate of 20,000 per
second and a pulse train consisting of 2500 groups per
second of eight pulses each. :

C. The Digital Servo

Once the distance commands have been transformed
into discrete pulses, they must be further converted into
machine motion which is essentially analog in nature.
Several approaches are possible by which the required
transformation can -be made. In one method the discrete
pulse trains are first converted to analog commands. These
then are compared with feedback signals produced by
analog devices as in conventional servosystems. Such a
scheme is described by Moore.® The approach employed in
this system, as well as numerous other applications of this
type, utilizes digital feedback instrumentation. For each
unit distance traveled by the machine, a pulse is generated

. °G. T. Moore, “The Numericord machine-tool director,” this
issue, p. 6.

by the feedback instrument. A running difference is kept
between the number of command pulses and the number
of feedback pulses received by the servosystem. This
difference is then used as the error signal to drive the servo-
motor.

1) Feedback Instrument: The feedback instrument used
in the system is a rotary electromagnetic device called a
quantizer. It has one rotor winding and two stator wind-
ings spaced 45 electrical degrees apart. The windings of
the rotor and stator, having the equivalent of 250 poles,
are formed by etching conductors and copper-clad plastic
disks. The rotor 1s excited from a high-frequency source
of about 1.6 mc. The signals induced in the stator windings
depend on their position with respect to the rotor winding.
They are thus amplitude modulated by movement of the
rotor. The two stator outputs are fed to demodulators and
wave-shaping circuits from which they emerge as rectangu-
lar, or two-level, waves.

2) Synchronizer: The synchronizer, which receives the
rectangular signals from the demodulators and wave-
shaping circuits, converts them into pulses representing
unit motions. The zero crossings of one signal are used
to define unit rotation of the quantitizer shaft. The rela-
tionship between the direction of zero crossing and the
level of the other signal indicates the direction of rotation.

Command pulses produced by the digital interpolator
are also fed to the synchronizer and combined in the op-
posite sense with quantizer pulses. Simultaneous occur-
rence of command and feedback pulses is detected, and if
necessary one is delayed by a clock period. The synchro-
nizer outputs then consist of two trains of pulses, one train
representing error in the positive direction and one in the
negative direction.

3) Error Register: The error register is an 11-stage
reversible binary counter, composed of flip-flops, which
counts continuously the pulses supplied by the synchro-
nizer. The count in the register therefore represents at all
times the accumulated difference between the number of
command pulses and the number of feedback pulses. The
first five stages of the register are decoded by means of a
binary-weighted resistive summing network to produce

a proportional voltage. The last stage of the register indi-

cates the sign of the error and is similarly included in the
network with appropriate weight. Large counts are not
decoded but clamped ‘at a fixed level. _

Provision is made to detect overflow of the counter and
thereby cause an emergency shut down of the system.
Excess-error detection at adjustable levels of 0.010, 0.025,
and 0.050 inch is also provided.

4) Servodrive: The analog error voltage from the re-.

sistor decoding network serves as input to the servoampli-
fier. In all present applications of the system, the machine
slides are powered by high-performance electrohydraulic
drives. The drives consist of piston-type rotary hydraulic
motors controlled by servo valves from a constant-presstire
hydraulic supply. The valves in turn are stroked by elec-
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trically operated ‘‘torque motors.” As a combination, the
specially developed valve and torque motor have a band-
width in excess of 250 cps.

D. Supervisory Control and Other Features

1) Control Logic: Control tapes are read one block at
a time into buffer storage by means of a photoelectric tape
reader operating at the rate of 150 lines per second. Four
magnetic-core shift registers serve as temporary storage
for the three distance commands and the feed-rate num-
ber, and another four registers serve as active storage.
Under normal circumstances, overflow of the command
scaler causes clearing of all counters and storage registers
in the interpolator and the transfer of input information
from temporary storage into active storage. Reading of
the next block of control tape into temporary storage then
commences.

As information is read in from the tape, it is automati-
cally checked for parity. Detection of an error causes an
appropriate indication, and switches the machine to manual
control at the conclusion of the cutting specified by the
previous block. Other control circuits are provided to de-
tect excess errors in the servosystems, failure of the
clock source, and malfunctioning of the tape reader, the
power supplies, and other components. These errors are
indicated on the control panel and automatically cause
suspension or complete shutdown of the machine system
until the errors are corrected. On-off operations at the ma-
chine can be initiated by the special auxiliary-function tape
codes at any time. :

2) Manual and Tape-Control Synchronization: The in-
terpolator is designed so that at any time it is possible to
switch from tape to manual control and vice versa without
loss of synchronization. This is accomplished by terminat-
ing the flow of input pulses to the command scaler under
manual control, thus preventing the further generation of
noncarry pulses in the command scaler. Consequently, no
output pulses will be delivered to the servos. The com-
mand scaler, as well as all storage registers for the distance
numbers and the feed-rate number, retain their contents
through recirculation until automatic operation is resumed.
The feed-rate scaler associated with the feed-rate register
is kept running at all times. Command pulses are obtained
for manual control by detecting its overflow at different
stages. The clock frequency is adjustable from 20 to 100
per cent of nominal without disturbing the operation of
the unit. Since a change in clock frequency changes the
over-all speed of operation proportionally, a wide range
of manual feed-rate override is thereby provided.

3) Position Indicator Counter: Command pulses pro-
duced by the interpolator can be accumulated in a separate
reversible decimal counter. The contents of this counter,
having a capacity of 999.9998 inches, is displayed directly
in inches, using decimal indicator tubes. The counter can
be switched to any desired axis for monitoring purposes or
for manual positioning.

4) Marginal-Checking Circuitry: The control unit con-
tains built-in circuitry by which tape-controlled operation
of the unit can be simulated for test purposes. Simulated
operation is obtained by furnishing dummy inputs by way
of the tape-reader amplifiers to the temporary storage
registers and causing a transfer into active storage. The
interpolator begins production of command pulses for
the servosystems on each axis. The simultaneous over-
flow of all error registers with the command scaler in the
proper state will reinitiate the test cycle as long as the
test switch is on. Otherwise the process halts, and an error
signal appears. This built-in circuitry tests 80 to 90 per
cent of the logic in the control unit. A more exhaustive
test can be made with test tapes which in addition check
the tape reader and the remaining portion of the servo-
systems. Supply-voltage levels, the clock-wave shape, and
the shift current for the magnetic-core circuitry can be
varied to provide for marginal checking under the above
test conditions. '

E. Components and Construction

The machine control unit uses vacuum-tube flip-flops,
triggers and cathode followers, together with germanium
diodes, in a dc gating system. Storage registers and scalers
are made up of magnetic-core shift registers with asso-
ciated vacuum-tube read-write circuitry. The unit contains
approximately 400 tubes, 2800 diodes, and 200 magnetic
cores. Plug-in type construction and etched circuitry are
used throughout. A view of the control unit is shown in
Fig. 20 with the cabinet doors removed.

IV. MACHINE

Fig. 21 illustrates an application of the control equip-
ment just discussed to a contour milling machine of the
moving-column type.” Position of the cutter is controlled

‘along three mutually perpendicular axes with respect to a

stationary work piece mounted on the vertical angle plate.
Motion perpendicular to the plane of the work (along the
cutter axis) is provided by the spindle head assembly. The
spindle in turn is carried by a slide which moves vertically
on the column. Longitudinal motion is provided by the
column itself, carrying the operator’s platform with it.

All three axes of the machine are equipped with high-
performance hydraulic servodrives of the type described
in Section IT1-C, 4. The longitudinal axis, having the long-
est stroke of 172 inches, is driven through a rack-and-
pinion arrangement. Backlash is effectively eliminated by
means of a dual-drive system in which two motors, con-
nected hydraulically to the same valve, work against each
other through separate gearing to the rack. The vertical and
transverse axes, having strokes of 52 and 18 inches respec-
tively, are driven by single motors acting through precision
ball-nut lead screws. A preloaded double-nut arrangement

" Machine designed and built by the Kearney and Trecker Corp.,
Milwaukee, Wis. i
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Fig. 20—Photograph of 'machine control unit.

Fig. 21—Application of control equipment to a large three-axis
contour milling machine.

is designed to eliminate backlash between the machine slide
and the lead screw.

Feedback information is provided to the machine control
unit by means of quantizers, according to the system out-
lined in Section III-C. In the case of the longitudinal axis,
the quantizer is coupled to the slide by means of a high-
precision rack and pinion. For the two shorter axes, the
instruments are geared directly to the drive screws. Gear
ratios between quantizers and machine motion are such as
to produce 5000 pulses per inch of travel.

Dynamic response ‘is unusually good for a machine of
this size as a result of the hydraulic drives and the care
taken during design to achieve a high-stiffness, low-mass

Fig. 22—Aircraft fitting machined under numerical control.

mechanical structure. For small signals, the bandwidth of
the longitudinal system is in the range of 7 to 10 cps in
spite of a moving structure which weighs over 35,000
pounds. A sudden stop from 30 inches per minute (with-
out programmed slowdown) results in an overshoot on
the order of 0.010 inch. The bandwidth of the other two
axes is considerably higher, with correspondingly faster
response to severe transients,

Maximum speed of the machine slides is nominally 180
inches per minute, although feed rates are usually limited
to 100 inches per minute during actual cutting. Initial tests
indicate that the machine is capable of repeatability within
0.001 inch over the entire range of strokes.

V. ILLUSTRATION OF SYSTEM PERFORMANCE

The part illustrated in Fig. 22 is an aircraft fitting
produced from a forged blank by a machine functionally
similar to that just described. The process consisted of
both roughing and finishing cuts on the outside of the
flange, on the inside of the flange on both sides of the
web, and in an area between the flange and the center
circle on each side of the web. Single cuts were taken in
order to machine mounting pads on one edge of the flange,
and to finish the inside of the large hole near the center.

Preparation of the process sheets for this part by an
experienced process engineer would require approximately
10 hours, starting with a suitable working drawing. When
advantage 'is taken of the symmetrical-cutting feature of
the machine, six sheets of the COMPAC-1 format are
necessary for full definition of the machining process.
These result in a process tape 46 feet long, which requires
2.4 hours to punch and verify with the Flexowriter. Com-
puter time is approximately 1.2 hours. This latter time
includes the reading of the process tape, all necessary
computing, the punching of the control tape, and the print-
out of coordinates and feed rates at frequent intervals
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along the cutter-center path. The print-out operation ac-
counts for about 25 per cent of the total computing time.
The control tape for the part is 70 feet long.

TABLE 1

PropuctioN ProcEss TIMES FOR TRACER-CONTROLLED AND
NuUMERICALLY CONTROLLED MACHINES

Tracer Numerical
Control Control
Fixture design and manufacture 126 hours 71 hours
Template design and manufacture 84 hours —
Process-sheet preparation . 10 hours
Process-tape punchlng and Verxfymg — 2.4 hours
Computing time — 1.2 hours
Total tooling time 210 hours 85 hours
Set-up time for first part 3.75 hours 1 hour
Machining time 1.75 hours 1 hour
Total time machine occupied 5.5 hours 2 hours

The times involved in the production process are sum-
marized in Table 1. Corresponding data for the conven-
tional method utilizing a tracer-controlled machine are also
given. This comparison shows a substantial reduction in
both tooling and machining times for the numerical ap-
proach. It also emphasizes the fact that the operations
directly concerned with numerical processing now require
a relatively small fraction of the time consumed by the
more conventional steps still left in the production process,
such as the design and manufacture of the holding fixture

(which . incidentally was not produced by numerical
control). ‘

Incorporation of linear .interpolation with the machine,
permitting final control-tape preparation directly by a small
general-purpose computer, represents a compromise hav-

‘ing many desirable operating features. Sufficient data is

not yet available to permit a full scale economic evalua-
tion of the system. However, the above example illustrates
the reasonableness of processing time, computing time,
and tape lengths characteristic of this basic approach.
Productivity of the controlled machine in terms of spéed,
accuracy, and surface finish has been well demonstrated
in actual field use. .
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Discussion

Question: Doesn’t pulse multiplication
effectively change the quantizing level of
the system?

Mr. Ho: The answer to that is a
qualified yes. If you are multiplying by
2, 4, or 8, then the distance you can specify

is rounded off to the nearest 2, 4, or 8.

pulses. In other words, if you are cutting
at 240 inches per minute, you can specify
distance only ‘as close as 1.6 mils. We say
this isn’t too big a handicap. If you are
cutting at such a high ‘speed, the servo
error is going to be many times greater
than that. Also, in the automatic tape
preparation program, we keep track of
these errors and correct from one block
to the next so that at any time we are never
off more than the 2, 4, or 8 pulses. When
we finally come to stop after cutting, the
automatic program applies a correction and
returns the tool to the accurate position
again. ‘As far as the tool engineer is con-
cerned, he doesn’t have to worry about this.
In fact, he doesn’t know it exists.

Question: What are the checking and
printing features of the automatic pro-
gram?

Mr. Ho: There are several loading
checks on the automatic program. For ex-

ample, if a tool engineer describes a cut-
ter-center path which would result in a
situation impossible for the machine to
cut, an error stop would be indicated by
the automatic program.

The print feature allows the position of
the cutter to be checked as- the tape is
being prepared. Now, this print feature can
be suppressed by including another instruc-
tion on the process sheet. On the circular
arcs or other curves’ points, we -can print
out intermediate points at any frequency
specified, for example, every 15 points. But
the end point of every section, straight line
or curve, is always printed out if print-out
is requested. Print-out slows down the
computer somewhat. Every print-out takes
approximately ten seconds.

The computer output tape is a sandwich
construction utilizing aluminum foil. be-
tween two mylar layers. The process tape
made by the Flexowriter can be verified
by the verifying attachment to the Flexo-
writer, essentially by typing the same in-
formation for the second time and com-
paring with the first tape.

Question:  Is there any compensation
made for variation of cutter size due to
wear ?
~ Mr. Ho: No. Maximum travel of the
machine is 170 inches, but the control unit

can accommodate straight-line cuts up to
approximately 409 inches on each axis.
Questlon' What is the drum storage
capacity in the G-15 computer?
Mr. Ho: This machine has a storage
capacity of approximately 2000 words. '
Question: What are the components in
the computer system which prevent the
computer from running in real time?
Mr. Ho: The most difficult problem in
numerical control is cutter-center offset. Es-
pecially in three dimensions, the cutter-
center offset problem generally is very
complicated and leads to all sorts of ex-
ceptions. A completely general tape-prepa-
ration system which could keep up with the
machine and supply information as de-
manded would require a very large and
very - fast computer. In general, we find
a physical separation for buffering pur-
poses is almost essential between the cutter-
center offset problem and the machine con-
trol problems. We feel that if you have

- a computer that is fast enough to supply

information to the machine in real time
under peak demand conditions, then most
of the time the computer will be sitting
there doing nothing. Only when really com-
plicated situations come up that require full
use of the computer, would it be utilized
efficiently.
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Logical Organization of the DIGIMA'TIC Computer

JACK ROSENBERG

SvSTEM SPECIFICATIONS

RECEDING the design of the original DIGI-
PMATIC computer and control system, Electronic
Control Systems Inc., (ECS) performed technical
and economic sturveys to determine the requirements for
successful entry into the commercial automatic machine-
tool market. The results may be summarized as follows.
1) A three-axis milling machine, with any two of the
three slides simultaneously controlled, was the most
logical tool to be adapted.

2) Cost and complexity of the control apparatus directly
associated with the machine tool must be minimized,
and reliability maximized. This dictated the elimina-
tion of the computing or interpolation function from
the tool, with only the control function remaining.

3) From the standpoint of flexibility, accuracy, relia-
bility, cost, and bandwidth, the only form of precom-
puted memory consistent with the above was mag-
netic tape recorded in digital incremental form.

4) The programming. process by which part-drawing
data is converted to magnetic-tape commands in a
special-purpose computer must be rapid, accurate,
economical; and easily accomplished by regular ma-
chine-shop personnel.

5) To satisfy the bulk of shop needs (about 95 per
cent of commercial parts), the computer must gen-
erate (interpolate) linear or true circular paths with
an accuracy of =0.001 inch, without accumulation
of error, from data already present on drawings or
from those readily obtainable from drawings.

MATHEMATICAL REQUIREMENTS—STRAIGHT LINES

" As in most engineering projects, the most difficult task
was defining the problem ; once this was accomplished, the
technical solutions were evolved fairly readily. Since this
paper deals mainly with the computer portion of the sys-
tem, it is possible to derive the input data, its code, and
the input device from 4) and 5) above. Part drawings
normally define a piece by the decimal coordinates of
the start and end of each segment of the contour, and for
circular arcs, usually include the radius and decimal co-
ordinates of the center. Thus, the computer should accept
contour breakpoints in decimal form; if code conversion is
necessary prior to interpolation, it should be accomplished
automatically.

The input mechanism, for reliable use by shop people,
should be extremely simple and provide means for verifica-

T Electronic Control Systems, Inc., Los Angeles, Calif. -

tion. A decimal keyboard device (such as that on an adding
machine) with print-out tape is familiar to nearly all such
personnel.

Let us begin by examining the case of a straight- -line
segment in the X-¥ plane. The general equation of such a
line

y = mx + b, (1)

must be solved by the computer, and given the start and
end points of the desired segment (which lies on this
line).

Since it is fair to assume that a workpiece will contain
continuous contours, the constant b may be eliminated
from (1) due to the fact that the cutting tool has been
brought to the proper start point for this path as a result
of the completion of the previous segment. :

Now m represents the slope, or tangent of the angle be-
tween the desired line and the X axis. By definition, the
tangent is equal to the change in ¥ from the start point
(P,) to the end point (P.) divided by the change in X
over the same interval. It is exactly expressed as follows:

Vo — V1

m = (2)
X9 — X1
" Eq. (1) has therefore been reduced to the form
y = ”‘2x+b' )
— x

and for the reason indicated above, b need not be com-
puted. This expression is illustrated graphically in Fig. 1.
The line to be traversed has now been expressed in terms
of the data normally furnished on a part drawing.

Pa2(xay2)

; . LAy
| y2-y1= 8y m-fane-m-

Fig. 1.

ENGINEERING SOLUTION—STRAIGHT LINE

Quantities yi, ¥, 1, and x, are constants over the entire
line, and are known before the interpolation begins. Since
differences y; — vy, and #x, — #, need be calculated only
once for the entire segment between P, and P,, these sub-
tractions may be performed on a relatively slow mechani-
cal adding machine without any undue time penalty, inas-
much as subtraction time is less than keyboard entry time.

R, P. CASTANIAS
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Some keyboard device to receive data is unavoidable, so it
may as well be an adding machine.

Therefore we will insert quantities y, and y; (in that
order) ‘into an adding machine, then order it to find the
difference, and automatically store v, and y; in an electrical
register (relays). Next, #, and #; will be entered, and
%2 —x, will be stored in another relay register. Let us call
these differences Ay and Ax, respectively.

An electronic counter can be used to divide input pulses
by an integral quantity which may range from one up to
the counter capacitance; in such service it is usually termed
a predetermined counter. Most commercial predeter-
mined counters using a binary or modified binary code,
are preset mechanically and require a considerable inter-
val after recognition to be reset to an initial condition and
to be ready to accept further input pulses.

However, a high-speed all-decimal predetermined
counter can be designed around the magnetron beam-
switch tube. Each target may be connected to a coincidence
gate. When the total count in the multistage counter has
proceeded from 0 to the integer by which the input pulses
are to be divided, recognition will occur, an output pulse
will be generated, and the entire counter rapidly reset to
0 via the spades. One microsecond is sufficient for reset;
thus, the input pulse rate may be as high as 1 megacycle
and still permit reliable counting and resetting. We term
the process dividing, and such a counter, a divide counter.
Fig. 2 shows the logic of a divide counter.

RESET PULSE (TO 0) !

I S | v
[ crock [ uniTs|-of TeNs [lSONC |

'
COUNTER |
=

v
1
»—— OUTPUT PULSE

[ Ao i

Fig. 2—Divide counter, register containing quantity by which
the clock pulses will be divided.

Suppose we feed pulses from a common clock into two
divide counters, one dividing the clock rate by Az, the other
by Ay, as pictured in Fig. 3. If the clock frequency f is
constant, a train of uniformly spaced pulses will emerge
from each divide counter; the output frequency of the

) f
first counter will be A—x’ that from the second counter will

f .
be E, and the ratio between these rates will be

e

A Ay

A W
Ay

which is exactly the slope of the line connecting P; and P,.
Assuming each output pulse represents a motion of 0.001
inch by a machine-tool slide, the interpolation process must

+Aax
Predetermine:

Counter

To Y Axis Drive

—

CLOCK

PULSE
GENERATOR
()

Fig. 3—Straight-line generator.
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Fig. 4—Straight-line generator.

continue until the Y-axis drive receives a pulse total of Ay,
the X-axis drive a total of Ax. Two additional counters and
three recognition gates as shown in Fig. 4 monitor this
process and turn off the clock when recognition signifies
P, has been reached. Simultaneously the pulses from the
divide counters are recorded on appropriate tracks of an
eight-track magnetic-tape recorder for later use in control-
ling the machine-tool table.

Since each of the two output pulse trains will have uni-
form pulse spacing, they will be periodic, and therefore
optimum for driving servomechanisms at constant veloci-
ties. The description of the DIGIMATIC computer as a
linear interpolator requires but one further embellishment
to be complete. For vector machine table feed rates to be
controlled automatically, the two output pulse trains are
sampled by analog pulse rate discriminators, combined in
quadrature, and the resultant voltage compared to that
commanded by a feed-rate potentiometer calibrated in
inches per minute. The difference voltage operates a clock
frequency control system in a closed loop, so that the de-
sired feed rate results.

MATHEMATICAL. REQUIREMENTS—CIRCLES

The engineering solution given above describes a means
for generating a line of constant slope by producing two
pulse trains whose frequencies are constant, and are related
so that

)

Now let us examine the mathematical characteristics of a
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circle. The general equation for a circle with its center at
point (@,b) in the XY plane is

(= a)?+ (y—8)° (6)
We can derive the exact expression for the instantaneous
slope at any point by first taking differentials

72,

2(x — a)dx + 2(y — b)dy = 0. @)
Separating variables we reduce it to
(y — b)dy = — (x — a)dx, (8)
and finally the slope is expressed by
dy x— o
A : (9)
dx y b

ENGINEERING SoLUTION-—CIRCLES

In the solution for first-degree equations, predetermined
dividing counters were utilized to divide the common
clock-pulse source by two constant quantities. Referring
to the expression for slope of the circle given in (9), it
can be seen that if quantities ¥ — ¢ and y — b can be made
available at all times, the predetermined counters men-
tioned earlier can be used to divide the clock-pulse rate f
by these varying quantities, and a circle can be generated
by continuously changing the slope to. fit the above equa-
tion.

Inasmuch as the slope changes in sign four times during
the generation of a complete circle, it becomes necessary to
keep track of the magnitude and sign of the quantities
x — a and y — b. This can be accomplished by the use of
reversible counters which can add and subtract pulses, in-
stead of simple monodirectional counters which would have
sufficed for performing the pulse-summing ‘operation in
Fig. 4. We call such counters “sum” counters, and we have
obtained economy of components and sufficient counting
speed by using decimal glow-transfer counter tubes of the
Erikson type. Since it is necessary to present the quantities
# — a and y — b in parallel decimal form to the inputs of
the divide counters, reversible gas-tube GS10C, which
has all of its ten cathode electrodes brought out to the tube
socket, was chosen.

In the case of the circle, the input commands to the di-
vide counters have to be switched from the output termi-
nals of relay registers, as described for a straight line, to
the output terminals of.sum counters. In addition, direction
gates must be added between the output of the sum count-
ers and the tape-recording channels, and must be com-
manded by the sign of the appropriate sum counter, to
make the logic completely consistent with the mathematical
requirements of a circle. The logic of a circle generator,
which receives as input information the coordinates of the
start point, end point, center, and instructions as to
whether the circle is to be generated in a clockwise or
counter-clockwise direction, is given in Fig. 5.

To convert the straight-line generator of Fig. 4 to a
circle generator of Fig. 5, it is necessary to provide a 100-
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pole double-throw relay, which switches the 50 input termi-
nals of each 5-decade divide counter from a relay register
to a sum counter. Some changes in the method of handling
input data must also be incorporated, to permit the sum
counters to be initially preset to the actual quantities
#; — @, y1 — b at the start of the circular arc.

Mention should be made of the singularities which occur
four times during the generation of a complete circle. The
instantaneous slope of the circle twice goes to zero and
twice becomes infinite. The former cases correspond to
the quantity # — a becoming equal to zero, and the latter
cases occur when y — b becomes zero. If the clock fre-
quency is divided by zero at these times, an infinite output
rate should be produced by the predetermined counters.
However, as soon as one additional pulse at this infinite rate
is emitted and added into the previous total of zero in the
reversible counter, the appropriate total changes from zero
to either plus one or minus one, and the predetermined
counter is then asked to divide by a finite integer. The
problem can be resolved by setting up a system of logic
which causes the predetermined counter to emit one pulse
without receiving a pulse from the clock, if it is ready to
be preset by the total in the reversible counter and finds
this total to be zero. By thus generating a pulse with no
input from the clock, we can simulate an infinite ratio of
output to input at the point of singularity. Fig. 5 assumes
the use of this type of predetermined counter,

FTy-bl_|_p/DIRECTION] M
COUNTER GATE | v v
3(y-b)

¥ AXiS >+

RELAY
Reversible Counter REGISTER
(initially set to yj-b) $7%2
CE GAT!

CLOCK L COINCIDENCE GATE
[—J;f—r’OP / COINCIDENCE GATE ]
CLOCK | [s ¢ .
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Reversible Counter REGISTER
v (Initially set to xi-a) (xp-a) ‘
+[x-al I__.;'D_IgECTIONI L SN S ~ -
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Fig. 5—Circle generator. Note I—In sign block of reversible coun-
ters, the letter s refers to the true sign, the letter ¢ refers to
the complement of s. Note 2—With switches on the sign out-
puts of the above counters set as shown by the solid lines, the
circle will be generated in a clockwise direction. If they are set
as shown by the dashed lines, the circle will be generated in a
counter-clockwise direction.

To illustrate the operation of this all-decimal interpola-
tor, Fig. 6 shows the path described on graph paper by the
occurrence of pulse outputs in the case where the center of
the circle is at (0,0) and the radius is 10 increments. Al-
though the appearance of the outline is not smooth, in prac-
tice a smooth contour is machined because of the smooth-
ing action of the servomechanisms which drive the slides
of the machine-tool table. Furthermore, the example was
chosen for simplicity, since a circle with such a small radius
is somewhat academic. Standard milling tools are available
only in diameters of 1/16 inch (0.0625 inch) and higher.
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Fig. 6—Interpolated circle. (Radius 10 increments:)

Fig. 7—Model 120 DIGIMATIC computer.

Thus additional smoothing will be provided by the large size
of the periphery of the cutting tool compared to the value
of an increment, which in our case is 0.001 inch.

The DIGIMATIC Model 120 computer, which follows
the logical principles described above, is pictured in Fig. 7.
The relay register, clock, divide counters, and sum count-
ers are housed in the cabinet at the left. The desk contains
the magnetic-tape handler and some input distribution cir-
cuits, while the control console (including adding machine)
may be seen on the desk top. The cabinet on the right con-
tains only power supplies. ’

A close-up of the control console is shown in Fig. 8.
Fig. 9 is a photograph of a triangle, circle, and parabola
which was machined from tape prepared by the 120 com-
puter.

GENERATION OF OtHER CURVES

The technique of using two divide counters to generate
a curve of continually changing slope can also be applied
to other second-degree curves. As an example, the equation
for a parabola (principal axis parallel to the X axis) is

(v — &)= 2px — k). (10)

In this case k, p, and h are constants. The instantaneous
slope is

. (11)

Fig. 8—Model 120 DIGIMATIC computer.

Fig. 9—Geometric contours produced by model 120
DIGIMATIC computer.

+p

x Axis

Fig. 10—Parabola generator.

It may be seen that it differs from the slope of a circle
only in the respect that the numerator is a constant instead
of a variable. Fig. 10 indicates the logic of an interpolator
for this kind of parabola. In practice, we have generated
parabolas by entering the information as if a circle was
desired, and preventing x-axis command pulses from
reaching the X sum counter (by removing a driver tube).

The case of an ellipse can be analyzed as follows. The
general equation is

(x—h* -k
a? + e

From this the slope is derived

1. (12)
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Fig. 11—Ellipse generator.

dy (x — h)b®

dx (y — k)a?
Fig. 11 shows how this could be implemented. Since two
additional constants occur, ¢ and b, additional divide count-
ers would be necessary, as well as memory registers to
retain the quantities for presentation to the extra divide
counters. :

“This computing philosophy can be extended to accommo-

date higher order equations. As an example, consider this
fourth-degree curve

(13)

y = 5(x — 10)%

It has the instantaneous slope

(14)

dy

yAxis
|x-10|
CLOCK REVERSIBLE
COUNTER
+20 =Tx=10] ] [=]x-i0] =x-10] ‘
COUNTER| |COUNTER| |COUNTER| |COUNTER x Axis

Fig. 12—Higher order curve generator.

which can be generated by the computer logic given in
Fig. 12.
CoNCLUSION

A special-purpose, high-speed, digital computer has been
described which operates completely in the decimal system,
and contains built-in programs for straight lines and circles,
selection being made by the turn of a switch. The input
data required is inserted very simply, and is either already
present or may be simply derived from information on part
drawings. This computer could be described as a function
generator, which generates analytically expressed relation-
ships in a digital manner. Similar computing principles are
being applied to control problems outside the machine-tool

— = 20(x — 10)?,

dx

(15) feld.

Discussion

Question: What is the reliability of
the Electronic Control Systems . Director
and mean time to failure?

Answer: Well, the most unreliable com-
ponent of our Director is the human op-
erator and unfortunately he breaks down

pretty often. The entry of numerical data

from a planning sheet is a fairly tedious
process and we find that monotony is the
chief producer of errors. It is a little hard
to answer this accurately, since we have
been operating a laboratory system, not an
industrial one.

I will say that the mean free time is
beyond one day. We have some peculiarities
in the Los Angeles climate which control
this. We use standard telephone-type relays
and whenever there is a strong dust storm
from the desert, it plays hob with the relays
and we have to clean them out. In general,
the mean free time is more influenced by
electromechanical than electronic compon-
ents.

Question: What is the least count,
least programmable increment of the ECS
system? What is the maximum feed rate of
any axis?

Answer: In our present system, one
pulse equals one thousandth of an inch, so
this is the least programmable increment.
Our computer controls the vector feed rate,
so that the maximum feed rate in one axis
is not necessarily the actual cutting feed
rate. To put it another way, our maximum
clock-pulse frequency is 500 kc and if you

will go through the mathematics and logic .

of our system, it works out that for most
typical cuts on our prototype Bridgeport
Mill we must limit the feed to 15 inches
per minute. The manufacturer of the origi-
nal machine provided power feeds up to
this rate. .

We designed our DIGIMATIC com-
puter to produce feed rates up to 15 inches
per minute. There are some cuts that we
could make much faster. However, the ma-
chine-tool servos could not follow them. To
put it another way, the feed rate must de-
pend on the type of material and depth of
cut. Our new Director, now near comple-
tion, will interpolate at eight times real time
for feed rates up to 50 or 100 inches per
minute.

Question: Do you verify the tape be-
fore you use it ‘for direction of the ma-
chine tool, and if “yes,” by what means?

CRO&=70

Answer: At the present time, we make
a pulse count. Our magnetic tape contains

- six control channels, a plus and minus chan-

nel for each of the feeds, X, V, and Z,
and for each segment of the cut we per-
form a pulse count for each axis. This is a
fairly tedious process, so what we usually
do, unless the part must be made to un-
usually close tolerances, is simply machine
a part. It would be possible to play the
tape back into the sum counters of our
computer. We did not provide for it in the
present system. We will in the forthcom-
ing ones.

Question: Do you have a stored pro-
gram for the interpolation process, or is
it made by hardware? .

Answer: We have only two programs
for this computer, both of them built in.
The selection of -linear or circular inter-
polation is controlled by a number of relays
which change the input lines to our divide
counters. In the case of straight lines, the
relays connect the divide counter inputs to
numerical relay storage. In the case of °
circles, these inputs are connected to the
sum counter outputs. ’

This is about the only meaning that I
can place on the question.
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The Master Terrain Model Sy‘stem

JOSEPH A. STIEBERY

SyNoPSIS

HE master terrain model system is an automatic
data reduction system which will extract three-
dimensional contour information from maps of vari-
ous projections, aerial stereo photographs, or existing
master models, and store these data in a universal format.
From these stored commands, the system will automati-
cally drive a fabrication unit and produce three-dimen-
sional terrain models, v

The master terrain model system was conceived to fill
the serious need of the armed forces for a faster and less
costly method of conmstructing terrain models. The pro-
posed system will replace the present manual process of
construction with a completely automatized system. The
system will further provide a valuable means for the per-
manent storage of master model data and thus supplant
present unwieldy storage methods and eliminate the loss
of valuable models due to natural deterioration and han-
dling.

The system, which is now in the stage of prototype
construction, will consist of a map scanning unit, a record-
ing and playback unit, and a contour cutting mechanism,
all units being programmed and controlled by digital com-
puters. The digital computer control system will interject
positioning corrections into the scan data for the various
map projections, so that the scanned three-dimensional
information can be recorded and stored in a universal
spherical format. The computer system will additionally
provide a feedback error correction medium to the scanning
drive and also supply an interpolation of pulse analog sig-
nals to produce faired curved surfaces.

The Naval Training Device Center has for many years
been concerned with the development of better methods of
. producing master terrain models, reproduction models, and
the surfacing of these models with mapping or photo-
graphic intelligence.

A long range program, covering many projects, has
produced new techniques and equipments which have
contributed greatly to the present success of many opera-
tional and training devices used by our military forces.

The development of an automatic system for the pro-
duction of terrain models has been evolved through many
years of research by engineers of the Center. Many meth-
ods were tried to translate contour elevation data into di-
gestible information for recording and machine consump-
tion. Among these have been systems using color coding,
magnetic, electrochemical, photographic, and line counting

tU. S. Naval Training Device Center, Port Washington, N.Y.

techniques. Of those investigated, the photographic proc-
esses coupled with copper etching techniques appeared to
offer the best possibility of meeting the desired perform-
ance characteristics from a standpoint of simplicity, speed
of scanning, and accuracy.

When the determination of prime feasibility was ac-
complished, a contract was let to Technitrol Engineering
Company to undertake a design study of one-year duration
for further development of an over-all completely auto-
matic system. As a result of the success of this design
study, a second contract was let to Technitrol Engineering
Company for the finalized design and construction of a
prototype model of the system. This prototype is presently
nearing completion and preliminary tests indicate that all
specification requirements will be met successfully.

SYSTEM APPROACH

The magnitude and complication of the initial system
designed required a design study of one-year duration to
adequately prove preliminary engineering concepts. The
speed, accuracy, and flexibility requirements of the system
presented many complicating factors which had to be
solved one at a time. :

A basic problem was the development of a method of
translating two-dimensional positions plus a third-dimen-
sional code into computer words.

Let us first study the physical aspects of the problem
and the terms to be used. We will be dealing with maps of
various projections, scales, and miscellaneous dimensional

~terminology all of which must be reduced to a common

denominator which can be assimilated by a data reduction
system. A three-dimensional model is in effect a scale
map which has been deformed into the third dimension to
simulate the exact contours of the earth which it repre-
sents, The problem here is to convert two-dimensional
maps into three-dimensional models. A typical master
model, as shown in Fig. 1, presently is produced by manual
methods. Thus, a model of this type requires many months
of arduous labor to produce. The objective of the master
terrain model system is to produce these same models in a
matter of hours with greater accuracy and with consequent
savings in cost.

Mar CobiNg METHODS

The concept of an automatic terrain model system starts
with the preparation of data from a flat map plate for
machine acceptance. If we consider the familiar multicolor
map, it has been printed from as many as a dozen separate
color plates to consolidate the colors and mapping intelli-
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Fig. 1—Typical master model.

Fig. 2—Metal-map coding.

gence on a single sheet, One of these color plates (calledb

a brown plate) has been singled out for our use because
this plate contains the contour lines which represent earth
contours and which will provide the three-dimensional
information we require for the system. If this contour
plate is used to photographically etch a copper-clad lami-
nate sheet as is done in printed circuit techniques, a result-
ing map in metal will be produced which will provide ter-
rain levels insulated from each other by the line thickness
which has been etched away. If this metal map is now
coded as shown in Fig. 2 by using electrical connections
to supply appropriate voltage levels in ratio to map eleva-
tions, the resulting prepared metal map will provide the
third dimension when scanned electrically.

AUTOMATIC SCANNING

The scanning mechanism consists of a single stylus
which is driven across the “metal map” by means of a
servodrive, The stylus makes electrical contact with the
map plate and picks up the analog signal code which rep-
resents terrain levels. The speed of the scan is propor-
tional to the variable pulse drive in the X direction and a
shift of 0.01 inch takes place in the ¥ direction at the end
of each X scan. Thus, continuous map profile data are ob-
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Fig. 3—Block diagram of system.

tained in incremental steps of 0.01 inch and these data are
converted into the binary system and passed on to the
recording stage of the system.

THE STORAGE SYSTEM

The 1-inch magnetic tape storage is used in the system
primarily to provide a permanent storage medium for
model information. Fhis method of storage is destined to
replace present methods of storing heavy molded models.
A single reel of tape, representing a portion of the earth’s
surface at a set scale, may be used to reproduce three-
dimensional models at various horizontal scales and vari-
ous vertical scales or vertical exaggeration, Also, the same
tape may be used to reproduce spherical model sections or
flat models to various map projections. Thus, this single
tape may be used to reproduce any one of possibly 25
master terrain models.

THE OVER-ALL MASTER MODEL SYSTEM

Fig. 3 shows the diagram of the system. The prepared
metal map is placed in a scanning mechanism and the tim-
ing generator causes the X and Y servos to position a
scanner head to appropriate scan the map plate. The X and
Y servo-positioning information along with the Z-code
information is passed into a computer to convert the map
projection coordinates into spherical coordinates which
match the curvature of the earth’s surface. The data are
then passed on to the memory device which is a magnetic
recording system. The magnetic tape is then used to drive
the model cutting mechanism through a counter storage
medium feeding the appropriate three-dimensional servo-
drives. The cutting tool is a high-speed routing tool which
is positioned in three dimensions by the servosystem and
thus produces a three-dimensional model.

DEsicN FACTORS OF THE SYSTEM

(See Fig. 4.) The three-dimensional models will be
constructed from Hydro-cal plaster blocks approximately
30 X 30 X 3%% inches thick., Hydro-cal plaster has been
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Fig. 4—Typical model section.

used in the system in combination with inert agents and
lubricating agents to produce the model blocks. Because
of the dimensional stability of plaster, its good machining
properties at very high speeds, and the ease of reducing
residue to small dimensions, it provides a good material
for the system.

Profile cuts will be taken at each 0.01 inch. A cutting
speed of 30,000 to 50,000 rpm is required to maintain de-
flection within tolerance limits and reduce the size of resi-
due chips to micro dimensions for ease of residue evacna-
tion.

Maximum cutting depth is 2 inches, and accuracy is
maintained to 0.01 inch in any dimension.

Digital coding is used to obtain more accurate computa-
tion for projection corrections, interpolation of profile
coordinates, and storage recording. All the standard map
projections will be incorporated into the system, both in
the map scanning portion, and in the model input section.
Thus, flat models to various map projection coordimates
will be produced as well as curved models simulating scale
curvature of the earth.

Tur CoNTROL SYSTEM

(See Fig. 5.) The control system uses serial type SEAC
circuits. A 1-inch wide magnetic tape is used for informa-
tion storage utilizing binary pulse coding of 3 channels,
thus allowing 4 separate runs on the tape to use 12 chan-
nels. Ten bits are used on the tape for each position or
word. The scanning/recording portion of the control sys-
tem is programmed by means of a timing pulse generator.
This generator impresses a timing pulse channel on the
magnetic tape and pulses the X and ¥V counter units. The
counter units in turn operate the X and Y servos for scan-
ning the map plate and feed the binary positioning code
for the X and YV channels on the tape. A single channel
on the tape is used for both X and ¥ positioning code,
since a single profile X scan produces no ¥ change until
the end of the scan run. Then the ¥ increment shift takes
over on the same channel using 4 pulses of time on the
channel to effect the 0.0l-inch physical shift of the axis
and a new X profile scan then proceeds on the same chan-
nel. While this XV scanning operation is proceeding, the
Z-code information is being recorded on a third channel
of the tape.
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Fig. 5—Recording system block diagram.
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Fig. 6—Reproduction system block diagram.

(See Fig. 6.) The tape output drive system is actuated
by the three-channel pulses of the tape unit. The XYV
channel activates the X and Y counters alternately which
energizes the X and Y servodrives. The timing pulse
channel controls the register and the Z-dimension channel
activates the Z servosystem concurrently with the XV
systems.

TeE MACHINE SECTION

The mechanical portion of the equipment consists of a
heavy base table which carries the three-dimensional
drives, the milling head housing, and the residue exhaust
system. The hydraulic power supply unit provides power
to the hydraulic motors at approximately 3000 psi. »

The three-dimensional = servocontrol system controls
hydraulic motors which turn ball-screw actuators to po-
sition a milling head carriage in the X and Y positions.
The third Z motion is accomplished by hydraulically acti-
vating a piston which positions the milling head drive in
vertical motion. The milling head, which rotates a tapered

‘fluted tool at high speed, produces a profile cut of approxi-

mately 0.01-inch width and varying in depth as the drives
produce the profile motion.

The combination of precise tolerance “ball-screw actua-
tor drives” and the fast acting hydraulic motor drives pro-
vides accuracies of speed and acceleration in excess of the
original requirements.
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CONCLUSIONS

The research program outlined in the foregoing para-
graphs has been geared to meet the over-all requirements
of the master model program. This research program has
been divided into three phases as follows.

Phase I

This phase was devoted to a detailed analysis of the
problems in the form of a design study. This included
studies relating to mapping and cartographic techniques,
data programming, data storage, machining or forming
methods, and systems study to correlate these units into
a workable design.

Phase 11

construction of a prototype model of the design to prove
feasibility of the over-all system were covered here.

Phase 111

The final phase included the addition of complete com-
puter control to the prototype model and reworking of
components as necessary to carry the project through the
various research phases, which were proceeding in close
conformity to the original program schedule.

This project is believed to be the first step in a series
of completely automatic devices for the correlation of
cartographic and photographic intelligence to maps and
models.

It is expected that this equipment when used for model
production will consist of scanning units located in a
centralized location, with model production units at various
activities concerned with model usage.

Preparation of design drawings, specifications, and the

Discussion

In answering the questions on the model
terrain system, Mr. Stieber had with him
R. E. Hock, of Technitrol Engineering
Co., Philadelphia, Pa., which is reducing
this technique to practice.

J. S. Seely (Southern Railway Sys-
tem): Can overhanging cliff configurations
be handled ?

Mr. Hock: We can handle anything up
to approximately 85 degrees; anything
greater than that is so vague in our map-
ping that we don’t worry too much about it.

E. L. Harden (Westinghouse Electric
Corp.): Is there interpolation between
contour lines or does the cutter make steps
corresponding to the contour lines?

Mr. Hock: In one method of coding,
which is to etch away the areas between
the contour lines, we coat the map with a
conducting paint, a resistive paint in which
you get contour smoothing between the
lines. We actually convert this smooth
analog voltage to digital steps between lines
so that if you are cutting an exaggerated
scale, you do- get digital changes between
your contour lines. In the method in which
you are etching away the lines and leaving
the areas, there is no easy way of inter-
polating between contour lines.

Mr. Ebeling (Otis Elevator Co.):
What is the maximum map scale ratio?

Mr. Hock: On the XV axis, they are
in the ratios of one half, 1, 2, and 4, in the
Z axis, one half, 1, 2, 4, and 8. It was
easiest to obtain binary values at some
later date. These will probably be converted
to decimal.

Mr. Maetra (RCA Labs.,, Princeton,
N.J.): What is the limit of the smallest
change delta Z that can be recorded? Is
this comparable with the precision that an
operator can obtain manually?

Mr. Hock: The smallest increment of
movement in any axis is five thousandths
of an inch and it is better than manual
accuracy.

Question: How do you take into ac-
count the cutter center offset correction?
Tt would appear that no correction is made,
in which case the three-axis part will be
in error.

Mr. Hock: The cutter is a tapered tool,
tapering down to fifteen thousandths at its
tip and has a fifteen-to-one aspect ratio.
So, the offset is approximately seven and
one-half thousandths. Now, we are trying
to obtain accuracies of plus or minus one
one-thousandth of an inch so we have al-
most really taken up our accuracy in the
cutter offset.

However, we do ignore it, as you have
stated.

Question: When will the system be
producing three-dimensional maps?

CTINE=TO

Mr. Hock: We actually have the Z axis
at the plant. We are working on the servo-
system at the present time and the X and
Y axes are under construction at a sub-
contractor. However, we have a prototype
of the XY axis which is a converted milling
table that gives us limited travel of ap-
proximately three by six inches and this
we hope to be operating in January, 1958.

Mr. Winslow (ABMA): In the prepa-
ration of the original map for photographic
work, do you use a color or line to indi-
cate the contour line?

Mr. Hock: The original map is a black
line map and it is a transparent negative
with the contour lines in black and from
this we produce the etched—either the area
map or the lined map.

Question: What are the common con-
tour intervals used?

Mr. Hock: These vary from ten feet
up to several hundred feet, depending upon
the horizontal scale of the map. The eleva-
tions are stored as earth-centered spherical
coordinates,

Question: Do you use the output com-
puter to convert to flat projection?

Mr. Hock: Actually this conversion of
the coordinate ‘system is the next step in
the program. Presently, we are working on
using the existing projection in reading -
and storing in that projection and cutting
in that projection.
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A Coordinated Data-Processing System and Analog
Computer to Determine Refinery-Process
Operating Guides

C. H. TAYLOR, JR.F

GENERAL DESCRIPTION OF THE SYSTEM

T VHE coordinated data logging and computer equip-
i ment, which has been constructed for Esso Standard

Oil’s Belot Refinery, Havana, Cuba, measures and
records the true value of 101 process variables and 11
operating guides. The measured variables are gas flows,
liquid flows, level, pressure, oxygen percentage, and tem-
perature. The inputs to the logger representing flows, level,
and pressure are in the nature of 3 to 15 psig signals. The
oxygen percentages and temperature signals exist as dc
mv signals. Unique in the system is the incorporation of an
analog computer which calculates 11 operating guides.
These are computed at the end of a readout cycle from the
logger. The operating guides computed are the following:

1) Carbon burning rate,

2) Catalyst-circulation rate,

3) Catalyst-to-oil ratio,

4) Ratio of feed-to-reactor catalyst hold-up,
5) -430° FVT conversion-corrected,

6) Percentage weight of hydrogen in coke,
7) Per cent weight of carbon make on total feed,
8) Heat duty of top pump-around system,
9) Heat duty of mid pump-around system,
10) Regenerator superficial velocity,
11) Reactor superficial velocity.

The logger can be adjusted to give a complete readout
of all process variables every 10 minutes, 30 minutes, or
hourly. At the end of the hourly logging cycle, informa-
tion required by the computer is fed into the computation
circuits which proceed to calculate the 11 operating guides
noted above. As the computation for each guide is com-
pleted, the true value is logged on the output typewriter.
Thus, a given set of guides is based on information given
in the logging cycle immediately preceding the computation
period. Scheduled logging is supplemented by “on de-
mand” logging and can be initiated at any time by the
operation of a push button.

Two electrically actuated automatic typewriters with
separate tape punch have been furnished to record the
outputs of the automatic logger and analog computer. The
tape punch produces a 5-channel punched-tape output
suitable for the actuation of IBM equipment. In order to
provide for proper utilization of this tape, the following
information accompanies the data:

t Fischer and Porter Co., Hatboro, Pa.

1) A symbol to identify “on demand” readouts,

2) Tabulating card-advance and card-eject signals for

each group of 15 data points. :

3) Tabulating card number for each 15 data points.

4) Time to the nearest minute for each tabulated card.

5) Unit-identification number for each tabulated card.

6) An identification character on each card in order to

differentiate preset hourly readings which are of in-
terest to accounting and other groups for manual or
more frequent readouts demanded by the operator
but not essential to tabulating card computations.

7) Two additional identification characters on each card

in order to identify ultimate data users.

The equipment is housed in two cabinets in the follow-
ing manner. One cabinet contains the transducing equip-
ment for the process variables, and the programming
equipment for the data logger; the second cabinet houses
the computing circuits. Both cabinets are arranged to
permit a continuous air purge. In addition, the computer
cabinet was provided with an air-conditioning system in
order to dissipate the electrical heat generated by the
computing elements. All equipment has been designd to
conform with specifications for a Class I, Group D, Di-
vision 2 area as defined in article 500 of the 1953 National
Electrical Code. '

It should be noted that among the process variables be-
ing logged are three gas flows which have been pressure
and temperature compensated. All flows are printed as
hourly averages and 24-hour totals. Five of the tempera-
tures are printed as hourly arithmetic averages, and 61 are
printed as instantaneous values. All necessary lineariza-
tion of thermocouple inputs, the conversion of customers
3-15 psig pneumatic signals to digital signals, and the ex-
traction of square-root functions have been provided in
order to check the over-all accuracy of the automatic log-
ger. These points are printed out on the log sheet before
each readout cycle. A dead weight loaded precision pneu-
matic comparator has been provided to check the pneu-
matic-to-digital transducer which is used for the pneu-
matic-signal inputs.

The accuracy for the logged-process variables is as
follows:

1) Temperature == 0.25 per cent.

2) Pressure = 0.5 per cent.

3) Compensated flows = 1.0 per cent.

4) Integrated and averaged flows = 1.5 per cent from

10 to 25 per cent of full-scale flow, == 0.75 per cent

s
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from 25 to 50 per cent of full-scale flow, and == 0.5

per cent from 50 to 100 per cent of full-scale flow.

The accuracy of computation for the operating guides
is == 2 per cent.

Use or AC COMPUTER SIGNALS

Because the computer must be capable of operating at a
100 per cent duty cycle, that is to say, 24 hours per day
for 365 days per year, the signals handled by the comput-
ing circuits are in the nature of 60-cycle ac voltages. This
was done in order to produce a high degree of reliability
in the equipment. Most conventional computers today uti-
lize signals which are dc voltages. In order to obtain the
best possible degree of accuracy and minimum drift, it is
necessary that all dc signal voltages be checked for proper
calibration before the problem is solved. This becomes a
frequent maintenance procedure in the case of a continu-
ously-operated piece of equipment. In order to eliminate
the need for a periodic check of all signal-voltage accura-
cies and amplifier balance, the signal voltages in the com-
puter are obtained from a group of transformers. These
have been designed to operate on a primary voltage of 220
volts, 60 cycles. In practice, the transformers are operated
on 115 volts, 60 cycles. We have therefore supplied twice
as much iron in the laminations as actually required. This
insures that the transformers operate on the linear portion
of their magnetic-characteristic curves. This is done so
that we are certain that the coupling flux within the core
does not approach the saturation level and that the secon-
dary voltages contain a minimum of distortion and bear a
constant proportionality to the primary voltage. The trans-
formers are wound with a turns-ratio accuracy of == 1 per
cent. The signal voltages are then padded to the desired
accuracy by means of adjustable rheostats connected in
the secondary circuits. In order to further insure repeata-
bility between the units handling a multiplicity of signals,
all transformers are loaded equally. Furthermore, they
were constructed with laminations stamped from a uni-
form batch of iron in order to further insure repeatability
among units. The result is a signal-source module of five
volts, 60 cycles, When signals of greater magnitude are
required, additional transformers are used with their pri-
maries connected in parallel, and their secondaries con-
nected in series.

For example, if a signal of, say, 22.00 volts were re-
quired, we would supply five transformers with their pri-
maries in parallel, and their secondaries in series. This, it
can be seen, results in a “voltage stick” which is 25 volts
long. We take the signal from the low end of the voltage
stick to a point 22 volts from the end.

This reasoning was applied since a computer operating
with signals which were obtained as described above will
require no standardization or reference to a secondary volt-
age standard, nor will it require any special regulation of
line voltages. Itis felt that this results in a more reliable sys-
tem of equipment, and restricts computer down-time to a
program of preventive routine maintenance.

Types oF CoMPUTER INPUTS

The information fed into the computer is derived from
several sources as follows:

1) Logged during a readout cycle and stored as a shait

position prior to the start of the computation period,

2) Derived during the computation period and stored as

a subroutine for use later in the computing cycle,

3) Fed into the computer manually.

Fig. 1 shows a representative segment of an information
time-flow diagram. As can be seen, the computer solves
the 11 equations in sequence, beginning with (1) and pro-
ceeding to (2), (3), etc. In order to solve a particular re-
lationship, it is necessary to obtain the values for all varia-
bles involved in the equation. As the diagram indicates,
these may consist of parameters which have been logged
during the previous readout cycle, variables which have
been manually set, or those which have been stored as a
subroutine during a previous computation. When all of the
necessary data have been assembled, the information is
fed into the computer, and when the output device has
come to balance, the desired solution is printed out on the
logger typewriter. The computer programming circuits
then proceed to assemble the data necessary to solve the
next equation.
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Fig. 1—Information time flow diagram.

When this information is available, it is fed into the
computer circuits which proceed to solve the next rela-
tionship, etc. When the last operating guide, or (11), has
been solved and typed out, the computer circuits are dis-
engaged from the logger for a period of one hour at which
time the next computation period is initiated.

A TiME-SHARED GENERAL-PURPOSE COMPUTER

In order to perform the necessary computation with a
minimum of equipment, it was decided to assemble a
group of computing elements consisting of algebraic sum-
mation elements, coefficient modules, and electronic multi-
plication or division elements, and to program their input
and output circuits to solve for the value of each operat-
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ing guide serially. This means that a given computer build-
ing block may be used repeatedly with a minimum duplica-
tion of equipment. This time sharing of computer “ele-
ments” makes it possible to assemble a so-called general
purpose computer and, in effect, makes it a specific pur-
pose machine through programming. To determine the ac-
tual number of computing blocks required, a study of the
relationships to be calculated was made, and a block dia-
gram for each relationship was established. The equation
requiring the greatest number of elements then determined
the diversification and number of modules to be included
in the computer. Since all other relationships are of a sim-
pler nature, we use the building blocks over and over
again to solve these less complicated equations.

Fig. 2 shows a typical computer block diagram. The re-
lationship to be solved, in this case reactor superficial veloc-
ity, is shown at the top of figure. The input-signal in-
formation is shown at the left-hand side of the figure. The
block diagram indicates how the various signals are modi-

fied and combined in order to solve the desired equation.
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Fig. 2—Typical computer block diagram.

The references shown in the diagram refer to the analog
signals as ac voltages with respect to ground, that exist
at the various points in the circuit. The equation is gener-
ated, so to speak, by starting with single terms which are
combined by addition, subtraction, multiplication, and di-
vision until the desired results are achieved at the output
(shown at the right-hand side of the figure). It was neces-
sary that we know the variation in magnitude for each of
the individual input signals so that we could assign appro-
priate signal voltages to these inputs during the process of
scaling the computer parameters.

Types oF COMPUTER BUILDING BLOCKS

In order to time share the various computer elements,
it was necessary to switch a given module between the sev-
eral circuits in which it was to be used. To illustrate how
this was achieved, diagrams are included showing how the

computer relay programming is used to accomplish this
switching.

Fig. 3 shows the circuits for a typical time-shared sum-
mation amplifier. In this case, we desire first of all to add
voltage E1 to E3 in one equation and then, at some later
time, to add voltage E2 to E4. It will be noted that the in-
put signals are connected to the amplifier by means of
computer programming relays with contacts R1 and R2 es
shown. The signals are switched by Form D (or make
before break) contacts which insure that the input to the
amplifier is not open-circuited during the switching opera-
tion. The stage gain of this particular type of amplifier is
made equal to unity by suitable adjustment of the feedback
resistor Ry and the input resistances Ry, and Ry,. Fur-
thermore, it can be seen that, to minimize any dc drift
within the amplifier itself, a chopper-stabilizer module has
been included. Should it become desirable to check the dc
output level as referred to the input, a test switch has been
provided as shown. This switch decouples the amplifier
from any existing input signals and returns the summing
junction to ground through a suitable resistance. A dc volt
meter can then be placed from the output of the amplifier
to ground, and potentiometer RA manually adjusted to
reduce the dc unbalance to zero.
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Fig. 3—Summation amplifier.

Fig. 4 illustrates how these same principles are applied
to an operational amplifier being used as a coefficient mod-
ule. That is to say that the input voltage is multiplied by
a fixed constant depending upon the position of the slid-

ing contact on a multiturn potentiometer associated with

the desired constant. Here again, it will be noted that the
switching operation is accomplished by Form D contacts
(or make before break) so that neither the amplifier-feed-
back loop nor the input-summing junction is left open-
circuited during the switching operation.

The chopper-stabilizing amplifier is again included,
as well as the test switch, should it be desirable to check
the dc level of the output with respect to the input.
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Further reference to the diagram will show that the po-
larity of the input signal determines the alegbraic sign of
the term it represents. Thus, if we desire to add two sig-
nals together, we arrange to feed voltages of like polarity
into the summing amplifier. If we desire to take the differ-
ence between two voltages, the signals are fed 180 degrees
out of phase. This simply means that the secondary leads
from the signal transformer are reversed, resulting in the
necessary phase reversal. It should also be noted that the
operational amplifiers used invert the signals fed to their
inputs ; that is to say, if a signal with polarity 1-2 is fed into
an amplifier, the output voltage will have phase 2-1. It was
therefore necessary to study the relationship being solved
in order to determine the phase relationships between the
various input signals.
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Fig. 4—Coefficient amplifier.

Fig. 5 illustrates the method of handling an electronic
multiplier-divider element using ac analog signals. Since
the device is a true multiplier, it was necessary to avoid
the sine-squared relationship which results when two ac
signals are fed to the inputs of the module. It will be seen
that one signal is converted to a dc voltage by means of a
full-wave rectifier and forms the input applied to terminal
No. 2. This voltage is then modulated by the signal applied
to input No. 1. The output signal is proportional to the rms
product of the input signals in the case of multiplication,
and to the ratio of the rms amplitudes of the inputs in the
case of division. Contacts on the computer programmer re-
lays determine whether the block will be used for multipli-
cation or division. Auxiliary operational amplifiers Cp and
Cu were provided in order to give the proper output vol-
tage relationships. All amplifiers within the multiplier-
divider were chopper stabilized in order to minimize any
dc drift within the element itself. The circuit shown was
arranged to provide a multiplication and division element
with unity gain. In order to increase reliability and mini-
mize drift, it should be noted that all computer building
blocks were provided with chopper stabilization and also
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Fig. 5—Multiplication and division circuit.

means for manually adjusting any dc unbalance which may
occur in operation.

MEMORY SYSTEMS

Information stored in the computer is derived from 3
sources:

1) Information stored as a shaft position within the

logger itself.

2) Data which exist within the logger instantaneously
during a readout cycle, but which must be main-
tained for use as a computer signal.

3) Information stored as a subroutine during the com-
putation period.

Process variables which are read as integrated quanti-
ties such as compensated flows and hourly average tem-
peratures exist as shaft positions in the logger. Fig. 6
shows the circuit for a typical compensated gas flow. In
this arrangement the position of the contact on the ac-
cumulator slide wire is a function of the flow which has
been pressure and temperature compensated. During the
logging cycle, the flow accumulator slide wire is connected
to the logger readout device. During the computation cycle,
however, an ac voltage from a computer signal transfor-
mer is impressed across the terminals of the slide wire, and
the voltage developed from the contact to the low end of
the slide wire is returned to the computer as an ac signal
for use in the computation circuits. It can thus be seen that
the accumulator slide wire is time shared between the log-
ger circuits and the computer circuits. Moreover, there are
computer parameters which are derived from signals that
exist in the logger only instantaneously as the logger pro-
grammer scans the customer input information. For ex-
ample, instantaneous temperatures, as given by thermo-
couples, must be stored at the time that they are read dur-
ing the logging cycle and must be maintained in memory
in a form which can be used by the computer. This was
accomplished by means of a small electromechanical servo-
system. The input signal from the thermocouple is fed to
the logger readout device. A retransmitting or follower
potentiometer mounted on the shaft of the logger readout
device transmits a dc voltage to a storage servosystem lo-
cated in the computer cabinet. The shaft of this servo then
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assumes a position proportional to the value of the input
temperature being measured. A follower potentiometer
mounted on the shaft of the storage servo is then used as
a computer input information by impressing across its ter-
minals an ac voltage from a computer signal transformer.

Subroutine storage within the computer itself is
achieved in a similar manner. The ac voltage representing
the quantity to be stored is fed to a storage servo whose
shaft again assumes a position proportional to the stored
quantity. Retransmitting or follower potentiometers
mounted on the shaft of the storage servo are then used
in subsequent computations.

SIGNAL SOURCES

The signal-source transformers were treated in a man-
ner similar to that of the computer building blocks them-
selves. A single transformer is time shared between the
circuits comprising several of the relationships to be han-
dled by the computer. Fig. 7 illustrates this point. The
diagram shows a single signal-source transformer which
has been time shared between four equations. The signal
to be used for (1) is generated across potentiometer Py
which is shown as a manually-set variable. The voltage to
be fed for (2) is generated across potentiometer P,p in
series with rheostat Psc. Rheostat P,g has been included
in this case to provide zero suppression for the instance
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where the signal does not go to zero at the minimum range
of its variation. For (3), potentiometers Pyp and Pg¢ are
used in an arrangement similar to that shown for (2). In
this case, potentiometer Psp is shown as a retransmitting
“or follower potentiometer mounted on servostorage mech-
anism Sy,. The signal to be used in (4) is generated across
P.p which is shown as a potentiometer mounted on one of
the compensated flow accumulators.
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Fig. 7—Representative signal-source diagram.

Potentiometers Pia, Psa, Psa, and P,y have been in-
cluded as range adjustments set so that the voltage devel-
oped across the signal potentiometers is of the correct
magnitude, depending upon the scaling desired for a par-
ticular variable. Computer programming relays operate
contacts R1, R2, R3, and R4 which are associated with
equations (1) through (4), respectively. The relay contacts
in the primary circuit of the signal-source transformer are
used to reverse the phase of the transformer secondary
voltage. As mentioned previously, an instantaneous polarity
of 1-2 is given the designation of a positive signal in the
computer, whereas an instantaneous polarity of 2-1 desig-
nates a mnegative signal in the computer. Reference to the
diagram will show that the signals used in (1), (2), and
(4) are shown to have a negative sign, while the signal
generated for (3) is shown as a positive signal.

In this manner, a single signal-source transformer has
been time shared with a corresponding reduction of three
in the number of transformers to be supplied. This results
in a saving of physical space within the computer cabinet
as well as in a reduction in the cost of the necessary com-
ponents,

Tie-INn BErweeN COMPUTER AND LOGGER

Fig. 8 indicates how the various circuits previously
described were arranged to complete the coupling circuits
between the automatic data logger and the computer. It
should be noted that the addition of the computer in no
way affects the operation of the data logger—it was de-
signed to act as a supplementary or auxiliary device.

As previously stated, the logger programmer scans the
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process analog-input information at least once an hour. At

the completion of the hourly logging cycle, the logger pro-
grammer sends a signal to a stepping switch located in the
computer programmer. This signal advances the stepping
switch to position no. 1 and initiates the computation cy-
cle. Position no. 1 on the stepping switch operates a group
of equation relays associated with the first relationship to

be solved. Contacts on these relays then proceed to select
for the computer input information which has been de-
rived from logger storage data as previously described,
and manual input data. The equation relays also serve to
connect the computer building blocks in the arrangement
necessary to solve this first relationship. The output from
the computation circuits is fed directly to the computer
readout device. This unit is an electromechanical self-bal-
ancing ac potentiometer. A retransmitting or follower po-
tentiometer sends a dc signal back to the logger readout
device causing the two servos to track., Since the logger
readout device is a multirange self-balancing potentio-
meter, it is necessary that range information be supplied
to it from the logger programmer during the computation
cycle. A digicoder, coupled through gearing, is used as an
analog-to-digital converter which sets up a digital output
proportional to a shaft-position input from the logger
readout device. The digicoder output is then fed through
a divide-and-decode network to the logger typewriter. The
characters present in the output are scanned by the charac-
ter programmer which actually operates the solenoids on
the typewriter mechanism. Tape punch information is gen-
erated as the typewriter is recording the value of the com-
puter solution.

During the time that the solution to (1) is being typed
out, a feedback-point advance pulse is sent back to the
stepping switch in the computer programmer which then
advances to position no. 2. The equation relays associated
with operating guide no. 2 are than energized and the cycle
repeats as described above for (1). The programming con-
tinues until a solution is obtained for each of the 11 rela-
tionships to be computed. At the completion of (11), a
feedback pulse is generated by the computer stepping
switch and returned to the logger programmer. The step-
ping switches associated with the logger point programmer
then return to the home position where they remain until
the initiation of the next logger cycle.

C2EEET0
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System Characteristics of a Computer Controller

for Use 1in the Process Industries
W. E. FRADY" anp M. PHISTER?

INTRODUCTION

EFORE the detailed design of a computer may be
begun, it is necessary to set up some fairly detailed
specifications which define the operating character-

istics of the proposed system. It is the purpose of this
paper to show how these specifications were developed for
the RW-300 digital-control computer, the first computer
designed specifically for process control, The specifica-
tions for this computer were developed as a result of a
number of studies carried out on specified industrial proc-
esses over a period of almost three years.

TaE Process CONTROL PROBLEM

The functional and environmental specifications for a
digital system arise explicitly or implicitly in answer to a
number of questions which can be raised about the job the
system is to perform. The job to be done by a process-
control computer is that of making adjustments in process
variables to attain some specified process objective in the
face of variations (in raw material characteristics, am-
bient conditions, etc.) over which no control can be exer-
cised. In the course of answering questions about the proc-
ess-control jobs we will show how the basic specifications
for the RW-300 were developed. A description of the com-
puter will complete this paper.

Inputs

What is the source of the information, and how may it
best be translated into the language of the machine? The
data entered into a process-control computer is funda-
mentally of two different kinds: data from process instru-
ments (measuring temperature, flow, pressure, liquid level,
chemical composition, viscosity, density, etc.), and data

supplied by the operator as requests for special operations
from the system, or as changes to be made in system op-
eration. The instrument data is fundamentally analog in
character, normally in the form of an electric or a pneu-
matic signal. The signal may continuously represent the
quantity being measured by the instrument (as a thermo-
couple voltage continuously represents the temperature),
or it may represent the physical quantity being measured
only at intervals (as the output of a chromatograph repre-
sents a composition by a peak voltage or by the integral of
a slowly varying voltage). In addition to these analog in-
strument signals, there may be digital signals designating
the mode of operation of the instrument.

t The Ramo-Woodridge Corp., Los Angeles, Calif.
c l‘thhc Thompson-Ramo-Wooldridge Products Co., Los Angeles,
alif. !

Although the analog input information could be tran-
scribed manually by an operator and inserted into the com-
puter control system in digital form, this would be an in-
convenient slow operation, subject to human errors of
transcription.

The digital information inserted by the operator is most
conventiently presented in decimal form, so that the op-
erator can prepare it easily. However, it may be desirable
to permit the operator to initiate special requests and
changes by pressing a button or operating a switch.

What kind of information must be represented, numeri-
cal or alphabetic? As can be inferred from the answer to
the first question, the information read into the computer
is fundamentally numerical in nature. The precision of the
input data is limited by instrument precision. A precision
of better than 1 per cent of full scale is unusual in com-
mon process instruments.

What is the rate of flow of information from the
source? Data from the continuous type instruments are
available at any time. From instruments like the chroma-
tograph, data is available only periodically. Typically, a
chromatograph signal might be sampled periodically every
ten seconds over a period of five or ten minutes. Although
part of the instrument data is available continuously, the
variation in process variables is usually slow enough that
the computer control system need to sample the instru-
ments no oftener than once every five minutes or so. The
number of instruments which must be so sampled varies
from process to process and from problem to problem. A
typical complex process may require as few as 25 inputs
or as many as 250 inputs.

Data Processing

‘What must be done to the information? Must it be al-
tered; if so, how? A process-control computer must be
able to handle many different kinds of computations and
manipulations of process input data. Typical of the kinds
of data processing required are data interpretation, calcu-
lations for optimal control, data logging or printout of
process information, and checks for hazardous process
conditions or for instrument failures. By nterpretation of
data we mean the translation of readings from process in-
struments into numbers corresponding to the physical
quantities these readings represent. This interpretation
may be as simple as the application of a scale factor. It
may include a linearizing operation like one which must
be applied to a thermocouple to translate voltage into a
temperature. Or it may require the solution of a set of
simultaneous linear algebraic equations, as are required to
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compensate for interferences between a number of chemi-
cal compounds analyzed by a mass spectrometer. The cal-
culations required for control in general require the solu-
tion of very nonlinear algebraic equations. These equa-
tions vary widely from process to process, and there seem
to be no characteristics common to all of them. The data-
logging operation requires that information be printed out
in a digital-decimal form. The checking of process instru-
ments and process conditions for malfunctions requires in
general the comparison of observed or calculated data with
certain standard values established by the operator. These
comparisons and the decisions based on these comparisons
comprise the checking operation.

How much time is available for processing the informa-
tion? The data interpretation and control calculations need
to be carried out at a frequency determined by the dynam-
ics of the process and by the rate at which significant

changes take place if the variables are slow and the time.

constants involved in a process are fairly long. A control
calculation once every five minutes to once every hour or
half hour is sufficient for most processes. The data-logging
calculation may also vary depending on the state of the
process and the desires of the operator. A complete log-
ging operation of all process variables and related data
once every five minutes is most frequently required. The
alarm-checking operation may again be one which should
be carried out very frequently or relatively infrequently
depending on the variable in question. Some process
checks must be done once a second ; others can be carried
out as infrequently as once every fifteen minutes to an
hour. "

Qutputs

‘What must be the output rate of the process informa-
tion? The rate at which output adjustments are made on
the process is again a function of the dynamics of the
process and the rate of change of the uncontrollable varia-
bles, In most processes an adjustment once every fifteen
minutes to a half hour is ideal. In some processes more
frequent or less frequent adjustments may be desirable.

What is the purpose of the output information? What
form should it be in to accomplish this purpose most effec-
tively? There are two principal forms of output informa-
tion, just as there are two forms of input information. The
first is data calculated by *he computer which must be used
to adjust process variables. The second is data in funda-
mentally digital form which must be supplied to the opera-
tor. The data supplied to the process may itself be of two
forms. It may be necessary for the computer to send a
digital, on-off signal to turn an instrument on or to effect
some calibration or to open or shut some valve; it will
be necessary to make adjustments in instrument settings
by means of analog signals which correspond to digital
numbers calculated by the computer as the proper setting
for the instruments. Added to this is the more conven-
tional digital output system required for data-logging pur-
poses.. As was mentioned before, this requires decimal

output data. Typically, the number of process outputs is
at most about half the number of inputs.

Reliability end Maintenance

What effect would a machine error have on the informa-
tion flow, and how would it affect the operation being per-
formed? May the operation be interrupted for emergen-
cies or for regular periods of preventive maintenance?
Conventional instruments used in the process industries
are typically very reliable. Operation over periods of sev-
eral years without preventive maintenance and without
failure is not uncommon. However, every process instru-
ment has some probability of failure, and the process en-
gineer, in designing a control system, takes this into ac-
count and assures that the control system is fail-safe, that
is, that a failure of some instrument or even some combi-
nation of instruments will not result in a disaster. A digi-
tal-control computer, by its very complexity, is not likely
to be as trouble free as conventional and very simple
pneumatic instruments, However, as might be expected in
view of the fail-safe precautions commonly taken, the
problem involved in incorporating a digital-control system
into a process is different in degree rather than in kind
from the problem of installing the conventional instru-
mentation. The entire control system must still be fail-
safe, regardless of the reliability of the computer.

Nevertheless, the practical effectiveness of a control sys-
tem of this kind is very much dependent upon its reliabil-
ity, and upon the ease with which it is repaired when fail-
ures do occur. High reliability and great ease of mainte-
nance are very important. In addition, it must remain
practical to do preventive maintenance with the least possi-
ble interference with normal computer operation.

Environment

What are the environmental conditions under which the
system ‘must operate, and what effect should these have on
the system characteristics? Environmental conditions for
computer control systems in process industries can be ex-
pected to vary widely from installation to installation and
to be very difficult. Wide temperature variations, from be-

low freezing to somewhat above 100°F, are frequently en-

countered as are wide variations in humidity. Corrosive
gases and vapors of one kind or another are often pres-
ent in the air. Large quantities of dust are not at all un-
usual. Vibration due to the proximity of heavy machinery
can be anticipated. Electrical power supplied to the com-
puter may be locally generated, with the result that line
voltages and frequencies change by 10 or 20 per cent
of their nominal values. And it can be expected that com-
puter use and maintenance will be in the hands of inex-
perienced operators who are unimpressed by delicate or
fragile equipment,

SYSTEM SPECIFICATIONS

The answers to the above questions resulted in a set of
rough system characteristics which served to guide the de-
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signers when detailed decisions were made about the com-
puter’s operation. These system specifications may be
stated very briefly as follows.

Because of the complexity and variety of the problems
to be handled by a process-control computer, and because
of the importance of flexibility in these applications, the
basic machine should be a stored-program computer. The
computer should have available a very large memory for
storage of programs of instructions. The important re-
quirement that the system be fail-safe suggests that the
computer outputs, used to adjust process variables, be em-
ployed with conventional process controllers which com-
pensate for the second-by-second variabilities in process
conditions. The computer itself therefore need be of only
moderate speed.

An input-output system capable of handling some 250
analog inputs, 100 analog outputs, and a similar number
of one-bit inputs and outputs is necessary. In order that
the process input-output system be suitably matched to
computer speed and to typical process dynamics, all inputs
should be made available to the computer and all outputs
adjusted by the computer at least once a minute.

A conventional decimal input-output system is also re-
“quired, but since it is not necessary to read in or print out
large volumes of data, relatively low-speed devices are
satisfactory.

Because of the inherent lack of precision in instrument
input and output equipment, it might appear that the great
precision obtainable from a digital computer would be un-
ttsed in process control applications. It is certainly true
that the ten-decimal-digit word length useful in some sci-
entific computations is not required here. However, a com-
puter precision somewhat greater than that supplied by the
instruments is very desirable to make scaling problems
easy for the programmer. An input conversion system ac-
curate to one part in 256 or. 512 (&8 or 9 bits) would be
adequate, and a word length two or three times that is ap-
propriate. Since most of the computer’s operations do not
require human intervention, the binary number system is
suggested, with decimal output and input conversions
handled by the computer when necessary.

The reliability and environmental specifications empha-
size the importance of mechanical and electrical rugged-
ness and ease of maintenance.

DEeTAILED CHARACTERISTICS

The RW-300 computer controller is designed to fulfill
all of the requirements above as economically as possible.
Tts detailed characteristics were worked out by planning
a hypothetical computer, putting it into typical industrial
process-control systems, and then evolving a more de-
tailed set of specifications while altering the computer’s
characteristics to meet new demands. This whole operation
was carried out, of course, with still another objective in
mind: that of providing an ultimate system which would
be cheap enough to permit reasonable payoff periods in
these applications.

The result, which will be described in the following sec-
tions in some more detail, is a transistorized (for reliabil-
ity) general purpose, stored-program digital computer. It
has a magnetic drum memory (for large capacity at low
cost operable over wide temperature variations) and op-
erates in a serial mode with fixed-length binary words. It
contains analog and digital input and output facilities, the
number of which can be increased or decreased without
affecting the internal logic of the basic computer.

The computer uses an 18-bit binary word for numbers,
consisting of a sign bit and 17 magnitude bits. The magni-
tude of each number is less than one. This word length is
approximately twice the word length of the analog-to-digi-
tal and digital-to-analog conversions and is compatible
with the accuracy of industrial instrumentation. An infre-
quent number of cases arises in process control requiring
the use of double-precision arithmetic operations. Because
of their infrequent occurrence it was not necessary to pro-
vide automatic double precision. These operations can be
programmed through the use of the other instructions in
the machine’s repertoire. The instruction system contains
19 instructions of the one plus one address type. That is,
each instruction specifies the address of one operand and
the address of the next instruction to be executed. In-
structions are stored in the magnetic drum memory as two
adjacent words. Thus, 36 bits are used to store an instruc-
tion. The first word of an instruction pair contains the
operand address and the execution time of the particular
operation. The second word contains the next instruction
address and the instruction code. The execution time field
gives the programmer the capability of specifying the
number of bits used in the multiplication, division, shift-
ing, and digital-input instructions. These 19 instruction
codes can be divided into three categories. The first cate-
gory contains the basic arithmetic operations of add, sub-
tract, multiply, and divide. The second group contains the
conditional transfer or program-branching type of opera-
tions. These are transfer on a zero number, transfer on a
negative number, transfer on overflow, and compare mag-
nitude. The stop instruction is also put in this category.
The third category of instructions contains the data han-
dling operations for loading and storing either of the two
principal arithmetic registers, transferring information
between these two registers, shifting of numbers in the
registers, merging and extracting numbers (logical add
and multiply), and the digital input-output instruction.

The time required for execution of the various instruc-
tions is as follows. This includes reading the instruction
from memory, obtaining the operand, and completing the
operation where a minimum access time is allowed for ob-
taining both the instruction and the operand.

Add and subtract 0.91 milliseconds

Multiply 2.99 milliseconds
Divide 2.99 milliseconds
Branch 0.65 milliseconds
Load 0.65 milliseconds
Store 0.78 milliseconds.
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These speeds of operation and the command repertoire are
compatible with data-processing requirements and infor-
mation-flow rates encountered in process-control systems.

The internal structure of the RW-300 can be divided
into the following operational units: a magnetic drum mem-
ory, a control unit, an arithmetic unit, a digital input-out-
put unit, an analog input-output unit, a test and mainte-
nance panel, and an operator’s control panel.

Memory

The addressable memory consists of 64 tracks of 128
words each. One of these tracks is reserved for a memory-
loading program which will load the memory from
punched paper tape. This track is unalterable by the pro-
grammer as a safety precaution. A second track of the 64
is used for a 16-word circulating register for fast access.
The remaining 62 tracks of 7936 words are used for gen-
eral storage. It is possible to write into only eight of these
tracks at a time under computer control, thus giving 1024
words of variable storage in addition to the circulating
register. The eight tracks are selected by means of an ac-
cessible connector plug between the writing circuits and
the memory unit. The normally used 8 tracks have both a
reading and a writing head which are separated by 32
words such that a number may be read from a track, op-
erated upon, and stored back into its original address with-
out waiting an entire drum revolution. The memory ca-
pacity for program constants and variable storage was de-
termined on the basis of programming several typical in-
dustrial processes. Additional memory capacity was added
over and above that determined in the study process since
additional use of the computer once installed in a process
will surely be made, thus requiring greater storage ca-
pacity for both program and constants.

Control Unit

The control unit of the computer consists of registers
and counters to store information concerning the instruc-
tion and the sequence of steps in the execution of the in-
struction. Two circulating registers on the magnetic drum
are used to store the operand address and next instruction
address. The track selection portions of these addresses
are transferred to a selection register at the proper time.
Sector address coincidence is determined by serially com-
paring the sector address portions of the instruction to a
sector-identification track on the drum. A third circulating
register on the drum is time shared with the arithmetic
unit but is used to store the execution time of an instruc-
tion when used in the control unit. A second flip-flop regis-
ter is used to store the actual instruction code. Two flip-
flop counters are used to distinguish the digit times in a
word time and to sequence the steps involved in executing
an instruction.

Arithmetic Unit

The arithmetic unit of the computer consists of two
main circulating registers, the time-shared register men-

tioned above, and an adder. The principal arithmetic regis-
ter contains the results of instructions and holds one of
the operands in the majority of instructions. The second
arithmetic register is used to hold the multiplier and re-
mainder for multiplication and division. Because the con-
tents of the second register are readily interchanged with
the principal arithmetic register, it can be used as a one
word time, fast access, temporary storage. The time-shared
register is used for multiplication and division. It is not
addressable.

Digital Input-Output Unit

The digital input-output unit contains the basic facilities
for reading in 6 bits from a paper-tape reader and for
putting out 6 bits for a paper-tape punch and/or type-
writer. A large number of digital inputs and outputs other
than the paper tape and print inputs and outputs is possi-
ble without changing the basic computer. The total num-
ber of addresses available for digital input or output de-
vices is 64 and the maximum word length for these inputs
and outputs is 18 bits. These digital input-output facilities
are more than adequate for the alarm output and operator
input instructions encountered in process control,

Analog Input-Output Unit

- The analog input-output system does not require pro-
grammed control from the computer. All analog-input
quantities are converted to a digital number and stored in
specific addresses in the memory. All analog outputs are
read automatically from the memory and converted to
analog quantities for control. Input quantities are obtained
from the memory by the computer as are any other num-
bers stored in the memory. The number of analog inputs
and outputs required for process control varies considera-
bly between applications. The maximum number of inputs
could be as high as 512, and the number of outputs could
be as high as 256. Changes in the number of analog in-
puts and outputs used does not change the basic computer.
The input-output system is a cyclic system in that all in-
puts and all outputs are read during a fixed length of time
and then the cycle is repeated. This makes the latest infor-
mation available to the computer at any time where the
maximum delay in an input is a matter of a few seconds.
Ten binary digits are used in converting analog-to-digital
and digital-to-analog. The basic full-scale analog inputs
fall into two categories. These are low-level signal inputs
and high-level signal inputs. The standard low-level input
is 0 to 10 millivolts while the higher-level inputs are stand-
ardized at 0 to 10 volts. The latter may be obtained from
instruments which have current outputs sufficient to give
0 to 10 volts full scale. The analog outputs are standard-
ized at 0 to 5 milliamperes, although higher current or vol-
tage outputs can be specified without loss in accuracy. A
single converter is time shared for all analog inputs and
all analog outputs, and switching of inputs and outputs is
done both with relays and electronic switches.
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Fig. 1—Computer module and insert cards.

.

Fig. 3—Computer subframe holding 14 modules.

Test and Maintenance Panel

The test and maintenance panel contains the facilities
for code checking of programs, marginal testing, and for
on-line trouble shooting of the machine. The normal auto-
matic sequence in executing an instruction is to first ob-
tain the instruction from the memory, then to obtain the
operand, and finally to perform the indicated operation. It
is possible to interrupt this sequence of operations from
the test and maintenance panel and to do these operations
in two steps at a manually controlled rate. The first step,
under the control of the operator, picks up the instruction
- from the memory address and through the aid of a built-in
oscilloscope the operator may inspect the address of the
operand, the address of the next instruction, the instruc-
tion to be performed, and the execution time. A second
step permits the computer to pick up the operand and to
perform the indicated operation. The operator may inspect
the results of the operation and note any changes in the
next instruction address. The oscilloscope also allows the
operator to look at the contents of the arithmetic registers
and other important logical points in the computer. Neon
lights are also provided which indicate the contents of the
control registers and certain designated flip-flops.

Fig. 2—Module bottom etched wiring.

Fig. 4—Magnetic drum memory (cover removed).

Controls to adjust the computer voltages and clock-
pulse amplitude for marginal checking are located on the
maintenance panel. Digital input switches on the test and
maintenance panel can be used for program checking
(break-point switches) so that portions of programs may
be checked without running through the entire program.

Operator’s Control Panel

The operator’s control panel contains the push buttons
and indicating lights to start the computer, to stop the
computer, to turn the power on and off, to resume at the
point of stopping in the program, and to load the memory
from punched paper tape.

The high reliability, ease and speed of maintenance, and
environmental immunity specifications are by far the most
important requirements for any process-control computer.
RW-300 reliability is achieved by using only high quality
components, maintaining rigid quality control on the use
of these components, and derating all components a con-
siderable amount. Conservative circuit-design techniques
with wide tolerances, for component variation, load varia-
tion, and voltage variation, are used throughout. The RW-
300 computer is almost entirely transistorized. Both
germanium and silicon diodes and transistors are used in
the machine.
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Fig. 5—Test and maintenance panel (top), and operator’s
control panel (lower left).

The construction of the machine is unitized and modular
in nature for rapid location and replacement or repair of
units, subunits, and components. The building block of the
basic computer is a module as shown in Figs. 1 and 2.
These modules plug into frameworks where the intercon-
nection between the modules is minimized. Each module
contains several flush-etched wiring inserts where the
etched wiring on the module between the inserts repre-
sents the majority of wiring in the machine. Components
are also mounted on the module bottoms. Fig. 3 shows the
computer subframe which houses the arithmetic and con-
trol unit, a portion of the memory unit, and a portion of
the digital input-output unit. This modular construction
greatly reduces the maintenance time both in locating a
trouble and repairing the trouble. The use of etched-wiring
techniques increases the reliability of the machine over
those using conventional wire and solder techniques. Each
insert and each module contains test points which are ac-
cessible. when the machine is in operation.

The magnetic drum, as shown in Fig. 4, is a sealed unit

Fig. 6—The RW-300 digital-control computer.

so that corrosive gases and vapors, dust, etc. will not enter.
The construction of the drum is similar to that used in
drums for airborne applications so that temperature varia-
tions and mechanical shock and vibration will not alter its
operation. Fig. 5 shows the RW-300 computer with the
test and maintenance panel exposed. Fig. 6 is an over-all
picture of the RW-300 showing its size, which is that of
a conventional office desk.

CONCLUSIONS

Specifications for the RW-300 were developed as a di-
rect result of studies of industrial processes. Because the
computer was designed specifically for application to proc-
ess control, it will make available to this application the
flexible, sophisticated computing and control ability neces-
sary to implement integrated control systems.

Optimized Control through Digital Equipment

E. J. OTIS

Y optimum control of a process we mean the
achievement of a series of objectives in the pro-
duction of a specific product. The objectives to be

achieved are primarily of an economic nature, although
they frequently are expressed in terms of the process in-
put and output. In other words, the problem is one of

T Daystrom Systems, Div. of Daystrom, Inc., Lo Jolla, Calif.

maintaining product characteristic and quality with the
minimum use of raw materials and at a minimum produc-
tion cost. Furthermore, the problem includes maintaining
continued product output of specified characteristics in the
face of changing plant conditions and variations in raw
materials, as long as the cost of the product is within the
limits specified by a competitive market.
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At present, the control of a process is inadequately re-
lieved by resorting to the use of “minor control loops”
and a human operator to close the major loop around them.
(See Fig. 1). These minor loops consist of a transmitter-
recorder-controller combination which measures a process
variable and maintains it at a desired level. The control of
this variable is effected with respect to a set point without
regard to the state of the total process or to the value of
any of the other variables. In some cases the value of one
variable and its excursions is used to control another vari-
able in a configuration called “cascade control.” However,
this type of control, although more sophisticated than the
simple minor loop, can only be used in the few cases where
a simple, known, and non-time-varying relationship exists
between two variables while the over-all control remains
effectively composed of the series of minor loops. The in-
tegration of each minor loop into the whole control sys-
tem is then effected through the operator, who observes the
process state on different recorders and adjusts (adapts)
the controller to process conditions.

In other words, by adjusting a set point, after he has
observed the state of the process as presented by numerous
. recorders, the operator’s skill and knowledge of the process
are resorted to in closing a second loop around the “minor
control loops.” Through this major loop the interactions of
the different variables are now integrated into the control
system.
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Fig. 1-—Process control today.

Because of the complex nature of today’s processes,
however, a human operator can not keep track of all the
necessary variables and their interrelationships, as well as
their effects upon product cost and quality. And, although
he is more intelligent than any machine that can be con-
ceived, the human operator fails when it becomes neces-
sary to digest large amounts of data and respond with ade-
quate speed to an increased system complexity.

Furthermore, even though he might achieve an ap-
parently satisfactory combination of settings for the oper-

ation of the process, he rarely, if ever, knows within a
reasonable period of time whether this is the best com-
bination, i.e., whether the process is at maximum effi-
ciency.

It is becoming evident that the operator can not attend
the major loop efficiently because of increasing process
complexity, ‘An attempt has therefore been made to close
the control loop through equipment rather than through
the operator. This is not meant to replace the operator but
rather to place him in parallel so that the control equip-
ment can function effectively and sufficiently fast in the
making of decisions. These decisions may be routine; they
are almost invariably numerous. The operator can there-
fore be relieved of making many routine decisions, and
can intelligently monitor the process and provide over-all
direction in parallel with the computing-controlling equip-
ment. (See Fig. 2.)

RAW MATERIALS
LABORATORY DATA

T
H
E
COMPUTING- P
CONTROLLING R
EQUIPMENT g,
E
s
s
}
| T-TRANSMITTER |
R-RECORDER | PRODUCT
i C<CONTROLLER |

Fig. 2—Optimized process control.

Since the computing-controlling equipment is placed in
parallel with the operator, it must be capable of communi-
cating with both the operator and the process. Thus, it
must be able to accept signals directly from the transdu-
cers and/or transmitters, as well as from the operator, and
its output must be recognized by, and be 1nt6111g1b1e to, the
controllers and to the operator.

‘After considerable study of various processes, a sys-
tem has been designed to close the loop around minor-
loop controllers. This system centers in a general-purpose
digital computer and, as is the case with any other com-
puting system (industrial or military), the peripheral
equipment becomes important. So besides the computer
we have system components such as input multiplexer,
analog-to-digital . converter, computer input-output equip-
ment, and control output.

Although many hours could be spent in discussing the
characteristics of these component systems, at this time we
shall content ourselves with indicating their main design
criteria.
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EquipMENT CHARACTERISTICS

Before discussing the particular characteristics of com-
ponent systems, let us consider three of the major deci-
sions that influenced the design of the over-all system.

First of all, it was decided to maintain minor-loop ana-
log controllers for two very practical reasons. 1) They do
provide continuous control of the different variables. In
order for the computer to duplicate such control, it being
time shared among all the variables, it would have to be
designed to operate at a tremendously high speed—one
well beyond that considered today to be reliably attainable.
2) In case of computer failure, the process would be held
to the most recent set points, changes of which could still
be made manually.

The second major decision concerned the data process-
ing equipiment. Here, the decision to be made was whether
to use a general-purpose or a special-purpose computer.
This decision depended upon the consideration of numer-
ous factors. The main reasons for deciding to use a gen-
eral-purpose computer were its flexibility (required to
control a complex process under varying process condi-
tions) and its capability of adapting—or better yet, self-
adapting—its program to varying conditions in the proc-
ess., When discussing the computer, we shall see how this

capability to adapt itself enables it to provide meaningful .

control signals.

Last, and most important, the reliability of the equip-
ment, which must be capable of operating continuously,
must be carefully considered before installation in a proc-
ess plant. This requirement for reliability dictates the use
of solid-state components throughout and a minimum use
of electromechanical devices. Keeping in mind the reten-
tion of the minor loops, the usage of a general-purpose
computer, and the employment of solid-state components
properly derated in circuits designed and constructed to
withstand an adverse plant environment (temperatures to
120°F, high humidity, and a generally corrosive atmos-
phere), we can now look at the component systems re-
quired to close the major loop.

SysTEM INPUT SECTION

The input section (Fig. 3) supplies the control system
with the data that determine the operating conditions of
the process, the present settings of variables to be con-
trolled and, of course, the program indicating the control
variables and the method of control.

These inputs are derived from two sources, the process
variable measurements, and the operator.

The process variable measurements include those which
yield information on the state of the process. These can be
temperatures, flows, and levels, as well as physical and
chemical characteristics of raw materials used, and the
characteristics of the end product.

Types of analyzers (instruments which are used to
measure the physical and chemical characteristics of both
raw materials and end products) will be chosen for the

particular process. While, control variables such as tempera-
tures, flows, levels, etc., are derived from transducers
where the signal level can be as low as 10-50 mv full scale.
Since these signals are electrical analogs, they must be
quantized to at least one part in one thousand. The input
multiplexer must therefore be able to handle such low-
level signals and to restrict noise levels in excess of 10 pv.
If the multiplexer can not handle such low-level signals,
an amplifier is required for each input. However since
we have found that there is a large number of inputs
(300-1000), the cost would be prohibitive. Therefore the
use of amplifiers must be avoided.
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Fig. 3—System input section.

Furthermore, in order to circumvent ground-loop prob-
lems, the input. multiplexer must be able to switch both -
sides of the signal line. The most reliable component that
can switch both sides of a low-level signal line and still
not introduce unpermissible noise, is the mercury-wetted
relay. This component has displayed long life (billions of
operations), lack of contact bounce, and a very stable con-
tact resistance. The Clare HG2A series has been found
satisfactory both from the point of view of reliability and
of drive requirements. However, like any other component
handling analog signals, there are noise problems that have
to be contended with. Noise introduced by these relays is
composed of 1) a transient portion which lasts for approx-
imately 3-5 milliseconds and 2) a dc portion. The transient
portion of the noise is caused by flux build-up and decay,
while the dc portion is caused by thermocouple effects re-
sulting from thermal gradients existing between the two
sides of the relay.

The transient portion of the noise, although minimized
by using appropriate circuits, still exceeds the permissible
5-10 pv level. However, as will be shown below, this trans-
ient is rejected through the use of an appropriate analog-
to-digital converter.

The dc portion of the noise is minimized by appropriate
packaging and by providing a “shorting-bar” wiring ar-
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rangement inside the relay. In this manner we have found
that the noise level can be reduced to below 10 uv (actually
of the order of 1to 5 pv). This enables us to maintain the
required signal accuracy of 0.1 per cent or better.

These relays are driven directly from transistor circuits
utilizing the RCA 2N217 germanium-transistor in a ran-
dom-access switch arrangement. This feature, permitting
us to connect any input variable at random to the system
as directed by the computer, has been incorporated for
three very important reasons: 1) It permits switching to a
standard input for recalibration purposes at any desired
time, 2) it enables the equipment to sample discrete vari-
ables at time intervals shorter than the scanning cycle
(this is necessary in order to scan quantities that must be
integrated with respect to time, such as flows), and 3)
under a self-adaptive computer program, the equipment

. can sample more frequently those variables that become
critical under varying process conditions.

The analog-to-digital converter must also possess special
characteristics determined by the signals generated in a
process plant. Besides the fact that the desired signals are
very low in level, they usually contain electrical noise pro-
duced by plant power equipment, such as motors. In addi-
tion, noise pick-up is frequently found when long-signal
leads (100-500 feet) are required. Because of the noise
and ground loop problems mentioned above, the converter
itself has been designed with the following features:

1) It provides input isolation required because of dif-
ferences in ground potentials throughout the plant
with respect to the control system ground. This
ground potential difference can be as high as 500-
1000 wvolts during transient conditions such as
storms. Furthermore, this differential-isolating type
of input rejects common noise.

2) It can resolve 10 mv (or higher signals), with ac-
curacies to 0.01 per cent.

3) It integrates over the sampling period of 1/5 to 1
second. This sampling rate of 1 to 5 conversions per
second might at first appear to be slow, but the speed
has been selected to conform to the type of signal
present in a process plant where there is noise pick-
up.-If rapid conversion were required, a tremendous
burden would be placed upon the computer if it were
to average many of these readings. Using an inte-
grating converter, however, the computer is freed to
perform correction and control computations while
the converter is digitizing a reading.

The converter is completely transistorized and known as
the DADIT (Daystrom Analog-to-Digital Integrating
Translator). It integrates over the entire period of time
that the input is connected to it (1/5 second) and is not
affected by transient noise present in the relay multiplexer
(5-msec duration). Actually, the longer the integrating
period, the better the noise rejection. Although the multi-
plexer and the analog-to-digital converter are matched in
speed to cope with the “noisy” type of signal that they are
expected to switch and quantize, they might not function

fast enough if readings are to be made from a number of
variables at intervals closer than 1/5 second apart. By the
same token, since a “faster” converter would not provide
adequate filtering, and hence meaningful signals, two or
more converters are used when it is necessary to solve the
above-mentioned problem.

The multiplexer and analog-to-digital converter, supple-
mented by any special equipment used to tie in product
and material analyzers, form the input to the system. It is
these units which monitor the condition of the process as
well as its performance.

In addition, the system is given instructions by the op-
erator, such as pertinent results of laboratory analyses con-
cerning a new raw material, market information, or other
commands the operator wishes to introduce. The operator
may even want to enter new programs. For this purpose a
paper-tape reader and a typewriter have been provided.
The reason for including a typewriter rather than a key-
board is so that a record containing instructions given to
the computer will be always available. The typewriter is
used for the manual introduction of data as well as for
the control of the computer.

COMPUTER

Once the data have been converted to the digital form,
they are no longer affected by component noise and drift,
and from then on we deal with digital accuracies.

The computer, in receiving these data, must first operate
upon them, linearize and scale factor the numbers in order
to account for different transducer characteristics and, in
general, convert a set of numbers to meaningful quantities
representing physical measurements as required by the
computer program or for logging sheets.. The values of
some measurements have to be compared with alarm set
points while others have to be integrated and correlated in
order to provide information concerning the amount of
output, the process efficiency, and the determination of
product quality. This part is easy to program and is de-
signed to yield information concerning the state of the
process at the present time.

The computations that determine the control signals are
complex (because we are dealing with complex processes)
and nonlinear time-varying in their characteristics. They
are therefore difficult to define in popular mathematical
terms, and the control program is largely biased by knowl-
edge of the process, the interactions of different control
variables, and their effects upon the output (product).

The process is usually described with a set of nonlinear
differential equations. The object is to make these equa-
tions linear for a particular process state, although they
are over-all nonlinear. This can be achieved by creating
relationships which define the coefficients of these equa-
tions in terms of the measured variables (process state),
the control set points, and the process output. The systern
then can, for a set of inputs and outputs, select the ap-
propriate set of coefficients, and by so doing, create a
piece-wise linear approximation of a nonlinear process.
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The computer can then solve these equations with respect
to an optimizing criterion and create the control changes
that will yield optimum performance. Actually the com-
puter is expected to iterate through many solutions, choose
the most attractive one, and introduce it into the process.
It will then observe the actual results obtained as compared
to the expected results, and will compensate for discrep-
ancies by readjusting sets of coefficients. In this fashion
the computer continuously adapts its mathematical model
of the process to the actual case, accounting for different
plant conditions that occur, many of which could not have
been anticipated at the time of system design.

It is this capability of self-adaptation that dictates the
use of a general-purpose computer.

The computer must be fast with respect to the process
which, in computer language, is fairly slow.

The computer designed for this purpose is a 50-kc serial-
binary machine. Word length is 20 bits plus sign and
parity. This provides a computational accuracy of one part
in 105, or well in excess of the accuracy of the measure-
ments. It has a coincident-current memory that can be as
large as 16,384 (2'*) words. It is a single-address machine
with a speed of 1.3 msec for an addition, and 10.1 msec for
a multiplication, including look-up. It has the full comple-
ment of arithmetic operation commands and branch and
shift commands, as well as special ones used for controlling
the input and output functions.

The computer, through its “analog-input” command, can
select a particular input, connect it to the analog-to-digital
converter, and then proceed with another computation while
the signal is being converted. One-fifth second later (at the
5 integration/second rate) it causes a new input to be
connected to the converter, accept the integrated reading
of the previous input, and proceed with the new computa-
tions.

Again the computer, like all the circuits in the input
section, is completely solid-state, uses approximately 3500
transistors, (RCA 2N217), and 3000 diodes.

System QUTPUT

The output of the system serves the dual purpose of
introducing the required control changes to the process and
of informing the operator of the state of the process, the
changes made, and any other information derived from the
input variables. (See Fig. 4.)

It is very difficult to generalize concerning the design
of actuators since they depend upon the characteristics of
the actual equipment. Sometimes an on-off control will
suffice, while in other instances variables are controlled in
discrete steps. A digital stepping motor, such as the Sigma
Cyclonome stepping motor (magnetically indexed rotor)
and the Digitork, announced by The Teller Company, fre-
quently can be used for this purpose.

The accuracy with which set points are set depends
upon the process and the particular variable. It is definite,
however, that today equipment can control much narrower
ranges than an operator can.

The output for the operator is derived through tape
punches and typewriters. The computer can select one to
eight punches if the system so requires. The reason for
using punches rather than typewriters directly is based on
two considerations: 1) The particular punch used is faster
than a typewriter (Western Electric punch type BRPE
#1, 60 characters per second), and 2) they are considered
to be more reliable than the relatively complicated type-
writer. The typewriter can be “down” yet the system can
continue to operate since the data are accumulated on
punched-paper tape.
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Fig. 4—System output section.

At this point, a word concerning reliability is again in
order. The responsibility placed upon the control equip-
ment described above is tremendous. In order to meet the
requirements, this equipment must operate without failure
for many months, if not for years. Extreme care there-
fore must be exercised in choosing the componeénts to be
used and in-designing its circuits. There is room neither
for components that have not been tested over long periods
of time, nor for critical circuits. Normal maintenance must
be performed while the equipment is operating, and check
problems should be run through automatically at prede-
termined intervals of time in order to ascertain proper
functioning. Finally, rapid troubleshooting procedures and
faulty component location are musts.

In conclusion, rising processing costs are forcing in-
dustry to adopt automation. Optimized control will make
new processes economically feasible and, therefore, prac-
tical. The challenge is here, and the future will show how
well we are meeting it.
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Discussion

Question: In your opinion, is Day-
strom’s Heath analog computer adaptable
for use in the system described? If so,
wouldn’t this simplify the system by elimi-
nating the analog-to-digital converter?

Mr. Otis: While you are right in re-
marking that an analog computer would
eliminate the use of an analog-to-digital
converter, 1t would not meet the require-
ments in terms of reliability as well as
computational accuracy, time sharing, and
flexibility that we were able to design into
the present system.

Question: Is the system described for a
specific installation ?

Mz, Otis: No, it isn’t, although the first
two are committed and will go in specific
installations. The design is based on a
study of many types of processes.

Question: Would you please repeat the
arithmetic operation?

Mr. Otis: I assume by this you mean
the speed of the machine, It is 1.3 milli-

seconds for addition and 10.1 milliseconds
for a long multiplication and division. Shift
commands fall into the 1.3 milliseconds or
what we call the short commands.

Question: Is the coincident current
memory the only memory? Is there any
drum?

Mr. Otis: No, the coincident current
memory is the only memory in this system.
However, the machine is designed to work
with a tape deck.

Question: In the presence of interaction
in a process, how is optimum adjustment
of the variables achieved? What criterion
is established for behavior of multivariable
systems?

Mr, Otis: Tt is a difficult question to
answer in the sense that the criterion can
only be established if you have a particular
process that you are talking about. But, as
I indicated in the paper, you usually have
many sets of simultaneous equations and in
solving them together, you take into con-
sideration the interaction of the different
variables,

It is this interaction between the
different control variables that this equip-
ment introduces into the control system.
We want to take into consideration this
interaction. The criterion is usually an eco-
nomic one. You want to produce a product
of a specific quality at minimum cost. This
might be achieved by the use of minimum
input power, the use of minimum raw ma-
terials, maximum catalyst life, or minimum
processing time, whichever the criterion
might be. You might have three or four
criteria and go down the line until you
find one that you will give you the best
answer.

Question: Would you please repeat the
type of your memory in your computer and
mention its capacity ?

Mr. Otis: It is a coincident current
memory, transistor driven, and depending
on the system we can have from 1000 to
16,000 words in this memory.

In other words, the computer has the
circuits addressing up to 16,000 or 2°
words.

Real-Time Presentation of Reduced

Wind-Tunnel Data’

M. SEAMONS', M. BAIN', ano W. HOOVER'

INTRODUCTION

HE effective use of wind-tunnel testing in deter-
mining aerodynamic properties of a body is very
much dependent upon the reliability and speed with
which wind-tunnel data can be reduced. The ability to
provide reduced aerodynamic coefficients in real time, or
on-line, greatly increases the operating efficiency of the
wind tunnels and thereby reduces expensive wind-tunnel
time required for each test. This paper describes a system
for presenting reduced wind-tunnel data in real time for
the two wind tunnels at the Jet Propulsion Laboratory
(JPLY.
The requirements for data-handling equipment and data-
reduction procedures for wind tunnels throughout the
country are quite diverse, and depend upon the wind-
tunnel design and the type of tests for which they are used.
The supersonic wind tunnels involved in this description
are used for force tests, pressure tests, and miscellancous
research studies, and include a variety of force-balance
systems. Consequently, the problems associated with on-
~ *This paper presents one phase ot research carried out at the
Jet Propulsion Lab., California Inst. Tech. under Contract No.
DA-04-495-Ord, sponsored by the Dept. of the Army, Ordnance

Corps. .
T Jet Propulsion Lab.,, California Inst. Tech., Pasadena, Calif.

line data reduction for these tunnels can be considered as
representative of the problems associated with tunnels
generally.

Real-time reduced-data presentation requires a system
consisting of three major parts: 1) the instrumentation
necessary to convert force, moment, pressure, and angular
measurements into a form compatible with available com-
puting equipment; 2) an operational system including the
computer program and methods for accomplishing the data
processing ; and 3) a system for presenting reduced co-
efficients within a specified time interval in a form allow-
ing use of test results to control the test program, An
earlier data-reduction system providing reduced data on a
daily basis has been described in the literature.! Most
elements of the new on-line system have now been de-
veloped. The completion and installation of the new system
will be accomplished step by step and will not involve
wind-tunnel downtime. Prime considerations in develop-
ing the new on-line system have been economy in capital
investment, high reliability, and flexibility in handling the
variety of test types.

*W. R. Hoover, J. J. Wedel, and J. R. Bruman, “Wind-tunnel
data reduction using paper-tape storage media,” J. Assn. Computing
Mach., vol. 3, pp. 101-109; April, 1956.
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WIND-TUNNEL TESTING

Wind-tunnel tests are conducted by immersing an ac-
curate scale model in the wind-tunnel air stream and re-
cording a set of readings related to physical quantities such
as forces, moments, pressures, or angles. Most tests re-
quiring on-line presentation of reduced data are force tests
or pressure tests. A point of force-test data consists of a
set of forces and moments with respect to some reference
system, the angles of attack and roll, the pressures neces-
sary to specify tunnel operating conditions, and the free-
stream Mach number. A point of pressure-test data con-
sists of a set of readings giving the pressure at points on
the body surface.

At JPL, force and moment measurements are usually
made using two types of balance systems. The six-com-
ponent external balance system resolves three independent
components of force and three independent components of
moment about a reference system fixed with respect to
the tunnel. The strain-gauge system isolates forces and mo-
ments about a reference system fixed in the model. The
readings from the two balance systems are four-digit
numbers. The external balance readings require a code
digit to indicate the set of balance constants needed in the
data-reduction process.

Pressure tests are conducted by measuring the pressure
at fixed positions on the body surface. Measurements are
made by connecting each point with a pressure transducer
which transmits a signal to the automatic pressure read-
out system.

The system is capable of digitally recording as many as
192 pressure readings and of automatically ratioing each
reading to a prescribed pressure.

The purpose of force-data reduction is to convert test
readings from the balance coordinate system to a coor-
dinate system suitable for engineering purposes. This
process involves a sequence of changes of scale, rotations,
and translations to obtain dimensionless aerodynamic co-
efficients. A general data-reduction scheme has been
evolved utilizing a sequence of vector by matrix products
which includes the transformations for both the external
and internal balance systems. In reducing the data, two
classes of constants exist, those fixed for a complete test
and those changing as the test progresses. The air-off zero
correction is a point taken with air off and at zero angle of
attack and indicates the balance condition for zero forces
and moments. The static tare is the change in balance
readings under air-off conditions caused by movement of
the model center of gravity during model pitch angle rota-

tions. Moment transfer distances are dependent upon the

model configuration.

Pressure-test data reduction consists of computing ratios
for all model pressures to a set of known pressures, in
addition to computing profile averages, local Mach num-
bers, drag, and other aerodynamic forces. In general, pres-
sure-test data reduction is muc¢h simpler than the force-
test reduction used at JPL.

SYSTEM REQUIREMENTS

One of the primary considerations in the presentation of
wind-tunnel data is the selection of the proper form of
raw-data record. Accumulated experience with the paper-
tape storage system has verified the advantages previously
claimed,* and the real-time data-reduction system will re-
tain this feature. The large volume of data output from
wind-tunnel operations requires fast and reliable data ac-
cumulation equipment which does not limit the operational
speed of the wind tunnel. The system must accept informa-
tion from either of two wind tunnels and convert it to a
standard form for data reduction and presentation; also,
the system must be flexible enough to handle all categories
of force tests presented by a wide variety of engineering
requirements.

Real-time presentation of reduced wind-tunnel data re-
quires that all of the final data be presented before normal
model or tunnel conditions are changed for a succeeding
run. It is desirable that all data-handling units be inte-
grated and utilized in such a manner that real-time results
used for monitoring the test correspond to the final coeffi-
cient tabulations and plots required for engineering re-
ports.

System requirements necessitate tabulating and plotting
directly from the raw-data record. This first inspection
serves to determine whether raw data appear reasonable
and sufficient (curves are smooth and defined) ; also, it
provides sufficient information to allow testing to proceed
on the basis of raw-data presentation in the event of com-
puter breakdown.

The operating rate of the wind tunnel is 15 seconds per
point; this is an average time required to change an inde-
pendent variable in the test procedure, allow the tunnel to
reach a stable condition, digitize the balance readings, and
punch a point of raw data into tape. A run of data in-
cludes a series of related points; for each run of data,
there is an additional two minutes available, thus increas-
ing the average time available for computing purposes on
a run basis to 25 seconds per point. _

The basic computer system to be used is an ElectroData
Model 202. To increase the efficiency of the system for
use on data-reduction problems, several modifications were
required. A second photoreader and input order were
added to the computer, giving the system two independent
input stations which are internally controlled and can be
actuated either manually or by programmed command
words. A second teletype punch with independent output
commands was added to the system. Presentation of wind-
tunnel data in both tabulated and plotted form from paper
tape requires two output tapes with different data organ-
ization for use in the plotter and tabulator, respectively.

INSTRUMENTATION
Force Tests

The six components of force sensed by the external

hydraulic balance are measured on an automatic servo-
controlled beam balance. The balance position is converted
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to digital form by means of a shaft-position digitizer, The
force components obtained from the internal strain-gauge
balance are measured by a strain-gauge bridge with servo
follow-up which also drives a shaft-position digitizer.

The digitizers employed are the double-brush decimal
encoders manufactured by the Coleman Engineering Com-
pany. These devices require a set of readout relays before
the digital data can be transmitted to the tape punch. In
order to ease the interpretation of raw data, it is necessary
that the output readings be recorded in both plus and
minus values. The conversion of digitizer readings to cor-
rect plus and minus decimal numbers is a relatively com-
plex operation requiring a sequence of relay closures.
Since the readout relays are time-shared among the digit-
izers, the relay cycling time would be prohibitively long
and would slow the scanning rate if it were not for a novel
method of readout devised at JPL which requires only one
relay closure time per digitizer, approximately 15 msec.

The scanner records the digitizer and keyboard readings
on a punched paper tape using a Teletype BRPE-2 60-
digit-per-second punch. The slow-speed scanning of data-
source words is accomplished by telephone-type stepper
switches while the high-speed scanning of individual digits
is accomplished electronically using magnetron beam
switching tubes and transistor switches.

The data are recorded on punched tape and then veri-
fied on a tabulator; in addition, selected words in the scan
are plotted on an automatic tape-controlled plotter (the
raw-data plotter indicated in Fig. 1). The raw-data plotter
can plot as many as twelve components on a single 30- by
30-inch sheet of paper. After the data have been displayed
on the tabulator and plotter, the tape can be read on a
high-speed tape reader which is controlled by and transmits
information to the computer. After data reduction, the
final data tapes are read by tape readers located near the
computer’s output punches, and these readers are con-
trolled by and transmit information to the final data tab-
ulating and plotting facilities. The tabulating machine is a
Burroughs Sensimatic used as a word-at-a-time printer.
The data for a word are assembled in a magnetic-core
memory which together with associated circuitry controls
the type bars of the Sensimatic. The final data are plotted
by three Electronic Associates, Inc., Model 1100D Vari-
plotters. These plotters use 11- by 17-inch graph paper
and employ programmable symbol printers.

Pressure Tests

The data from pressure tests are recorded on a multi-
pressure measuring system developed at JPL.2 This system
scans as many as 192 pressure sources by means of pres-
sure selector tubes. The unknown pressures are channeled
to a single pressure transducer; the transducer reading is
converted to a binary-encoded four-digit decimal number in
a high-speed analog-to-digital converter, and the data are

* M. B. Bain, “A multipressure measuring system,” IRE TraNs,
ON INSTRUMENTATION, vol. I-6, pp. 18-22; March, 1957.

subsequently recorded on punched paper tape. The 192
pressures can be scanned in approximately 40 seconds.
For a lesser number of pressure tubes the scan time is cor-
respondingly shorter. The output of the pressure trans-
ducer can be scaled to any arbitrary value, thus obviating
much of the data reduction. As an example, if it is re-
quired that all model pressures be recorded as a ratio to
stagnation pressure, it is a simple matter to calibrate the
system by feeding stagnation pressure into the machine
and adjusting the encoder to read 1000. The accuracy of
the multipressure measuring system is better than 0.2 per
cent of full scale. This accuracy is achieved by the use of
a single pressure transducer, allowing detailed observation
of any transducer zero drift or calibration shifts. In ad-
dition, the method of scanning provides for the gauge
to be connected to a vacuum system before each reading,
thus eliminating a major source of gauge error, the hys-
teresis effect.
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Fig. 1—Block diagram of wind-tunnel data-reduction system.

After being punched the tape is fed to a high-speed tape
reader controlling the Burroughs Sensimatic printer. Se-
lected pressures can be plotted on the Electronic Associ-
ates Variplotter for the presentation of pressure contour
curves.

Dara RepuctioN oF Force TEsTS

The computer program is written to conform to a stand-
ard reduction procedure which converts information from
the coordinate system of the force balance to aerodynamic
coefficients in any or all of four coordinate systems which
may be specified in a test. The same program is used to
reduce data from either internal or external balance sys-
tems ; the procedure accounts for characteristics which are
functions of the tunnel, suspension, balance, and readout
system.

The basic program for reduction of force tests consists
of eleven steps, each written as a separate routine or sub-
routine. Essentially, each of the steps is written as a
matrix-by-vector multiplication, and any change required
usually consists of a minor alteration of a matrix at a
particular step. In some instances it is necessary to bypass
or reprogram a step completely; either type of change
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affects only an isolated portion of the entire program. This
program structure minimizes the amount of pretest pro-
gramming and checkout prior to the test date.

Preparation of a test for reduction consists mainly of
setting up an efficient method for handling run parameters
such as configuration constants, roll angles, Mach numbers,
and deflection constants, As standard practice, all combina-
tions of constants are prestored in computer memory and
programming changes are provided to select and check
proper constants as the run number changes. Infrequently,
the schedule of constant changes overtaxes the limited
memory capacity and a second photoreader is used to in-
troduce required changes.

Fig. 2 is a flow diagram outlining the sequence of op-
erations on a point of raw data as executed by the com-
puter program. Assuming that the basic program, the re-
quired program alterations, and all fixed constants have
been prestored in the computer, the input is actuated for
read-in of the first data point from the accumulation sys-
tem. The raw data are permuted to a fixed order, and a
check is made to determine whether the point is an air-
off-zero point. (If the point is an air-off-zero it is flagged
and stored in memory for later reference.) Introduction of
an air-off-zero point indicates the necessity for changing
run parameter constants; selection of such constants is
made either from memory or from an external photo-
reader tape. A coded word structure is used to flag input
of points from a static-tare run; pitch and rolling-moment
data from these points are used to form a static-tare table
which is in general applicable to a series of related runs.
Upon read-in of an air-on point, the static tare for the raw-
data angle of attack is determined and corrections for air-
off zero and static tare are applied to the raw data. The
corrected raw data are then reduced through the body-
axis coordinate system. A set of code words is used to
determine to which of the coordinate systems the reduc-
tion is to be carried and the form of the aerodynamic co-
efficients, which are punched on two separate output tapes;
one tape is for tabulation on a Burroughs word printer
and the other drives automatic plotters for final data plots.

The pointwise reduction program as written reduces six-
component external balance data to body-axis coefficients
in 15 seconds. Results are presented with no increase in
inaccuracy and with all anomalies accounted for. Exten-
sion of the reduction to additional coordinate systems re-
quires approximately 2 seconds for each system desired.
These times include the operations necessary to scale and
otherwise adjust all output to forms acceptable to the list-
ing and plotting equipment.-

In the proposed system, the total data-handling time for
a typical point of tunnel data will be approximately 23
seconds: Operating times of system blocks are as follows.

1) Digitizer, scanner, and punch require 1% seconds per
point; during this period the independent variable for the
next point may be set in the tunnel. 2) Raw-data tabula-
tion and plotting will require 12 seconds; if the computer
is ready to accept a point of data when readout is com-
pleted, the raw data point will first be read into the com-
puter and then into the raw-data tabulating and plotting
system in such-a manner that reduction and raw-data pres-
entation operate concurrently. 3) Computer read-in, re-
duction, and punchout of final tabulating and plotting tapes
require 18 seconds per point. 4) Tabulating and plotting
of final results require 3 seconds per point.
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Fig. 2—Flow diagram of reduction program operations.

In the actual data presentation process the system will
always lag tunnel output by one or two points; however,
model pitch-down time incurred during the course of each
run will allow the system to “catch up” by the time the
run is actually completed. The times listed are basic times;
varying requirements of test procedures may necessitate
compromise between the amount and rate at which data
are taken and final results presented.

CONCLUSIONS

The system described for the real-time presentation of
reduced wind-tunne] data at JPL provides the broad flexi-
bility required by the varied test programs conducted. The
system utilizes components now in operation with the
present data-processing system. Much of the necessary
computer programming has been accomplished and the
over-all system design has been completed.

The system will provide a real-time tabulation and plot
of reduced data for most standard tests and will have the
ability to provide reduced data with a time delay of one run
for most of the possible variations on the standard reduc-
tion.

CT2ET0
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The Mechanization of Letter Mail Sorting

I. ROTKIN'

Ki X YHY mechanize the storing of letter mail? After
all, billions of letters are mailed and delivered
every month for just a few cents each.

The answer lies in the rapid increase of the volume of
mail. Fig. 1 shows how rapidly this volume is increasing.
Note that the ordinate is logarithmic and the curve is al-
most a straight line. Fig. 2 shows that the mail volume is
increasing even more rapidly than the population. From 6
pieces of mail per person per year in 1847, it has climbed
to 350 pieces of mail per person as of 1955, and we can
expect this number to be doubled by 1930. About 150,000
people are involved already in the sorting of letter mail.
At the present rate of increase, it will soon be difficult to
find enough suitable people in the country to sort mail
manually.

Thus the Post Office Department is forced to mecha-
nize, simply to be able to accommodate the exponentially
increasing volume of mail. However, it also can expect
other advantages, such as speed, accuracy, reliability, and
economy of operation, and all of this with no increase in
personnel. The personnel now employed in the sorting of
letter mail need not fear layoffs, because it is the publicly
expressed policy of the Department that no one will be
laid off as the result of the adoption of sorting equipment.

So much for policy matters. Now to get down to engi-
neering.

At the National Bureau of Standards Post Office Proj-
ect, we started with these basic assumptions:

1) The manual system of sorting letter mail has been in
use and under study for many years. It is very un-
likely that it can be improved appreciably. Therefore,
any major improvement must be the result of intro-
ducing mechanization.

2) The U. S. postal system is too large to mechanize

all at once. Besides, this would not be a prudent way
to proceed even if it were possible. Therefore, mech-
anization must be introduced progressively.

3) At least initially, the mechanization of a post office
should not affect the nature of its output or input.
If a post office sorts outgoing mail to 2500 destina-
tions and incoming mail to 600 letter carrier routes
before mechanization, it should continue to do so
after. This insures that the mechanization of one
post office will not force reorganization of the whole
postal system.

4) We cannot hope to do more than help the Post Office
Department get started in this field of mechanizing
letter-mail sorting. That Department will introduce

many improvements as a result of operating exper-

t National Bureau of Standards, Washington, D.C.
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ience. Hence we must not delay the mechanization of
post offices while we strive for perfection in equip-
ment or systems, Rather, we must freeze designs
and procedures as soon as practicable to speed the
day of actual operation.

5) The greatest improvement potential lies in those op-
erations that take the most man hours per letter. This
leads to the conclusion that manual letter-mail sort-
ing is the operation most deserving of attention, be-
cause each letter is individually sorted three to eleven
or more times. The average must be about six, in-
cluding the last sort in which the postman arranges
the letters in the order of his walk.

Having established this “axiomatic” base, we started
our study in three directions simultaneously:
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1) An examination of the physical characteristics of
letter mail, :

2) A study of the mail flow through present sorting
offices, and

3) A study of existing equipment for sorting mail.

Here only a brief summary of the third is given.

There are systems in use in other countries in which
the human operator reads the mail, interprets the address,
and indicates the proper destination in the output of the
machine to which each envelope should go. But a machine
helps him do the purely mechanical work by bringing let-
ters to him and taking letters from him, each to its desig-
nated output bin, Such a machine makes it possible for a
human being to sort letters about twice as fast on the
average as he can do manually and to sort, not to a maxi-
mum of fewer than a hundred output destinations, but to
three or four hundred. Such machines have been in use in
Holland since about 1935, in Belgium since about 1950,
and in England since the Spring of 1956.

However, these machines would not eliminate multiple
sorting of mail for large post offices in the U. S., because
these post offices sort to more than three or four hundred
destinations. Moreover, the operators must be of even
higher caliber mentally than manual sorters, since they
sort to three times as many destinations at double speed.
This is a serious drawback, because it limits severely the
fraction of the population capable of doing this work.
Finally, these machines are not designed to take advantage
of any future standardization of the mail. It was therefore
concluded by the National Bureau of Standards personnel
that these machines would not constitute a final solution to
the mechanization of letter-mail sorting in the United
States, although they may find their place in the smaller
post offices of this country just as they have in foreign
countries.

A more promising system is the one that is being de-
veloped in Canada under the leadership of Dr. M. M.
Levy. Dr. Levy has proposed that each letter be standard-
ized by having its address converted into a dot code by
the first human being who reads the address in the post
office. In this way, subsequent readings of that address
can be carried out by machines, and no further manual
reading of addresses is required until the postman is about
to deliver the letter to its final destination. Thus, the num-
ber of human readings for sorting is reduced from an
average of about six to one. In manual sorting today there
are about six sorts on the average, including that of the
postman ordering his route. Now although the conversion
of the address into the dot code may take longer than the
ordinary sorting of a letter manually, it does not take six
times as long; the difference represents the savings
in manpower achieved by the adoption of this system. The
exact saving is not known as of this time, although we
hope to have such information in a comparatively short
time.

There is a further potential advantage in this type of

standardization. A large fraction of the mail has its origin
in business houses or firms which specialize in direct mail
advertising. Such firms may be induced to imprint the dot
code on the envelope themselves. In those cases, the Post
Office Department would not have to use any human
readers. We have also urged the Post Office Department
and firms in the business-machine field to adopt a stand-
ardized type font based on a 5 X 7 mosaic for machine
reading. The use of such a font in a standard size for
addressing business mail would also eliminate the need for
human readers.

Having established our axiomatic base and studied what
was available from others, we proceeded to develop our
own system using the Canadian idea. We did not adopt
the Canadian equipment, because it was not suitable for
our post offices. All history is omitted here, and we shall
describe our system as we visualize it today.

Fig. 3 is an artist’s conception of one section of a
mechanized post office. In the foreground are the code-
printing stations. Mail that has been cul.ed, faced, and
cancelled is brought to these stations., Human operators
read the addresses and operate keyboards to rewrite the
addresses in a standardized, abbreviated form. These
standardized addresses are printed on the back of the en-
velopes in a dot code not very different from Teletype
code. The printing is done with phosphorescent ink to en-
hance contrast during subsequent mechanical reading.

Fig. 3—Artist’s conception of one section of a
mechanized post office.

Provision is made at this stage for a rough sort of the
mail by classes. It may prove operationally advantagecus
not to code immediately all of the mail that reaches these
stations, and therefore provision is made to put some of
the mail aside into several categories. For example, since
in most large post offices between a third and half of the
mail is local, it may be operationally advantageous, in
order to speed up the outgoing mail, to put the local mail
aside for later detailed address coding. Similarly, it may be
advantageous to separate out mail requiring special han-
dling, such as air mail, special delivery, and registered mail.
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Also, provision must be made to eliminate from further
operations defective mail, e.g., mail which has insufficient
postage or an incomplete or improper address.

One of the classes will consist of the mail that has been
coded for immediate sorting. This mail is transported
bulk-wise to the boxes shown mounted on the large ma-
chine in the rear. Each of these boxes represents an auto-
matic code-reader input for the large machine which is the
distributor. In each code reader, the dot code on the en-
velope is illuminated by ultraviolet light and then read in
darkness by photocells. The resulting electrical address
signals are then fed to one of the three translators repre-
sented by vertical rectangles on the right side of the illus-
tration. One of these operates for outgoing mail, another
for incoming mail, and the third operates when the mail
for each carrier is arranged in the normal order of his
walk. The appropriate translator accepts the address sig-
nals, and translates them (in terms of its stored scheme
of distribution) into electrical signals representing the
proper output bin on the distributor. These output signals
are sent to the distributor in synchronism with the enve-
lope itself. The distributor then delivers the envelope to
the designated output bin.

This, in very broad outline, is the system of mail sorting
that the National Bureau of Standards now has under
development. What are the problems associated with this
system?

The chief problem, of course, is to develop criteria,
methods, and data for judging the relative merits of var-
ious sorting schemes. To this end, we have investigated
the sorting operations of several post offices such as Wash-
ington, Baltimore, Philadelphia, Los Angeles, and San
Francisco. We may add Chicago and St. Louis to this list
later. We study the relative volumes and physical charac-
teristics of the mail from all sources in each of these cities.
We study the mail flow pattern through each post office,
and we determine the destinations to which it must sort.
There is much too much mail in each post office for us to
conduct a complete piece count, so we have developed sta-
tistical sampling procedures. These data enable us to deter-
mine the system parameters for any mechanized scheme of
doing the work of each of these post offices. Our compari-
sons are thus real instead of conjectural.

In addition to the over-all systems problem, there are the
many equipment and procedures problems. Some of these
will be examined in the order in which they would arise in
following an envelope through a mechanized sorting opera-
tion. Thus we start with the code printer.

First, what kind of a code shall we use? It must require
as little operator time as possible, be easy for operators to
learn and to remember, and result in a high speed of opera-
tion with a very small error rate. An early report on code
development was made to the Post Office Department.

Second, what type of keyboard shall the operator use?
We expect to use ordinary typewriter keyboards, initially
at least. But we are not sure that these are best; and tests
are being run to see whether the direct digital keyboard

used by the Canadians or a rather elaborate multichoice
keyboard proposed by the Dutch may not be superior.
These are human engineering problems and in order to
answer them, we have been forced to run tests with human
beings. The same test series is being used to determine
the human engineering aspects of the codes. These tests
are expensive. They take a long time to run. They must
be very carefully designed, and the results must be very
carefully interpreted so as not to be misleading. ‘

Third, a more straightforward engineering problem, in
what form shall the abbreviated address appear on the en-
velope? Our choice has been to use phosphorescent dots in
a code similar to Teletype tape. We arrived at this choice
for three reasons:

1) Only optical sensing equipment can be relatively dis-
tant from the surface on which the pattern is im-
printed and still retain sharp focus;

2) Only in an optical pickup can sensitivity be inde-
pendent of the distance between the pickup device
and the surface from which it is reading; and

3) The use of phosphorescent ink allows us almost
complete immunity from anything that may be
printed on the envelope in the way of extraneous
matter such as advertising, and it gives us a very
good signal-to-noise ratio. Phosphorescent dyes are
not used today in envelopes nor in the inks used on
envelopes. Furthermore, we have proposed that such
use be forbidden in the future. There is really no
reason for anyone to want to use them, so that this
prohibition should not work any hardship on any-
body.

Next we come to the translator. It is technically possible
to develop an electronic device which is so fast that it can
translate address signals into output signals for a whole
post office by time-sharing its services to several distribu-
tors. The alternative is to develop a device cheap enough to
be used with a single distributor, but required to make
translations at a correspondingly slower rate. Which shall
we use?

One contractor has developed laboratory versions of
both kinds of equipment. We believe the future belongs
to the more potent equipment, because it will be more com-
pact and economical. However, for the present, we are
perfecting the more modest version; so that, in the event
of breakdown, only one translator is made idle instead of a
whole post office.

The translator under intensive development is somewhat
similar, but by no means identical, to-the punched metal-
card device used by the Bell Telephone System in its long-
distance automatic switching. It will be small, cheap, and
fast enough. The author hopes that J. Rabinow, the in-
ventor, will prepare a detailed history of the development
of this device. It would make a fascinating story.

Finally we come to the distributor. First, there is the
question of its general design. There are two ways of de-
designing such equipment.. One way is used by the Bel-
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gians and the British in their designs. We shall call this
an external control system. It makes use of a main dis-
tributor frame, which is essentially a mechanical device
for pushing envelopes, but which carries no intelligence
whatever, The instructions to this device, as to when and
how it shall divert envelopes into the proper output bins,
come from separate control equipment which must run in

strict synchronism with the main distributor. Such devices

have been built which work satisfactorily. However, in
order to insure strict synchronism between the distributor
proper and its control, the construction must be very pre-
cise and stable, and the flexibility of layout is limited. We
have chosen, therefore, to adopt a modification of another
system employed by the Dutch and others. This we call
the self-control system. In this, each envelope has associ-
ated with it, a mechanized form of the output bin address
as it moves through the machine. Each output bin also has
a mechanized address associated with it. The two work
together like key and lock. There is no auxiliary control
unit. Thus, it makes no difference how far this envelope is
carried, nor in what direction, because its instructions
travel with it.

Another question that arises in connection with the dis-
tributor is: For how many output destinations should it be
designed? From the point of view of the postmaster who
has a job to do, it is desirable to design this equipment to
handle the same destinations that he now sorts to man-
ually. This means that the introduction of the equipment
would not force any changes in the mail transportation
system. So far as other post offices are concerned, they
would not know any difference after the equipment was
installed. However, this implies, for a place like Chicago,

for example, sorting to about 5000 destinations, It may
not be feasible, for cost or space reasons, to build so large
a distributor.

These problems have been described very briefly and
in rather general terms. We are attacking them much more
specifically, using, mathematical models, computer simula-
tion, statistical studies, and engineering trials. It is hoped
that each of these problems will be the subject of a sep-
arate paper at a later date by some member of the
project staff. These papers will be prepared for internal
use of the project and the Post Office Department. If they
prove to be of interest to others, we are sure the Post
Office Department will permit distribution.

The National Bureau of Standards Post Office Project
staff is not doing all these things by itself. We are getting in-
valuable help from the Post Office Department in gathering
and interpreting postal data. Most of the very ingenious
engineering features of the sorting equipment are due to
the Rabinow Engineering Company, our sorting equip-
ment contractor. Prof. Harry H. Goode of the Uni-
versity of Michigan, who is chairman of the Technical
Program Committee of this Conference, has been our in-
vited critic, and a very conscientious and useful one. It
is he who has encouraged us to make earlier and greater
use of mathematical models. Many others have also helped
in other ways.

This has been a very quick review of the work of the
Post Office Project at the National Bureau of Standards.
It has run very lightly over a large and complex field. We
hope that, in time, ways will be found to cover the ground
more thoroughly for the benefit of those who may be inter-
ested in greater detail.

Discussion

Question: Do you care to say anything
about mechanical facing of mail incidental
to mechanical mail sorting ?

Mr. Rotkin: Since this is not a mail
handling specialist group, I had better ex-
plain that facing means arranging the
envelopes so they all face the same way.
It is done at present for the convenience
of the canceling machine as well as that
of the sorter. This is not part of the work
that the National Bureau of Standards is
doing. We pick up the mail after it has
been faced and canceled. It is perfectly
feasible from a technical point to do this
mechanically and the Post Office Depart-
ment is working on it in conjunction with
at least two contractors.

Question: What type of distributor is
visualized for the final route sorting of
the carrier mail ?

Mr. Rotkin: The same kind that would
be used for distributing outgoing and in-
coming mail. It is our objective to have one
distributor do the work of all three kinds
of sorting, either by time sharing or by
just dividing the distributor into sections
appropriate to each sort.

It is more likely to be by time sharing.

because of the way the work comes into
the post office. It is quite feasible to do
this. The number of sorts involved is
comparable. For example, in Washington,
we sort to about 2500 or 2600 outgoing
destinations. We sort to about 500 or 600
carrier routes and each carrier makes sev-
eral hundred stops. I don’t know the exact
number but it is in the neighborhood of
500.

In Chicago, for example, they sort to
about 5000 or 6000 outgoing sorts; for in-
coming mail, they sort to about 5000.or
6000 carrier routes and each carrier also
has somewhere in the neighborhood of 500
stops.

Therefore, the same equipment can be

used for all of the sorts and the only dif-
ference required would be in the kind of

instructions the machine gets from what I
call a translator.

Question: Will it be necessary to stand-
ardize letter sizes to attain optimized
mechanization ?

Mr. Rotkin: It is not necessary; it
certainly would be helpful. We are trying
at present to determine what the largest
letter will be that we will accept into this

mechanization sorting system. This is one
of the reasons for measuring physical
characteristics of the mail. Letters come
in all sizes from very, very small to quite
gigantic things called flats. It obviously
does not pay to design a machine that will
handle anything as large as flats because
it doesn’t occur in a high enough percenetage
of the cases.

We don’t know whether this will be
the proper cutoff point, but tentatively,
we  are working on the assumption that
6 X 12 X 3% is big enough. I expect that
after we have done our statistical work,
we will find out this is too big, and then
we can afford to make our cutoff for a
smaller size of envelope.

Question: Is character reading a part
of the system?

Mr. Rotkin: It is not a necessary part.
If we could have good character reading,
it would be helpful. This is why we would
like to have people standardize ‘the style
and size and format for addresses for busi-
ness purposes. It would make the problem
of character reading almost child’s play
compared to what it is today with the wide
variety of sizes, type fonts, and general
arrangements of addresses.
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Preparations for Tracking Artificial Earth-Satellites

at the Vanguard Computing Center
D. A. QUARLES, JR.

INTRODUCTION

T is considered appropriate to remark at the outset
J:[ that part of the computer programming system subse-

quently to be described has been used extensively in
performance of tracking calculations for artificial earth-
satellites. This operational use commenced with the track-
ing at the Vanguard Computing Center, Washington, D.C,,
of the first Russian satellite last October 5, the day after
the satellite was launched, and has continued during the
interim.

To perform with great speed the calculations which
would be required in the tracking of any artificial earth-
satellites launched during the period of the International
Geophysical Year ending December 31, 1958, an IBM
Type 704 Electronic Data-Processing Machine was installed
at the Vanguard Computing Center. The purpose of this
paper is to describe the flow of operations and calculations
performed using the programming system developed to

handle these tracking calculations on this stored-program

704 computer. :

Various stages involved in the data processing will be
discussed ; stages commencing with receipt of raw observa-
tional data and extending to provision of computed orbital
information specifying the predicted future motion of a
satellite, and extending eventually to provision of a com-
prehensive history of its past motion. Deadlines pertain to
processing observational data and to distributing predicted
positional information.

It is emphasized that the only calculations considered in
this paper pertain to satellite tracking and orbit determina-
tion. It is the preparation for such calculations only—not
for calculations pertaining to satellite or launching-vehicle
structural design, not to launching-vehicle trajectories,

and not to studies of the earth and its atmosphere—that

the Vanguard Computing Center has been responsible.
Furthermore, the Vanguard Computing Center, which is
owned, staffed, and operated by the IBM Corporation
under a contract with the Navy, is largely concerned with
problems involved in processing positional information ob-
tained from a satellite’s continuous radio transmission.
Problems involved in acquisition and processing of opti-
cally or visually obtained observations of a satellite, ena-
bling continued use of new observational data for orbit de-
termination if the satellite outlasts the life of the batteries
which power its radio transmitter, are primarily the con-
cern of another group, also using a 704 computer, and lo-
cated in Cambridge, Mass. Naturally, however, both the

# IBM Corp., New York, N.Y.

Cambridge and Washington groups are interested in using
observations obtained by both radio transmission and op-
tical or visual methods.

The responsibility for establishing the orbit computation
procedures rests with the working group on orbits which
includes: Dr. J. W. Siry and J. J. Fleming of the Naval
Research Laboratory; Dr. Paul Herget, Director of the
Cincinnati Observatory; Dr. G. M. Clemence and Dr.
R. L. Duncombe of the Naval Observatory. The detailed
mathematical formulations were developed chiefly by Dr.
Herget with assistance from Dr. Peter Musen, formerly
of the Cincinnati Observatory.

The author of this paper has had responsibility, to-
gether with those working under him in New York, N.Y.,
for planning and preparation (synonymously “program-
ming”) of the system of instructions used by the 704 com-
puter for accomplishing the desired orbital calculations,
and for the programming of certain special calculations.
These special calculations were performed during the de-
velopment of the mathematical formulation, and guided the
course of this development.

IBM staff members of the Vanguard Computing Cen-
ter, assisted by the New York system development group,
will handle the operation of the programming system on
the 704 computer. The operation of the system is highly
automatic, with many minor decisions being made by the
computer according to rules provided to it. Nevertheless,
from the processing of raw observations, to the computa-
tion of orbital characteristics and predicted positional in-
formation, the operation permits certain major alternative -
techniques to be used at various intermediate stages of the
calculations. Decisions regarding some of these major al-
ternatives can be supplied in advance to the computer,
enabling its subsequent automatic handling of the desired
choices of these alternatives. However, if these decisions
are not made in advance or if it is desired to alter any of
these decisions during the course of the calculations, the
programming system is designed to make this conveniently
possible by manual intervention. On hand to assist in any
such decisions and to interpret the calculated results will
be Dr. Herget and others responsible for the formulation.

GENERAL DESCRIPTION OF PROGRAMMING SYSTEM

A very general description of the structure of the pro-
gramming system will now be given before discussion of
mathematical techniques employed and of their flow of
operation. From the outset of the planning, it became ap-
parent that the system should be designed to permit con-
venient choice not only in the methods of computation
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used, but also in the order of their use. To enable great
flexibility in these respects, it was decided to make the sys-
tem card-controlled. That is to say, the choice and arrange-
ment of control cards in an input deck would, barring
manual intervention, govern the choice and ordering of any
operations subsequently performed by the computer. The
terminology “macro-operation” was adopted to denote a col-
lection of subroutines linked together to perform a broad
orbit-computation function.

The component parts of a macro-operation were fre-
quently needed in other macro-operations. Any such com-
monly-needed component part was then usually written as
a subroutine with sufficiently general specifications to en-
able its use in the various macro-operations in which this
type of operation was required. This frequently-adopted
practice of programming by subroutines, rather than di-
rectly by macro-operations, had several significant advan-
tages. Not only would this practice eliminate much dupli-
cation of programming effort which would otherwise have
occurred, but also it would tend to keep localized, perhaps
to a single subroutine, effects of a minor change in formu-
lation. It may be remarked that for a research endeavor
in a new field, such as the establishment of the formula-
tion for tracking artificial earth-satellites, some changes
in the formulation should not be unexpected.

It was decided to assign one auxiliary storage magnetic
tape of the 704 computer to serve as a system tape, each
block of information on this tape comprising instructions,
constants, and control information required by just one
macro-operation. Thus each control card (the contents of
which are fixed) possibly followed by one or more input-
data cards (the contents of each of which are variable)
correspond to one macro-operation. In general, when a
macro-operation control card is read at the card reader, a
system subroutine retained in high-speed magnetic core
storage causes (with a minimum of tape motion) the ap-
propriate macro-operation information to be read from the
tape into high-speed storage immediately prior to its use.
In general, the complete set of instructions required for
each macro-operation consists not only of those instruc-
tions transferred for the macro-operation from magnetic
tape to high-speed storage, but also of utility subroutines
(e.g., input-output subroutines) commonly needed by
various macro-operations, and retained in the high-speed
storage. The auxiliary magnetic drum storage is used to
store certain input parameters which are subject to change,
and also output of certain macro-operations which may
serve as input for one or more subsequent macro-opera-
tions. Comparatively small amounts of output are directly
printed and/or punched on cards. Larger amounts of out-
put are written in binary-coded-decimal form on magnetic
tape for subsequent printing on a magnetic tape-to-printer
peripheral device not connected to the 704 computer, and
operated independently of it. In particular, one such tape,
called a “log tape,” was assigned to preserve a detailed
chronological history of calculations performed, including
not only input and output quantities but also many inter-

mediate results. The system is designed to enable the ob-
servational data, subsequent to its preparation in decimal
punched-card form, to be supplied as input to the com-
puter, optionally from these punched cards directly, or
from binary-coded-decimal tape prepared on a card-to-tape
peripheral device. To check for occurrence of random ma-
chine error, the internal calculations are generally per-
formed in duplicate with comparison of check sums, while
transference of information between high-speed magnetic
core storage and auxiliary magnetic tape or magnetic drum
storage is checked by check sums, and special checks are
made for input-output operations. In addition to the
printer, magnetic tapes, and card punch, the use of which
has already been indicated, the cathode-ray tube display
and cathode-ray tube recorder are available as output de-
vices. Programming has also been done to enable optional
use of these devices to provide plotted output in direct-
visual and/or filmed form.

Frow oF OPERATIONS AND COMPUTATIONAL METHODS

The flow of operations performed in processing the data
will now be discussed, together with brief descriptions of
the computational methods involved. As a starting point,
suppose that some of the continuous radio transmission
from a satellite has just been received by one of the spe-
cially-designed receiving stations, called “Minitrack sta-
tions,” during a single transit of the satellite over the sta-
tion. This transmission is subdivided at the Minitrack sta-
tion into individual observations, up to about thirty in
number and evenly spaced in time. Each observation then
consists of phase-difference readings, one for the east-west-
oriented radio antenna of the station, and one for the north-
south-oriented antenna, both corresponding, after small
adjustments, to a single instant of time. A typical time inter-

. val for these observations is one second. The associated in-

formation, comprising the phase-difference readings, first
and last times for the readings, and certain information
identifying and specifying characteristics of the observing
station, will for convenience be called a “message.” Each
message is transmitted in triplicate to a control center at
the Naval Research Laboratory, and thence, still in tripli-
cate form, via teletype to the Vanguard Computing Center.
A device at the Vanguard Computing Center automatically
converts the teletype tape to decimal punched cards.

This message is then ready to be processed by one of
the macro-operations of the programming system for the
704 computer. This macro-operation, which is always the
first macro-operation to process any of the messages, in-
cludes four principal subroutines. The first subroutine is
designed to load the message into the high-speed storage
of the computer, transforming information from compact |
form on the input-data cards (or, optionally, input binary-
coded-decimal tape) into a more suitable form for its sub-
sequent use. The second subroutine performs an editing
function, comparing the triplicate items of the message for
exact agreement. This second subroutine reduces the size
of the message if permissible when, for a given item, at
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least two out of three of the corresponding items do not
agree exactly. The third subroutine performs several ad-
justments to the data due to certain characteristics pe-
culiar to the Minitrack station which received the data,
due to passage of time during the recording of a single
observation, due to radio refraction, and in order to con-
vert the phase readings to directional information. Then,
each adjusted and converted observation provides the ap-
proximate direction of the satellite from the observing
station at a certain instant of time. It is to be noted that
no direct measurement of the distance of the satellite from
the observing station is yet available. In fact, satellite dis-
tances will be derived as output of orbital calculations.
Only after such calculations, shortly to be discussed more
specifically, does such a distance serve as an input quantity.
The processing, thus far, also checks to assure that at
least three individual observations remain so that the
fourth subroutine may have reasonable assurance of being
able to perform its function. This function is to fit a least-
squares parabola to each of the two sets of direction com-
ponents which were derived collectively from east-west
and north-south phase-difference readings. The principal
output of this macro-operation, then obtainable, consists
of a single “smoothed” direction of the satellite from the
observing station, expressed in a local coordinate system
and corresponding to an instant of time, This instant of
time is centrally located with respect to the time range of
the set of raw observations which, it is recalled, were
obtained from a single Minitrack station during one transit
of the satellite over this station. This principal output is
provided in both punched-card and printed form. Certain
subordinate output quantities, such as any discrepancies
between the triplicate messages and standard errors of the
least-squares parabolic smoothing operations, also are
printed. Also, as in the operation of all macro-operations, a
detailed record of input, intermediate output, and output
is preserved on the log tape. In the subsequent discussion
of the flow of calculations, it will be understood that pres-
ervation of information on a log tape, and printing of out-
put information which is required for more rapid surveil-
lance, are included in all macro-operations, whether or
not explicitly mentioned (see Fig. 1).

Several methods have been programmed in order to
enable computation of a preliminary orbit from such ob-
servations. (Here, and subsequently, the qualification
“parabolically smoothed” is understood when referring to
an observation.) One of these methods makes use of two
observations which, roughly speaking, are suitably widely
spaced in time, to obtain a preliminary circular orbit.
Other available methods develop a preliminary elliptic
orbit from three or four observations which are neither
too closely nor too widely spaced in time. If the observa-
tions were too closely spaced in time, inaccuracies in the
observations could seriously reduce the accuracy of the
result, while the particular methods used would be in-
validated in the case of observations spaced too widely.

Fig. 1—Processing of Minitrack (or Minitrack-simulated)
input. Macro-operation 1.

Fig. 2—Preliminary orbit determination. Macro-
operations I, ITI, TV.

These methods are based on iterative techniques due to
Gauss, and are applied after transformation of coordinates
of observations, expressed in their original local systems,
to an inertial coordinate system. In each case, a reference
position vector, and a corresponding velocity vector, are
obtained for the satellite at some instant of time. Then,
from this reference time and corresponding position and
velocity vectors for the satellite, the programming provides
for computation of certain quantities serving to charac-
terize the orbit in question in different ways. For example,
such computed quantities are the period of the satellite’s
revolution, the inclination of its orbit plane, and, in the
case of the elliptic orbits, also such quantities as the semi-
major and semiminor axes of the orbit, and the perigee
(i.e., closest to earth) position of the satellite, The pro-
gramming for each of these preliminary orbit computation
methods constitutes a separate macro-operation (see
Fig. 2).

After having obtained a preliminary approximate orbit,
other methods have been programmed to enable its im-
provement and, as the orbital characteristics would con-
stantly be subject to change, also its updating. One macro-
operation consists primarily of a procedure for numerical
integration of the differential equations relating, by New-
ton’s law, the components of forces acting upon the satel-
lite, to the components of its acceleration. Each of the
three force components contains an expression for the
force on the satellite due to gravitational attraction of the
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nonspherical earth, and an additive term for force due
to an admittedly fairly rough estimate of atmospheric-
drag force acting upon the satellite. As is well known, one
of the reasons for launching artificial earth-satellites is
the desire to gain further information about the structure
of the upper atmosphere. Until more is learned about the
upper atmosphere, in particular about variation of atmos-
pheric density with altitude, the components of drag force
in these differential equations may be subject to significant
inaccuracies. The other contribution to the force compo-
nents, due to gravitational attraction of the earth, may
also introduce significant error because of our inadequate
knowledge of local variations in the earth’s gravitational
field. There are, of course, further errors in the numerical
integration procedure caused by inaccuracy in initial values
of the satellite’s position and velocity, due to replacement
of derivatives by finite differences, and due to growth of
error during the numerical integration computations.
Though its accuracy is limited by such errors, this numeri-
cal integration macro-operation is expected to be very
useful, not only because its output consists of predicted
positions of a satellite spaced in time by an arbitrarily-
chosen time interval, but useful also, in combination with
a method of differential correction, for orbital improve-
ment and updating (see Fig. 3).

The macro-operation for this differential correction
method obtains corrections to position and velocity vectors
corresponding to a reference time which may be periodi-
cally updated. These corrected vectors may be used, as
before, to obtain new orbital characteristics. The input
for this differential correction procedure consists of ob-
servations . (preferably including, because of changing
orbital characteristics, the ‘latest available) and predic-
tions, at the same observational times, obtained from out-
put of numerical integration by 6-point Lagrangian inter-
polation. So-called equations of condition are computed,
one set for each observation, after making an improved
adjustment to the observations for refraction. The differ-
ential corrections are then readily obtained from least-
squares solution of these equations of condition. The proc-
esses of prediction by numerical integration and differen-
tial correction may be performed iteratively in attempt to
bring predictions and observations in close agreement
(see Fig. 4).

A more complicated alternative technique, which is also
planned to be used for prediction and orbital adjustment,
is based upon three further macro-operations. In brief,
one of these macro-operations uses a modification of Han-
sen’s lunar theory to compute Fourier series representa-
tions of orbital characteristics, including perturbations
due to the oblateness of the earth, in terms of a variable
representing time. A second macro-operation treats sep-
arately drag perturbations in these orbital characteristics
by numerical integration. By evaluations of these Fourier
series and additive perturbations, adjusted orbital char-
acteristics and, thence, derived predicted positions, may be

Fig. 3—Predicted positions (inertial vectors).
Macro-operations V, VI, VII,

Fig. 4—Orbital adjustment (improvement and/or updating).
Macro-operation VIIIL

obtained. The third macro-operation computes differential
corrections to the orbital characteristics by a technique
similar to that used for correcting the reference position
and velocity vectors. This technique for prediction and
orbital adjustment, using these macro-operations itera-
tively, is expected to be a valuable alternative until the
later stages of a satellite’s “life.” Near the end of the
flight of a satellite, the drag force would become large
enough to invalidate the method used for the oblateness
perturbations. ‘

At such time, it is planned to continue predicting and
orbital adjusting by the first-described techniques for nu-
merical integration and differential correction (see Figs.
3and5).

Two separate macro-operations are available for trans-
forming predictions from the inertial-vector form into
forms more convenient for use by the general public. One
of these macro-operations provides as output, for each
prediction of a specified time span, the time, latitude, and
longitude for the subsatellite position, height, and zenith-
angle-acquisition information. Also provided as output is
a list of any official Minitrack or optical stations to be
alerted due to the satellite’s proximity, but, in the case of an
optical station, only if the favorable observation condition
of twilight exists. The other of these macro-operations pro-
vides, as output, positional information for a specified set
of times and relative to a specified station (see Fig. 6).
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f

Fig. 5—Orbital adjustment (improvement and/or updating).
Macro-operation IX.

Fig. 6—Predictions (transformed for convenient use).
Macro-operations X, X1

.

CONCLUSION

Several remarks seem appropriate at this point. It was
earlier stated that certain deadlines pertain to processing
observational data and to distributing predicted positional
information. Satellites, of the types presently being con-
sidered, would complete a single revolution around the
earth in approximately an hour and a half, Allowing for
communication and distribution delays in incoming data
and outgoing predictions, the speed of a satellite’s motion
requires very rapid calculations to be performed in order
to enable use of the methods described in providing, suf-
ficiently in advance, alerts and predicted positional infor-
mation to observers around the world. A machine with
significantly slower speed or significantly smaller storage

than the 704 computer would not have been able to do the
same job adequately. In particular, in the very early stages
of a satellite’s flight, the Vanguard Computing Center will
be concerned with developing and distributing orbital in-
formation within a matter of minutes of the receipt of
observations which first enable preliminary orbit determi-
nation, However, until at least one revolution of a satel-
lite has occurred, observations may be so sparse that better
than a rather inaccurate determination of the satellite’s
actual motion would be prevented.

The magnitude of the programming system’s develop-
ment, and of associated programming for special calcula-
tions, may be measured by an estimated expenditure of
between 6 and 7 man-years of work involving the writing
of approximately 25,000 instructions. The size of the pro-
gramming system is a result of a complex mathematical
formulation whose programming included many different
types of Fourier series manipulations, and a result of the
system’s flexibility in enabling convenient use of alterna-
tive computing techniques. To guard against possibility of
machine breakdown at an inopportune time during a satel-
lite’s flight, another IBM center with a 704 computer will
be kept prepared with operational information by means of
a transceiver and telephone on an emergency stand-by basis.
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Discussion

It should be noted that these answers
were taken from the latest technical in-
formation available through March 26,
1958.

Chairman M. Rubinoff (Philco Corp.,
Philadelphia, Pa.): Is a triangulation sys-
tem used or planned to be used to increase
accuracy of observation? This question is
by E. A. Keller.

Mr. Quarles: In attempting to answer
this question, T shall restrict my attention
to the standard Minitrack receiving units
being used by the Navy in performance of
radio-tracking responsibilities. The disposi-
tion of these stations was aimed at pro-
viding a very high probability of receipt

of transmission from a United States satel-
lite by one station during each earth-
circuit of the satellite. At originally ex-
pected altitudes for such a satellite, this
disposition provided an expectation that
simultaneous observations by two or more
stations would be exceptional rather than
usual. Consequently, there was an exXpecta-
tion of being able to triangulate simul-
taneous observations from these stations
only comparatively rarely. The occurrence
of higher than originally expected altitudes
has made somewhat less exceptional the
recording, and expectation for future,

simultaneous observations. It is planned to

investigate accuracy by triangulation of any
such simultaneous observations, possibly
leading to increased accuracy of observa-

tion. However, on the basis of these con-
siderations, triangulation does not occupy
a very significant role in the present op-
erational use of the Minitrack system.

The method of obtaining a directional
observation inherent in the Minitrack re-
cording involves what might be termed
“triangulation” from displaced antennas,
based upon phase difference. I assumed that
the intent of the question was to gain in-
formation about “triangulation” in the usual
sense of this word.

Chairman Rubinoff: L. Elrod of West-
inghouse asks, “will it be possible to mod-
ify the program while actudl tracking is. in
process ?”

Mr. Quarles: It is expected that modi-
fications to the program will probably only
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be made after studying the results obtained
and would not actually be made during the
course of one continuous operation on the
machine. However, it is possible to exercise
a number of programmed options by man-
ual positioning of sense switches, and to
modify the arrangement of macro-opera-
tion control cards and content of data in-
formation to be used at a later stage, dur-
ing calculation.

Chairman Rubinoff: The third question

is, “Is there any provision in the subject
program for using observational data from
sources other than official tracking stations
such as amateur optical or radio measure-
ments ?”’
'~ Mr. Quarles: Let me emphasize first
that it is not required that the observational
data be from the Minitrack stations. On
the first slide it was noted that the data
could be either Minitrack data or simu-
lated Minitrack data.

To go one step further, it wouldn’t
even be necessary to enter the data in sim-
ulated Minitrack form if one had suffi-
ciently reliable data obtained by whatever
means. For example, one could bypass the
whole operation of the first macro-opera-
tion which edits and smoothes the data,
and simply enter as a smoothed observation
the direction of a satellite from an observer
at a certain time, if one had such informa-
tion. So, it is quite flexible as to the types
of data that could be used and in fact sev-
eral kinds of data have been used. How-
ever, the qualification “sufficiently reliable”

stated above makes virtually necessary

what might be termed professional elec-
tronic or optical equipment and profes-
sional operating personnel, and seriously
limits the usefulness of amateur measure-
ments. Of course, in the absence of pro-
fessionally obtained data, amateur measure-
ments take on increased importance.

Chairman Rubinoff: A question from
R. Tsaacs of Philco, “What reports, if any,
of the programming system are available?”

Mr. Quarles: The first actually pub-
lished report of the programming system
will be this paper as presented, supple-
mented in publication by questions and
answers. Later, I expect there will be more
detailed reports of the programming system
available.

Chairman Rubinoff: A question by Mr.
Sumpter of the Department of Defense,
“Why use cards for input to the computer?
Why not go directly from teletype tape to
magnetic tape, then into the computer?”

Mr. Quarles: As described in my paper,
there is an option of providing input ob-
servational data to the computer either
directly from punched cards or from mag-
netic tape prepared on a device which oper-
ates independently of the computer. This
option of the use of magnetic tape was
provided in order to enable more rapid
computer processing in the event that a
large volume of input data were to be sup-
plied to the computer at any one time.
Whether or not this option is exercised,
the preliminary preparation of cards has an
advantage of enabling, together with the
printed triplicate messages also produced
from the teletype operation, convenient
partial editing, selection, or rearrangement

of the data prior to the more extensive edit-
ing and processing performed by the com-
puter.

Also, there isn’t presently, so far as I
know, a commercially available device for
converting directly from teletype tape to
magnetic tape. Furthermore, there has not
seemed sufficient need for such a device in
this computer application to render it an
important consideration. More rapid pro-
vision to the computer of this input data
does not at present seem important. Using
either of the options described, the opera-
tion typically requires a small amount of
time for supplying the input data to the
computer in comparison with times for
calculation and for development of output
data on magnetic tape. In particular, the
maximum possible time saving due to by-
passing preliminary preparation of punched
cards by using a hypothetical teletype-tape-
to-magnetic-tape device would not under
present, or presently expected, conditions of
operation seem to justify the sacrifices of
conveniences of cards described above.

Chairman Rubinoff: From D. J. Nem-
anic of Remington Rand Univac, “Can
unknown factors such as density of the
atmosphere be estimated from the differ-
ential corrections to the predicted orbit?

Mr. Quarles: Yes, it certainly is pos-
sible to estimate some of these factors on
the basis of the orbital calculations in gen-
eral—not only from the differential correc-~
tions. One of the main purposes of the
whole project is to make improvements in
our knowledge about the atmosphere by
examining and studying the deviations of
the predictions from the actual observa-
tions.

In particular, the calculations have indi-
cated that the density of the atmosphere is
greater than originally had been expected
at the altitudes attained by the artificial
earth-satellites. However, much study of
orbital calculations is expected to be re-
quired before reasonably reliable informa-
tion about density variation at high alti-
tudes is known.

B. Zendle (National Bureau of Stand-
ards): Has it been possible to determine
the mass of the Russian earth satellites,
thereby verifying the mass values an-
nounced by the Russians? If so, how, and
to what degree of accuracy?

Mr. Quarles: Though I have not been
concerned with this question, it is my
understanding that the presently limited
information about the density of the atmos-
phere, and consequently about the drag act-
ing upon a satellite, would have prevented
any independent, accurate verification of
the masses announced by the Russians.
Later, when it is possible to determine
atmospheric drag with greater accuracy,
such independent verifications should be
possible with reasonably good accuracy
from the laws of motion of a satellite
which depend upon both the drag and the
mass.

S. M. Selig (Chemical Corps Eng.
Command, Army Chemical Center, Md.):
What are the computer facilities that the
Russians have set up equivalent to Mini-
track?

Is the accuracy of their predictions for

Sputnik T due to more sophisticated equip-
ment than the IBM-704, or to better pro-
gramming and better fitting or Fourier
series and other essential computations
that you mentioned?

Mr. Quarles: I do not know the answer
to this question. However, on the basis of
any predictions by the Russians which I
have seen, I do not have reason to believe
that they are using anything but compara-
tively unsophisticated techniques.

M. A. Hyman (Philadelphia, Pa.): Ap-
proximately how many points were calcu-
lated by numerical integration for each
elliptical trajectory? What can be said

~about the accumulation of errors during

calculation of an average trajectory? How
long did the computer require for each
trajectory?

Mr. Quarles: The typical time interval
in the numerical integrations performed to
date is one minute, and hence the order of
one hundred steps per earth-circuit. A
thumb rule which may be applied to esti-
mating the accumulation of errors by the
method of numerical integration which has
been programmed is that the error is
approximately the three halves power of
the number of steps, divided by eight, units
in the last place of the digital precision
employed. The programming of the numer-
ical integration enables optional use of
single- or double-precision floating-point
calculations, providing precision equivalent
approximately to eight or sixteen signifi-
cant decimal digits, respectively. Including
binary-coded-decimal tape output as well as
binary-tape intermediate output, the single-
precision computation requires approxi-
mately six minutes per day of predictions
using a one-minute time interval, whereas
the double-precision computation requires
about six times as long. Both of these com-
putations are reduced by about four min-
utes per day of such predictions at the sac-
rifice of the binary-coded-decimal tape out-
put.

W. H. Jenkins (ElectroData): You
mentioned 25,000 instructions. Does this
complete the program? Are these opera-
tions debugged? If so, you should have
some accurate times for the processing
from the input cards or tape until the final
result of “where to look.”

What are the limits of these times?
(For example, three to five minutes, or ten
to thirty minutes.)

Mr. Quarles: The figure of 25,000 in-
structions was intended to cover completed
instructions and modifications which were
in progress. It is expected that some addi-
tions and modifications to the system will
be planned and developed later due to the
research character of the project.

With the exception of some current
comparatively minor modifications, all of
the macro-operations described are de-
bugged and all are in use. Tn view of the
great variety of ways in which the macro-
operations have been combined in actual
operation, permitted by the flexibility of
the design of the programming system, it
is very difficult to give meaningful over-all
time figures without extensive qualification.
Even for individual macro-operations there
usually are several modes of operation with
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significantly different times, as indicated by
the answer to the preceding question. (See
the answer to the next question.)

J. Otterman (University of Michigan,
Ann Arbor, Mich.): Has consideration
been given to carrying out macro-operation
No. I on a separate smaller computer?

With all Minitrack stations in operation
what is the percentage of times the com-
puter will be idle (or reserve operation
time) ? Can the system handle data simul-
taneously on two satellites?

Mr. Quarles: No serious consideration
has been given to carrying out macro-oper-
ation 1 on a separate smaller computer.

In the present manner in which the pro-
gramming system is operated, 24-hour-per-
day utilization of the 704 would permit
simultaneous handling of the tracking cal-
culations for from six to ten satellites. It
should be possible to increase the number
of satellites which could be “simulta-
neously” tracked by a significant amount

" blank-column checks for

when further experience has been obtained
and/or by reducing the volume of output
information.

E. H. Weiss (Applied Physics Lab,
Johns Hopkins University, Baltimore,
Md.): You mentioned that “other checks”
are used to ascertain the accuracy of input
and output. What are some of those checks
and how reliable are they?

Mr. Quarles: I was specifically refer-
ring to the data transference checks such
as: check sums used in connection with
transference of information between mag-
netic tape or magnetic drum and magnetic
core storage; “echo checking” of printed
output; check sums and/or double-punch-
certain input
cards. These checks have been found to
be very reliable.

Hpwever, macro-operation I, for exam-
ple, also contains checks which would elim-
inate very unreasonable data, in addition to

various other editing checks as indicated in
the paper.

W. W. Youden (National Bureau of -
Standards, Washington, D.C.) : How accu-
rate were your predictions?

Mr. Quarles: The present accuracy of
predictions obtained with this programming
system varies with the satellite in question.
It has been possible to obtain considerabiy
better accuracy for predictions of Van-
guard T than for any of the other satellites
launched to date. In part this is felt to be
due to the availability of more better-cal-
ibrated Minitrack stations for recording
observational data, but probably primarily
due to the greater perigee distance and con-
sequent lower distortion of the orbit due to
atmospheric drag. More specifically, pre-
dictions made for Vanguard I, and com-
mencing shortly after its launching, have
been accurate to within a small fraction of
a minute of time.

Use of a Digital Computer for Airborne
Guidance and Navigation

S. ZADOFF' axp J. RATTNER'

INTRODUCTION

ECENT developments in computer instrumentation

R have permitted a vast increase in speed and com-

plexity with no increase in the size of the large-

scale digital computers designed for scientific computation,

These developments have also made possible a new ap-

plication for digital computers, namely, “real-time’ com-
putation in the field of control systems.

By way of definition, a digital computer is said to oper-
ate in “real time” when it is an integral part of a physical
control system. One of the requirements for real-time
operation of a digital computer is rapid computation con-
sistent with changes in the input physical quantities and the
output data rates required by the system.

Historically, the analog computer has been  used in
control applications. However, the analog computer is
intrinsically limited in its ultimate accuracy, whereas
digital-computer accuracy can be increased with little
change in size or basic complexity.® Problem-handling
capacity can also be increased for the digital machine with
little or no change in its size although this may imply a
change in rate. This latter is far from true for the analog

t Sperry Gyroscope Co., Great Neck, N.Y.

*J. Von Neumann, “The General and Logical Theory of Auto-
mata” in “The World of Mathematics,” Simon and Schuster, New
York, N.Y., vol. 4, p. 2070 ff.; 1956.

computer since its complexity is in one-to-one correspond-
ence with that of the problem it solves.

From this, it follows that there is a point of diminish-
ing returns by way of weight and size in the use of analog
computers over the digital type as problem complexity or
accuracy needs increase.

The development of simple, reliable logic techniques has
reduced the number of vacuum tubes in many computers.
Magnetic elements and transistors are on the verge of
totally replacing those vacuum tubes still required. The
net decrease in size and weight produced by these com-
ponents is further enhanced by their lesser power require-
ments. It should be noted that this progress is far from
stabilized.

These component developments affect the size and
weight of analog computers also, but the increases in
speed and reliability in the digital field combined with
demands for more complex real-time computers have made
the digital machine eminently practical for this purpose.

GENERAL DiIscUssioN

In real-time computation the problem to be solved is
generally described by a system of nonlinear differential
equations, The analog computer is a direct physical ap-
proximation of these equations. When using digital tech-
niques, an equivalent set of difference equations is set up
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and solved by the digital computer. It is necessary that the
solution of the difference equations be asymptotic to the
solution of the differential system and that the same stability
criteria must hold.?

Finally, the computation must be performed in a time
commensurate with the response characteristics of the
physical system.

In addition to solving systems of difference equations,
the digital computer can be used as a function generator
and a decision device in the control application.

Evidence of the progress of digital computation in the
field of automatic control is its use in airborne systems.
The Cytac system is an example of an airborne guidance
and navigation system using a digital computer in a con-
trol loop. '

Cytac is a long-range, all-weather, ground-controlled
navigation and tactical bombing system. It was developed
and tested by Sperry Gyroscope Company under a contract
with Rome Air Development Center and Wright Air De-
velopment Center,

The system is built around a hyperbolic radio-naviga-
tion aid which was also developed by Sperry? and is now
known as Loran-C. Loran-C is essentially an extension of
the principles of the standard Loran system which is
presently in use in the Atlantic and Pacific as a long-range
aid to marine navigation. Fig. 1 shows a typical configura-
tion. A master station, Sy, transmits radio-frequency
pulses at a uniform repetition rate. The two slave stations
transmit similar pulses synchronized to the master. A re-
ceiver in the service area measures the time differences of
arrival of the master pulses and each of the slaves to
obtain a fix at the crossing of the corresponding lines of
position. Measurements are made only on the ground-
wave portion of the received signal.

Loran-C achieves long range by using the low-frequency
transmission within the internationally allocated band of
90 to 110 ke. Loran-C is a two-step system and obtains
high precision by making a measurement of the phase of
the radio-frequency cycles within the received pulses,
achieving an instrumental accuracy of 20 to 30 mysec. The
system is fully automatic with respect to both signal ac-
quisition and time-difference measurement and indication.

The output of the time-difference measuring receiver
is continuous fix information in hyperbolic coordinates.
In the Cytac system the digital computer is used to combine
the inherent long-term accuracy and stability character-
istics of radio-derived data with the accurate dynamic
character of air-derived data in the form of airspeed,
compass, and altimeter indications, to provide navigation
information having the best qualities of each. This was
essentially the first application in which such techniques
were used in long-range navigation and guidance.

*H. ]. Gray, Jr., “Numerical methods in digital real time simu-
lation,” Quart. Appl. Math., vol. 12, pp. 133-140; July, 1954.

*W. P. Frantz, W. N. Dean, and R. L. Frank, “A precision
" multi-purpose radio navigation system,” 1957 IRE NatioNaL CoN-
VENTION RECORD, pt. 8, pp. 79-85.

15,
L— 365

5,040

—14,720

0o
026t ™

0$2'8l ——

— — ——210%1g
2959/

s/
/” 5\4% '
L
S, FORESTPORT > |
= o/
43.2°

»e

33.920

U

S, CARRABELLE

14,400 /

180%
P

b

Y,
’
7/
&
@
o

662'8€

Ry
‘A
°
o

\\%\ \

Fig. 1—Typical configuration of Loran-C stations.
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Fig. 2—Block diagram of Cytac system.

Fig. 2 is a block diagram of the Cytac system. The time
differences of arrival of radio signals are measured in the
radio receiver and time-measuring apparatus and are fed
out in the form of shaft rotations. These are converted to
digital data by the computer input equipment. The com-
puter also accepts instrument panel information including
compass heading, altitude, true airspeed readings and mode
of operation of the radio system (i.e., acquisition, track,
or lost signal). These inputs are in the form of shaft ro-
tations, which are also converted by analog-to-digital con-
verters at the computer input, or are in the form of relay
settings. After operating on these inputs, the computer con-
verts the digital information back to analog or relay data
to be used by the other equipment.

The computer output consists of an analog voltage to an
autopilot to guide the aircraft toward a correct bomb re-
lease point and a signal to control the bomb-bay doors and
the actual bomb release. Additional computer functions
include:
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1) Dead reckoning in the event of lost radio signals

2) Computation of time-difference rates

3) Computation of expected radio receiver gain settings

4) Control of certain servo time-constants and gains in
the radio receiver during receiver switch from ac-
quisition mode to track mode of operation

5) Generation of timing signals for control of recon-
naissance-camera equipment.

Before take off, the program is stored on the magnetic
drum memory of the computer, together with the constants
required in the equations and the target coordinates.

System operation is initiated by pressing a “start” button
on the pilot’s control panel. This puts the radio equipment
into its acquisition mode of operation in which it proceeds
to locate the radio pulses in time and lock on to the re-
ceived pulses. The computer notes that signals have been
acquired, and normal operation begins.

In the event of lost signals the radio system gives the
computer an indication of this condition. The computer
then ignores further radio time-difference data and dead
reckons on the basis of the last reliable radio information.
It continues to feed computed Doppler rates to the radio
system so that, if the lost signal is due to a temporary in-
terruption of signal transmission ér reception, the radio
equipment will be in position to track the pulses as they are
received again. This eliminates the need for the receiver
reverting to the acquisition mode under these conditions.
On the other hand, if the radio-data indication does not
show good signals within a reasonable time, the computer
directs the radio equipment back to its full acquisition
mode.

Fig. 3 is a functional block diagram of the computer
operation.. The two-step measurements of time difference
obtained from radio pulse-envelope measurement and
radio-frequency phase measurement within the pulses are
converted from shaft rotations to binary form and intro-
duced at block 1. The coarse pulse-envelope time differ-
ences and fine radio-frequency phase differences are com-
pared and a pair of consolidated time-difference numbers
are obtained. The time-difference numbers corresponding
to the center lines between the master and slave stations
are subtracted from these numbers to provide a set of
numbers suitable to geometric computation.

A conversion from hyperbolic to rectangular coordinates
is performed in block 2. :

A dead-reckoning computation of the aircraft position
in rectangular coordinates is made in block 3, based on
air-speed, altitude, and heading. Heading is derived from
a Sperry J-2 Gyrosyn® gyromagnetic compass, and suita-
ble corrections for magnetic variations and meridian con-
vergence are provided in block 6. Magnetic heading is then
converted to rectangular coordinates and the dead-reck-
oned rectangular coordinates are compared with the radio-
derived data in the same coordinates in block 4. A portion
of the difference is fed back through smoothing block 5
to correct the dead-reckoning computation of block 3.

By feeding back only a portion of the difference, the
equivalent of an exponential smoothing factor* is obtained
which reduces the effects of random variations. The cor-
rection is applied to the dead-reckoned, apparent wind
vector which is substantially invariant for short periods
of time. Aircraft steering control is derived from the dead-
reckoned solution. Since the long time-constant smoothing
is applied to a quantity substantially independent of air-
craft heading, it does not materially affect aircraft stability.

On the basis of the corrected, smoothed position and
velocity, further computation of the steering from present
position to target is done in block 8. The time-to-go and the
bomb-release point are computed in block 9. The distance to
the stations and the velocity relative to the stations (or the
Doppler rates) are computed in block 10. Bomb-ballistics
data for a range of airspeeds and altitudes appropriate for
each mission are stored in the computer, and exact bal-
listics for actual airspeed and altitude are derived from
the stored data in block 7 for use in the steering and
bomb-release computation.
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Fig. 3—Block diagram of computer operation.

The next diagram, Fig. 4, shows the two major control
loops of the system and their interaction. One of these is
a fast control loop comprised of an autopilot, airframe
controls and surfaces, heading, airspeed and altitude meas-
urements, and dead-reckoning computation. This control
loop is a conventional autopilot arrangement except for
the fixed delay introduced by the dead-reckoning computer.
It will be noted that this control loop does not contain any
long time-constant or narrow-band circuits.

The second loop is a slow control loop which includes
the autopilot, airframe controls and surfaces, radio time-
difference field; time-measuring apparatus and transfer or
smoothing function, computer coordinate transformation,
and dead-reckoning computation and computer smoothing.
This secondary slow control loop has a mnarrow-band
circuit in the time-measurement smoothing and a very-

*R. E. Spero, “Effectiveness of two-step smoothing in digital

cgt;trol computers,” Proc. IRE, vol. 41, pp. 1465-1469; October,
1953. :
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narrow-band circuit in the computer smoothing. Were it
not for the fast control loop, severe stability problems
would be encountered. Because of the action of the fast
loop, however, only noise and signals due to errors in the
dead-reckoning computation pass through the narrow-band
circuits. Errors in the dead reckoning may be caused by
wind changes and also by errors in heading, airspeed, and
altitude measurements. Insofar as the problem of stability
is concerned, only heading, airspeed and altitude-measure-
ment errors, and wind changes are of importance. Since
these errors are small, the secondary slow control loop
will remove any cumulative effect of such errors, but will
have a minor effect on the airframe stability.

A tertiary control loop is provided by the computed
Doppler rates which are generated by the dead-reckoning
computation and fed back to the time-measuring apparatus.
This is provided primarily for the purpose of providing a
memory function in the time-measuring apparatus during
a lost-signal condition, and does not affect the basic stability
or smoothing considerations.
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Analysis performed at the beginning of the Cytac de-
velopment program indicated the need for a computer to
perform certain calculations with stipulated accuracy and
speed. In order to meet the time schedule for the experi-
mental instrument, an airborne digital computer was pro-
cured from a contractor.

This computer is capable of performing all required
functions. The computer was programmed for a bombing
mission and the pilot could select any of three preset
targets, The operating range, distance from all trans-
mitters, and speed and altitude of the aircraft were
satisfactorily executed by the computer. In addition, other
auxiliary functions for control of radio-system compo-
nents were programmed for simultaneous solution. How-
ever, doubts were raised as to whether this computer was
the best possible for the Cytac system. It seemed likely
that a digital computer developed specifically for this sys-

tem and utilizing the latest techniques and components
would prove more satisfactory.

The digital computer used in the Cytac system
is an optimum-programmed, serial, magnetic drum-storage
computer, The drum storage contains 31 order channels,
7 number channels, and one channel for modifiable orders.
Read and write are performed by separate heads, the write
head being disconnected from the write amplifier for those
channels which contain nonerasable program and prob-.
lem constants. The drum also has one channel for high-
speed access.

A novel feature of the drum is the varying of the spac-
ing between the read and write heads of the numerical
storage channels. This is advantageous in reducing access
time.

The wordlength is 16 binary bits plus sign. There are
64 words per channel providing a total memory capacity
of 2496 words. The arithmetic unit consists of an accumu-
lating register, a shift register, an operand register, and
the add-subtract matrix. The three registers are dynamic
circulating registers.

The arithmetic orders include addition, subtraction,
multiplication, division, and square root.

The input-output equipments operate through the input-
output unit which automatically writes onto and reads from
the drum, utilizing a separate set of heads on those numeri-
cal storage channels selected for input and output. A
manual control console which is necessary for test pro-
cedures and for loading the drum contains the usual dis-
play lights and required switches. There is also an array
of auxiliary equipment for testing, monitoring, display,
problem preparation, and output recording which are not
part of the control system.

The computer was designed with the goal of a fast,
small volume, low-weight computer which would be just
adequate to perform the required functions in about one
second. In consequence, the computer was difficult to pro-
gram and code. This was justifiable only because the code
would remain unchanged and be retained on the drum
once it was debugged. For those unfamiliar with the prob-
lems of an optimum-programmed computer, it may be said
that optimum programming requires extensive juggling
of orders and intermediate storage positions to achieve
adequate results. :

Those parts of the computer actually part of the air-
borne-control loop weigh about 300 pounds and occupy
about 6 cubic feet. It is estimated that this computer could
easily be reduced to less than 150 pounds and 3 cubic feet
by using more modern instrumentation.

While the computer was being utilized, a study was
made to find a more ‘suitable computer. This study con-
cluded that a machine using magnetic-decision elements
as a basic unit and a magnetic drum as a storage device
would be better for the Cytac system.

The set of equations for the Cytac system was selected
as that best suited to the characteristics of the digital com-
puter. These equations and their programming were de-
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signed to minimize the effects of short wordlength and
truncation inherent in the computer. Several alternate sets
of equations developed during the Cytac study were dis-
carded because of the difficulty of programming them for
the computer. The set of equations used gave satisfactory
‘control of the aircraft and indicated satisfactory bomb
release during several test runs made with this computer
in a B-29 aircraft.

The computer program was also tested, prior to this time
and apart from the actual system, on the Florida Auto-
matic Computer (FLAC) at the Patrick Air Force Base.
Furthermore, complete simulation trials were made at a
Reac installation at the Sperry Gyroscope Company labora-
tories using the Cytac-digital computer and the radio
time-measuring equipment which had already been thor-
oughly debugged and flight tested apart from the com-
puter.

The final program used about 1000 orders, 150 con-

stants, and 50 temporary storage addresses. Five channels
of 320 words were allocated for test-program storage. The
actual length of the computation cycle was set for about
one second whereas the time required was about 0.8 second.
The one-second period was chosen since it was consistent
with airframe-stability requirements and the smoothing
factors desired.

This project demonstrated that a digital computer could
be utilized as a very flexible part of a control system with
reliability and size to make it a practical component of an
airborne system.

A typical analog computer arrangement which might
have fulfilled all the functions provided by the digital com-
puter would have required more than 25 servoamplifiers,

21 assorted synchros, 45 potentiometers (many of which
would require special or high-precision windings), 20
servomotors, 8 tachometers, 20 differentials and assorted
gear trains, supporting hardware and electronics, and
power supplies. Using present-day techniques, this equip-
ment could also be expected to weigh at least 150 pounds
and fill more than three cubic feet, with the question of ulti-
mate accuracy left unanswered. On the other hand, a digital
computer designed for the same problem with present-day
techniques would require no more space or weight and
would definitely be capable of meeting the accuracy require-
ments. Servicing of either type of computer would not be a
pleasure, and reliability and serviceability of each would
be on the same order of magnitude.

CoNCLUSION

At the time that the Cytac program began, neither the
equations to be solved nor all the functions to be per-
formed had yet been stipulated. Faced by a short develop-
ment time, an existing general-purpose computer for the
job seemed most advisable since it provided ease of mak-
ing changes in programming and addition of control func-
tions with no extra equipment development. Optimum
programming permitted the achievement of computation
time commensurate with airframe-stability requirements
with a magnetic drum-memory computer.

On the other hand, where there is sufficient time to
develop a computer best suited for the job, a special-pur-
pose machine may turn out to be fastest, lightest, and
smallest, with a resulting loss of flexibility in making pro-
gram changes with the ease provided by a general-purpose
machine.

Some Experimentation on the Tie-In of the Human
Operator to the Control Loop of an Airborne

Navigational Digital Computer System
CORWIN A. BENNETT?

INnTRODUCTION
‘ @NE of the human operator’s most important tasks

in contemporary bombing and navigational sys-
tems is crosshair error correction or “tracking.”
Due to navigational or intelligence errors, the system’s
crosshairs may not fall on the target or other reference
point. When the operator recognizes this error he sends

¥ IBM Corp., Owego, N.Y.

correcting signals, by means of a hand control, to the
computer which then corrects the display.

Typically, bombing and navigational systems have used
analog computers to process the operator’s control signals.
However, when a digital computer is utilized, the operator
is faced with the new problem of seeing the results of his
corrections periodically on the display at the solution rate
of the digital computer.

With this “sampled-data” tracking, when the operator
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moves the target across the display it seems to “jump”
from point to point. The apparent discreteness is an in-
verse function of the inertia in the system. Since the
operator’s control signals are accepted by the computer
only at sample times, part of them are ignored. This be-
comes particularly noticeable at low solution rates. Since
the complexity of the digital computer is determined in
part by its solution rate, it is necessary to minimize this
rate. On the other hand, if the sampling of the operator’s
control produces poorer tracking performance with lower
solution rates it should be maximized. The problem faced
by the engineering psychologist is to determine a com-
puter solution rate at which neither of these two goals—
equipment simplicity and tracking performance—is unduly
sacrificed.

DEscripTIVE EXPERIMENTATION

A series of experiments was carried out over a period
of three years to provide systems engineers with design
requirements for digital tracking. While initially the ques-
tion of required solution rate was the sole object of in-
vestigation, later study was devoted to related sampled-
tracking problems and to possible ways of circumventing
stringent equipment requirements.

Fig. 1 shows the digital control loop studied in most of
these experiments. The operator’s near-continuous control
signals are sampled by analog-to-digital converters. These
numbers are processed by the digital computer which,
among other things, integrates the signals. This integra-
tion means that a rate of crosshair movement is propor-
tional to a displacement of the control which is known as
a rate or velocity-tracking control. The computer’s outputs
are converted back to analog form and displayed as peri-
odic display changes. Feedback is then provided through
the operator.
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Fig. 1—Digital rate-control loop.

In the experimentation such a loop was simulated by
means of an analog computer and relays, a spring-loaded
joystick, and a laboratory oscilloscope. The simulation was
such that sampling in time (at the “solution rate”) was
carried out, but sampling in amplitude (at the “quantiza-
tion level”) was not. While quantization could be critical
for tracking, the systems converter resolution was such
that with a rate control no great problem existed.

Laboratory technicians and engineers served as subjects
in each of the experiments. The actual running of a given
experiment would last just a few days, although weeks of
preparation and equipment ‘“debugging” were generally
required. Time records of error were made to obtain per-
formance measures. The usual performance measure was

“recovery time”-—the time it took the operator to place
the target under the crosshair to a given tolerance for a
specified initial error. Conventional statistical analyses and
significance test were performed on the data.

Fig. 2 shows a typical curve for the relationship between
recovery time and solution rate. As the solution rate is
decreased, recovery time increases; as the solution rate
increases, performance improves, and recovery time ap-
proaches that obtained under analog-tracking conditions
asymptotically. Statistical tests were applied to determine a
specific solution rate which could be considered as yielding
performance that was equivalent to analog conditions. In
most cases this rate turned out to be on the order of 10
cps—a number to which engineers could design in order
to insure no loss of tracking performance with the digital
System.
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Fig. 2—Recovery time as function of sampling rate.

One parameter which was discovered to be highly criti-
cal in this initial experiment was the display-control ratio,
or gain or sensitivity of the hand control. This may be
defined as the displacement of the display (or one of its
derivatives) for a given control-displacement. Numerous
investigators have shown the control sensitivity to be a
significant determinant of tracking performance. For ex-
ample, our results showed a U-shaped relationship between
recovery time and sensitivity; that is, as the sensitivity is
raised or lowered from optimum sensitivity, performance
deteriorates. Furthermore, we demonstrated that, as the
sampling rate is decreased, the optimum sensitivity is de-
creased. This required us to predetermine optimum sensi-
tivities for all experimental conditions prior to testing.
For the systems engineer, whether dealing with a digital
system or not, the practical implication is apparent. Since,
within limits, sensitivity or scale factor is one of the easiest
equipment changes to make, an optimum value should be
selected for any given situation.

One way of reducing the complexity of the digital com-
puters (other than by reducing the solution rate) is to
allow more solution periods for processing each set of
inputs. Computer delays or “transmission-type delays”
were therefore studied in one experiment:

Fig. 3 shows the results of one solution-period delays,
as compared to no delay on tracking performance—re-
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Rig. 3—Effects of transmission delays on recovery time.
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Fig. 4—Recovery time as function of both sampling
and scanning rate.

covery time increases with the addition of delays. Similar
results have also been found for other types of delays
such as the “exponential delays” associated with equip-
ment inertia. Analysis of the two-delay conditions, studied
here, indicated that the performance differences would
disappear at about 20-cps solution rate.

One further parameter studied was that of scan rate.
In the navigation system using a radar display for tracking
as well as digital computation, a second kind of time sam-
pling, that of scanning, takes place. Two alternative hy-
potheses for the possible combined effects of scanning and
sampling were suggested. First, the effects of sampling and
scanning on tracking might be completely independent.
Second, it might be that if the scan rate of the display
were very low it would be unnecessary to have high
solution rates to optimize performance, that is, there would
be an interaction between sampling and scanning effects.

Fig. 4 shows the results of this study. In brief the effects
of sampling are of the same nature regardless of scan
rate. Both scanning and sampling degrade tracking and
they do so independently. Thus, within equipment limita-
tions, both rates should be maximized.

In this study the two rates were unsynchronized. We
thought that if we synchronized the scanning and sam-
pling, or set up some phase relation between them, that the
scanning could prove a useful signal of sampling time.
Thus, at low rates, the operator might benefit from know-
ing when sample time was going to occur. This did not
prove true. The addition of any auditory signal preceding
sample time did not prove useful either in the range of
practical rates. It is obvious, however, that at very low
rates, say 0.01 cps, such a signal would be essential,
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Fig. 5—“Normal,” “prior,” and “subsequent” intergration loops.
i ’

IMPROVEMENTS PHASES OF INVESTIGATION

Summarizing the results described, sampling of the
operator’s control loop reduces the tracking performance,
and the lower the solution rate the poorer the perform-
ance. The engineer is thus faced with the problem of
building a digital computer to operate at higher rates than
would be otherwise necessary.

In considering’ why time sampling degrades tracking
with a rate control, some possible solutions suggest them-
selves. First, at low rates, a noticeable number of the sig-
nals the operator imparts to his control are not seen by
the computer at all, since they do not occur at sample time.
If, however, the hand-control signals were to be integrated
analogwise before sampling, all signals would have an
eventual effect on the display. This is labeled “prior inte-
gration.” Second, the discontinuities in events on the dis-
play may be causing the trouble. If the integration were
performed after the reconversion to analog form, there
would be no discontinuity in the positional information
on the display. This has been called “subsequent integra-
tion.” These loops are shown in Fig. 5, with the essential
differences from normal” or “digital” integration being
the locus of the integration in the control loop. Compari-
sons were made between the performance yielded for the
three loci of integration conditions. In sum, not only did
the two analog-integration conditions not prove superior to
the digital-integration loop, they proved to be inferior.
Just why this happened is not clear, but in any case they
offered no solution to the practical problem of building a
low solution-rate computer.

Another line of attack to the problem of too high solu-
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tion rates is to change the control from a rate control to
a position control, that is, drop the integration completely.
Many data exist for analog tracking which show position
control superior to rate. Furthermore, since a position
control is not time dependent, it should prove less sensitive
to the solution rate. Observations indicate that a digital
position control is less sensitive to solution rate, but is
poorer over-all in the practical tracking range. The killing
blow to digital-position control is quantization or equip-
ment resolution. Whereas with a rate control, amplitude
sampling is not particularly critical, with a position control,
the analog-to-digital converters must have at least as much
resolution as the final precision required in tracking,

A final proposal to the too high computer rates is one
that occurred to us quite early in our program of investi-
gations and again at the end of it.

As shown in Fig. 6, an analog control loop within the
over-all digital-system loop can be instrumented by feed-
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Fig. 6—Analog tracking with a digital computer.

ing information simultaneously to the display, and sam-
pling it for the digital computer. For the operator’s pur-
poses, the system is analog, and for other computational
purposes, it is digital. With such a “mixed” loop we hope
that the sampled-data-tracking problem is “solved” by giv-
ing the operator an analog loop, although this instrumen-
tation will probably create problems of its own.

Multiweapon Automatic Target and Battery Evaluator
D. E. EISENBERG!, A. E. MILLER', anp A. B. SHAFRITZ?

Evaluator, to be referred to from now on as the

MATABE, is a large-scale, real-time, automatic-
control computing system developed and built under the
sponsorship of the U. S. Army Signal Corps, originally
for field installation in the AN/GSG-2 antiaircraft de-
fense system. In conducting the defense of a city against
an attacking force of aircraft, the MATABE has the capa-
bility of evaluating the changing tactical data provided by
the system, automatically determining and initiating indi-
vidual battery assignments, and recording the detailed his-
tory of the raid. Specifically, the MATABE makes more
than 136,000 calculations in six-tenths of a second in de-
termining which, if any, of as many as 32 targets should
be engaged by a given one of 20 batteries within the de-
fense system,

Fig. 1 is a picture of the MATABE. The heart of
the MATABE system is a digital, binary, parallel, fixed-
point, single-address, magnetic drum, tailored, electronic-
control computer. Surrounding this portion of the system
is an electromechanical input-output system that provides
approximately 2500 signal connections to other equipment

¥ ! YHE Multiweapon Automatic Target and Battery

T Burroughs Corp., Paoli, Pa.
t Auerbach Electronics Corp., Narberth, Pa.

Fig. 1—The MATABE.

in the defense system. Table I lists the characteristics of
the MATABE.

This paper will describe the information and control
sources in the system, as well as the computational organi-
zation of the MATABE. Special attention will be drawn
to the operational indications of possible malfunctions,
since the determination of such situations by a monitor,
in the midst of a complex, dynamic environment, is of the
utmost importance.
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TABLE I

PrinciPAL CHARACTERISTICS
or THE MATABE

Word length 20 bits, including sign bit
Instruction rate 5-usec intervals
Maximum pulse-repetition frequency 2 mc

Addition time, including access time 5 psec
Multiplication time (two 20-bit numbers) 65 usec
Divide time (two 20-bit numbers) 80 usec
Square-root extraction time 160 psec

Magnetic register storage (nondestructive access)

400 bits (twenty 20-bit registers)
Magnetic drum storage 150,000 bits
Number of different instructions 64

Number of instructions on the drum 3770
Electronic package complement 511
Electron tube complement 2200
Crystal diode complement 13,803
Relay complement . 1100
Signal connections to external equipment approximately 2500
Total power required 29 kw
Total cooling required 9 tons

Volume of cabinets 450 cubic feet

" The logical design of the MATABE differs sufficiently
from that of other large-scale computers. Consequently,
a thorough explanation of any one of its operational as-
pects would consume more time than is available for a
single paper. The MATABE was designed to apply a
great quantity and variety of real-time data to a highly
complex program, and to perform this function rapidly
and accurately. To accomplish this capability, a great many
self-checking features and unique computational tech-
niques were incorporated in the design of MATABE.
These special features and their integration into the over-
all MATABE function will be described in this paper; the
many details involved in each of the special features will
not.

Revation oF THE MATABE 10 THE SYSTEM

The integration of the MATABE into the defense sys-
tem can be better appreciated by looking at Fig. 2. The
MATABE is paralleled by a group of human operators
who shall be referred to as tactical monitors. Their func-
tion is to monitor the MATABE when it is being used as
a tactical tool for target evaluation. The battery and target
information sent to the MATABE is the same sort of in-
formation that is sent to the tactical monitors. In addition
to the control lines used by the monitors in operating the
MATABE, a monitor type of communication between the
MATABE and these operators is also required. In pass-
ing, it should be noted that the information content of the
displays to the human beings is very similar to the infor-
mation content of the channels to the MATABE, although
obviously in different form. Thus, we find the monitors
and the MATABE aware of the deployment and status of
the batteries defending the city, as well as the changing
configurations of targets and other information associated
with evaluating the attacking air threat.

BATTERY ELIGIBILITY FOR' EVALUATION

When a battery has completed an engagement, it indi-
cates this fact to the tactical ‘monitors and to the

MATABE which stores the information that this particular
battery is in a position to initiate an engagement. This, in
effect, places the battery’s eligibility for an evaluation in a
“waiting line.” When it becomes time for the battery to
be evaluated, the MATABE, on the basis of current strat-
egy, determines which, if any, of as many as 32 targets this
battery should engage. This decision is stored in the input-
output system of the MATABE which can then communi-
cate with the battery to effect the specific engagement, while
the heart of the MATABE is available to evaluate another
battery.

There is storage within the MATABE to retain indica-
tions of whether each of the 20 batteries is eligible for an
evaluation. The electronic portion of the MATABE uses
this information to determine which of the 20 batteries
should next receive an evaluation. It should be noted that
this “waiting” for an evaluation seldom constitutes more
than a few seconds. The battery commander requesting an
evaluation is seldom aware of any wait at all.

In addition to the 20-battery eligibility circuits, there is
also a twenty-first eligibility circuit which represents a
fictitious battery used by the MATABE to standardize
its computational routines and to effect certain types of
error-checking features.
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Fig. 2—Functional integration of the MATABE into
the AN/GSG-2 system.

Basic MATABE CoMPUTATIONS

It is appropriate; at this time, to describe some of the
basic types of computation made by the MATABE. We
shall concern ourselves only with 22 of these types of
computation, The first is a scheduling program that de-
termines which of the other 21 routines the MATABE
should embark upon. Twenty of the remaining 21 pro-
grams are evaluations for the 20 batteries; the twenty-
first program is an evaluation for the fictitious test battery.
The test-battery evaluation is basically the same as the
other battery evaluations except for error-checking fea-
tures which will be mentioned later. References to the or-
ganization within an evaluation program will thus apply
to the test-battery program as well as to the 20 battery
programs.
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Let us consider how the MATABE reads and uses its
program. There are 3772 instructions stored around the
drum. Each of these instructions is read from the drum
each revolution. Each time an instruction is read from the
drum, a decision is made to perform the instruction, or
to ignore it. Whether a given instruction is performed
may depend upon previous computation results and upon
the contents of various registers, particularly the battery
register (which identifies the battery being evaluated)
and the revolution register (which identifies the number of
drum revolutions that have occurred thus far in the pro-
gram). The type of operation called for by each instruc-
tion also may be dependent upon the information currently
stored in these registers; for example, some of the instruc-
tions carry out different operations in different drum revo-
lutions. In this way, rather than by using jump instruc-
tions, the MATABE differentiates between, and carries
out, its required programs.

Each of the MATABE instructions is carried out within
a 5-usec interval, The operations which correspond to the
more complicated instructions in a general-purpose com-
puter (such as multiplication and division) are compiled
by using several of these 5-psec instructions. The data that
are required from the drum are obtained within a 5-psec
period. Thus, during a 5-wsec interval, an instruction and
a corresponding address are read from fixed tracks on the
drum, and the associated operation specified by the instruc-
tion is carried out. If this instruction were the add instruc-
tion, and the specified address were one of the twenty
20-bit random-access magnetic-core registers, the contents
of this specified register would be added to the accumula-
tor. The same register would again be available during the
next 5-psec interval.

When data are to be read from the drum, the informa-
tion is available from the location on the drum which cor-
responds in time to the instruction specifying the use of
the data. For example,.if during a S-psec interval, we
wish to read the information on the temporary storage
tracks, the instruction would enable the data then available
from the temporary storage tracks to be read into the ac-
cumulator. Thus, there is no addressing system associated
with the drum.

In summary, there are 3772 instructions stored around
the drum. The instructions effective in a particular revolu-
tion of the drum are determined primarily by three fac-
tors: first, the contents of the battery register; second,
the contents of the revolution register; and third, the re-
sults of previous calculations in the revolution.

Returning to the discussion of the types of programs,
Fig. 3 illustrates the evaluation and scheduling programs.
The MATABE repeats a cycle of operation for each bat-
tery evaluation. The drum revolutions are numbered 0 to
~ 34. One revolution is used for each of the 32 target com-
putations in a battery evaluation. Revolution 33 is used
for several special checking operations, including the com-
putation of a figure of merit for the engagement of a ficti-
tious test target by the battery. The figure of merit for the

engagement of the test target by any of the real batteries
is made zero during all evaluations except that of Battery
21. Revolution 33 is also used to specify to output equip-
ment the choice of engagement selected by the MATABE
for the battery under evaluation. Revolution 34 is used in
performing the scheduling program, and revolution 0 the
setup routine which differentiates the various evaluations.
Note that some drum revolutions are actually only part
of an actual, physical revolution of the drum.

As a typical example, consider the battery 17 has been
selected for evaluation. The setup routine manipulates the
various constants associated with battery 17, making them
ready for the actual evaluation to take place. During each
of the next 32 drum revolutions, a figure of merit is com-
puted. This figure corresponds to the predicted results of
the engagement by the battery of the target corresponding
to the drum revolution number. The highest figure of merit
obtained in these 32 revolutions is retained. For example,
during the twenty-eighth drum revolution after the setup
revolution in an evaluation for battery 17, a figure of merit
is computed for the engagement of target 28 by battery 17
at this time. If a previously computed figure of merit was
higher than that for target 28, the latter would be ignored;
if the figure of merit for target 28 was higher than the
previous maximum, the prior figure retained would be
replaced by that for target 28.

The thirty-third drum revolution is used for checking
purposes which will be discussed in a few moments. The
end of revolution 33 is used to indicate, to the input-output
equipment, the number of the target which the MATABE
has determined the battery should engage, or a number
indicating that the battery should not engage any target
at this time. In the latter case, the MATABE makes the
battery eligible for an evaluation, after a suitable delay.
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Fig. 3—MATABE evaluation cycle.

MATABE Inpur FunNcTIONS

Let us now focus our attention on the input portion of
the MATABE system. Consider the case in which a bat-
tery has been selected by the scheduling program from those
eligible for evaluation. From among the 20 sets of
control and information lines associated with the 20 bat-
teries, the MATABE must select those which correspond
to the battery selected. At the same time, the MATABE
must proceed to obtain correct information about the at-
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tack as it is seen by the defense system at this time. This
target information is brought into the MATABE in both
digital and analog form. Furthermore, the electronic por-
tion of the MATABE does not indicate different input
addresses to differentiate between any two real targets;
that is, during the calculation of the figure of merit, the
same input addresses for target information are repeated
exactly, once per drum revolution, during a given battery
evaluation program. The differing figures of merit that
result for different targets are caused by the input informa-
tion that is available at the input addresses. Therefore, the
input-switching system of the MATABE must present, to
the electronic portion of the MATABE, the information
associated with a given target at the time that this informa-
tion is needed by the electronic portion. Thus, information
on target 1 must be switched into the MATABE so that
it is available during drum revolution 1, target 2 during
drum revolution 2, and so on, up through target 32 during
revolution 32.

During the time that specific target information is being
made available in a given revolution, the MATABE sam-
ples the digital sources of information and converts the
analog data into digital form. Possible changes in the digi-
tal data, that might occur during a sampling, are taken
care of by means of multiple sampling of the same source,
or by using gray code on the input information. The input
switching is realized by means of a relay ring counter
which is stepped once per drum revolution.

ERROR-CHECKING FEATURES

Prior to considering MATABE output functions, it is
appropriate to turn to the questions concerning error
checking. First, the MATABE is programmed in such a
way as to prevent the same battery from being evaluated
twice in a row. Thus, in an evaluation for a particular
battery, an error caused by something peculiar to that bat-
tery will not occur in the next evaluation. Because of this
feature, those troubles which concern only one battery are
isolated. If, however, the MATABE makes an error in
two consecutive evaluations, such an error is considered
to be significant. Since the MATABE can perform evalu-
ations for any of the batteries independently of the others,
the ability to isolate nonsignificant errors is obviously very
important in the over-all operation of the machine. Thus,
if the part of the MATABE which is associated with a
specific battery should become faulty, the MATABE can
continue to perform evaluations for the other batteries
successfully. In the design of the machine, this isolation
was carried down to the level of individual fusing for the
battery circuits.

Let us now look, in further detail, at the error-checking
facilities within a particular evaluation. Reading and writ-
ing associated with the drum include a parity check. The
ability of the instruction and address registers to set up
properly is checked periodically. During each drum revo-
lution, a diagnostic program is carried out. If any mistake
is discerned, the whole evaluation can be automatically

discarded, and the battery automatically made eligible for
another evaluation. -

During drum revolution 33, the ring-counter switching
is checked, since it should now be in a position correspond-
ing to target 33, the fictitious target. The information that
is read through the switching system is compared with the
correct value for target 33 (which is stored in another part
of the MATABE) in order to determine whether this
switching has been adequate. The analog-to-digital con-
version is also checked at this time.

In the case of battery 21, the fictitious battery, a merit
number is computed for the battery 21 /target 33 combina-
tion. This number and the subcalculations derived to pro-
duce the number are known by the computer, so the whole
computation can thus be checked. Since battery 21 receives
an evaluation the majority of the time, the MATABE
spends quite a bit of its time checking itself. At this time
one might ask why the MATABE is so fast; why must
battery evaluations be carried out in only six-tenths of a
second if the MATABE is to spend most of its time
checking itself by means of fictitious battery evaluations?
The reason for this apparent luxury is that, while this
great speed is not needed in carrying out a specific battery
evaluation, the speed is necessary in order to avoid a con-
siderable delay caused by a waiting line. In other words,
the MATABE is designed to handle a peak-load problem.

MATABE Ourpur FUNCTIONS

We are now in a position to consider the output system
of the MATABE and the man-machine relationship asso-
ciated with monitoring the operation of the MATABE.
The batteries go about performing their engagements and,
at the end of each of these, indicating to the MATABE
their eligibility for another engagement. As was men-
tioned, this eligibility is also indicated to the tactical moni-
tors. At this point it is well to differentiate between two
types of tactical monitors as related to the MATABE.
There are six of these monitors. One of these, the master
tactical monitor, is concerned with the over-all battle situ-
ation, and with the operation of the MATABE. Each of
the other five is associated with monitoring the operation
of four batteries. These latter five monitors receive infor-
mation indicating that batteries are eligible for evaluation
and also receive information relating to the operational
effectiveness of batteries. The master tactical monitor is
concerned with the decision to use the MATABE, as well
as with its over-all operation. Thus, if the MATABE were
making significant errors—that is, errors in two successive
evaluations—the master tactical monitor would receive this
information.

Now consider a situation in which a specific battery is
eligible for an evaluation. This information is sent to the
MATABE as well as to the appropriate tactical monitor.
The tactical monitor is advised of the battery’s eligibility
by the lighting of an eligibility Jamp on his console. When
the MATABE proceeds to carry out the evaluation for
this battery, the eligibility lamp on the tactical monitor’s
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console is extinguished as the MATABE starts the evalu-
ation, Normally, the evaluation is completed and an en-
gagement initiated. However, if there were something
faulty with a part of the MATABE concerned with this
battery, the resulting error would cause the MATABE to
automatically put the battery back into eligibility so that it
“could be considered, at least, one evaluation period later.
These events would be indicated to the cognizant tactical
monitor by the extinguishing of the eligibility lamp for
that battery for a period of six-tenths of a second, fol-
lowed by the reillumination of the lamp. However, since
most of the time the MATABE would be evaluating bat-
tery 21—that is, there are no real batteries available or
requiring evaluations—the battery involved in the trouble
would be evaluated every other time. The eligibility lamp
would thus be lighted for six-tenths of a second and then
extinguished for six-tenths of a second. The master tacti-
cal monitor would not directly know of this trouble. From
his point of view, the MATABE would be operating well,
in an over-all sense. However, the cognizant tactical moni-
tor would notice the flashing lamp which would immedi-
ately indicate to him the fact that the MATABE was not
operating well for his particular battery. Note also, that if
an error is of a transient nature—if it is not repeated when
the battery is reevaluated—the MATABE causes no indi-
cation requiring action or consideration.

During the time that the MATABE is processing bat-
tery evaluations, it is also recording a running history of
the raid. This record of the raid can be used to help evalu-
ate the performance of the defense system and of the
MATABE itself. The significant data for each evaluation
are punched out in a 5-bit teletype code while the MAT-

ABE is performing the succeeding evaluation. Interlaced

REV 34 REV 1 REV 2 REV 3 REV 4
seLect FOR TARGET1 J [FOR TARGET 2 J [FOR TARGET 3| [FOR TARGET 4
NEXT BATTERY COMPUTE SAME ASREVI, SAME SAME
FOR EVALUATION| FIGURE OF MERIT, § |RETAIN HIGHEST
REVO < PERFORM 3 A-D FIGURE OF MERIT As As
T UTINE YET COMPUTED REV 2 REV 2
(REVS O & 34 s:o:::?rsm ORShosIe IN EVALUATION
ARE PHYSICALLY T [PUNCH OUT 1° 101G, PUNCH OUT .
IN SAME REV) |BE evaLoaTeD | o Prtvious cva | N0 PUNCH ouT 28D DIGIT NO PUNCH OUT
REV 5 REV 6 REV 7 REV 8 REV 27
FORTARGET5 | | FORTARGET6 | [ForTaRcET 7 § [FORTARGET 8 FOR TARGET 27
SAME AS REV 2, SAME AS REV 2,
SAME SAME SAME s BLus:
HECK VALUE IN SELECT OUTPUT
AS AS AS outuTcircut | o, 4 o |CIRCUIT FOR
FOR BATTERY BATTERY UNDER
REV 2 REV 2 REV 2 ILAST EVALUATED,| EVALUATION
Punch our | [o0 oY TPuNCRouT | [omeur o | PUNCH OUT
3 RD piGIT i 4THDIGIT 'NO PUNGH OUT. 14TH DIGIT
ea———
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SAME SAME SAME SAME SAME INPUT SWITCHING
{SPECIAL CHECK
AS AS AS AS AS FOR BATTERY 21)
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Fig. 4—Instruction program for MATABE battery
evaluation cycle.

in the complete cycle of instructions for each battery eval-
uation is a set of instructions indicating the moment to
punch out each digit of data concerning the previous eval-
uation. The manner in which this is accomplished is indi-
cated in Fig. 4, which also effectively summarizes the en-
tire MATABE computational routine. The various aspects
of the MATABE’s position in the over-all system stem
from the sequence of instructions in drum revolutions
0-34.

We hope that the foregoing has given a fairly broad,
but comprehensive, picture of the operational aspects of
the Multiweapon Automatic Target And Battery Evaluator
which is probably the first large-scale digital computer
whose design was tailored to effect a real-time control
function.

Control of Automobile Trathc— A Problem

in Real-Time

Computation”

D. L. GERLOUGH!

INTRODUCTION
&_UTOMOBILE traffic in urban areas has been char-

acterized as one of our most serious engineering
problems.! Fig. 1 to Fig. 3 show respectively for

* The opinions expressed herein are those of the author.

T Inst. of Transportation and Traffic Eng., University of Cali-
fornia, Los Angeles, Calif.

*H. E. Wessman, ‘“What are contemporary demands on the en-
gineering curricula—civil engineering,” J. Eng. Educ., vol. 43, pp.
208-302 ; January, 1953.

one particular area the recent increases in population, motor
vehicle registrations, and motor vehicle registrations per
person. Some urban areas have approached the traffic
problem by the construction of a network of superhigh-
ways or freeways. In other areas a solution has been
sought through improved traffic controls on existing
streets. But in many cases traffic continues to grow more
rapidly than corrective measures can be provided. The
question is frequently asked, therefore, “Can we improve
traffic movement by some control system which takes ad-
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vantage of the abilities of the large-scale automatic com-
puter?” It is the purpose of this paper to discuss some of
the possibilities and difficulties involved.

ArREA CoNTROL OF TRAFFIC

In approaching this problem the engineer sees a control
spectrum. At one end, control is accomplished by supply-
ing advisory or mandatory instructions to the driver, who,
‘in turn, executes control orders. At the other end.of the
spectrum, control might be made fully automatic with-the

driver playing no part as long as the vehicle remains
within the control system. For the purpose of this discus-
sion these extremes will be designated ‘“the manual sys-
tem” and ‘“‘the automatic system.”

MAaNUAL SYSTEM

In the manual system, control consists of gathering in-
formation on present traffic, comparing present traffic with
stored information on past traffic behavior, and supplying
information to the drivers as to how to proceed. An ex-
ample of a crude form of this type of control takes place
annually on New Year’s Day in Pasadena, Calif., where
extremely large crowds gather for the Tournament of Roses
Parade and football game. For several years it has been the
practice of the Chief of Police to take to the air in a blimp
or helicopter carrying police radio equipment. On the
ground, police cars are stationed at strategic control points.
By observation from the air it can be determined which
thoroughfares are overloaded, and which, if any, can carry
additional flow. This information is used as a basis of radio
commands to the various control points to cause diver-
sion of traffic from overloaded to underloaded thorough-
fares. (The police officers give instructions to the drivers
who control the cars. Here instructions are manda-
tory.)

The City of Los Angeles for nearly two years has had
a helicopter which is used primarily for freeway control
during the rush hour periods. Observations are made of
tie-ups or potential tie-ups and corrective action is taken.
Where a tie-up occurs, information is sent to other drivers
via radio advising them to take a different route.

Several cities have been experimenting with closed-cir-
cuit television as a means of obtaining information on
traffic behavior. It is not inconceivable that information
in the form of maps, etc.,, might be transmitted to the
driver by television.

Thus, with manual control, one of the principal tech-
niques is diversion of traffic from overloaded to lesser
loaded thoroughfares.

Another technique is the control of traffic signals on an
area-wide basis. In Denver and Baltimore, there have
been approaches made to the control of traffic signals in
the city as a whole on the basis of the traffic actually pres-
ent. These approaches have, however, been based on a lim-
ited number of sampling points, a limited number of con-
trol possibilities, e.g., signal cycle lengths, and communica-
tion with the driver solely on the basis of conventional
traffic signals.

To obtain the maximum benefit from control of traffic
on an area-wide basis with the manual system, it will be
necessary to have many sampling points, several forms of
communication with the driver, a large stored background
of information on traffic behavior within the area, and a
large central computing facility. Stored information must
include anticipated origins and destinations of traffic as a
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function of time of day and day of week. Unusual pat-
terns on occasions of special events must also be known.
Characteristics of the complete street network must be
stored in the forms of lists of parameters. Most important
of all, there must be information in the form of equations,
curves, or simulation procedures which will permit the
computation of the flow behavior on a given thorough-
fare under varying conditions. The central computer will
evaluate the existing situation and select the appropriate
control measures.

Traffic signals of the conventional type will still consti-
‘tute an important communication channel between the
system and the driver, but other forms of communica-
tion will play an increasingly important role, There may
be wide usage of changeable signs to convey special mes-
sages to the driver at appropriate times. For instance, neon
signs, similar to those used on some of the Eastern turn-
pikes to inform drivers of snow, ice, etc., may be used to
inform the driver of changes in turning regulations, direc-
tion of flow on one-way streets, closing of streets, etc. In
many locations even a series of neon signs may prove to
be too inflexible, and a sign made up of individual lights
may be needed. This sign could display a moving message
similar to that used to convey the news at Times Square
in New York, or more likely as a sign of similar type con-
struction but with the message not moving. Such signs can
be remotely controlled by a computer. Radios can become
an increasingly important method of communication to the
driver, and it is conceivable that the use of radio might be
mandatory for the driver just as radio is mandatory for the
flyer who wishes to make use of certain airports and cer-
tain air navigational facilities.

Traffic can be sensed by the techniques to be described
in connection with the automatic system.

To summarize: In control by the manual system, opera-
tion is manual only in that the actual driving of the ve-
hicle is manual. Selections of routes, etc., are performed
by the central computer. Benefits will come through the
diversion of traffic to various routes so that the load is
spread more uniformly, and through the use of extremely
flexible signal timing,

AUTOMATIC SYSTEM

In an automatic system the driver does not have direct
control of the vehicle and there are many ways in which
marked improvements in traffic flow may be obtained.
Fig. 4 shows the form of curve relating the number of
vehicles per mile in a traffic lane and the number of ve-
hicles which can flow per hour in that lane.

It will be noticed that at the peak capacity there are only
about 2000 cars per hour traveling per lane at a density of
around 100 cars per mile. In other words, under present
traffic situations, the amount of unused space in the traffic
stream is appreciable. The drop off from the maximum
flow occurs by virtue of the fact that drivers must main-
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Fig. 4—Form of density-volume relationship for single traffic lane.

tain increasingly larger spacings as speeds increase. If
some method were devised whereby vehicles could be op-
erated close together without danger of collision, it might
be possible in an extreme case to operate as high as 264
vehicles per mile with no change in spacing as speeds in-
crease. For instance, Le Tourneau? has indicated a tech-
nique for coupling of long trains of vehicles to be operated
on normal streets and roadways. It seems doubtful, how-
ever, that the motorist would ever accept an actual cou-
pling of vehicles, but if a method were achieved by which
vehicles could be operated more closely at least on roads
of a freeway type, considerable economy would result.
Close operation necessarily implies, however, operation of
all vehicles at approximately the same speed. It is possible
that drivers might accept traveling at a uniform speed if
the benefits achieved thereby were quite clear,

Zworykin and his associates, on the other hand, have
demonstrated by means of a model a method by which
vehicles follow a buried conductor and in which speeds
can be different for different vehicles, passing being per-
mitted.? The guidance principle of the buried conductor
has been demonstrated for full-scale usage by a vehicle
designed for use in the arctic.*

From the standpoint of optimum control it would be
desirable to maintain a continuous record of each vehicle
in the system. The computing task involved, however,
would be so large as to dwarf several SAGE systems, and
thus it does not appear that this would be feasible. Instead,
as much of the control as possible should be carried in the
individual vehicles. One might visualize, then, that the
ultimate achievable control system would contain some sort
of guidance, by buried conductor or otherwise, including
collision prevention and automatic provision for passing as
the vehicles come too close together. There should be pro-
vision for automatically selecting the optimum routes to
various portions of the area on the basis of the traffic pres-

?“Trackless cross-country freight train has all-wheel drive,”
Elec. Eng., vol. 75, p. 95; January, 1956.

3 “Possibilities of electronic control of automobiles explored by
Dr. Zworykin,” Elec. Eng., vol. 72, pp. 849-850; September, 1953.

*C. O. O’'Rourke, “Electronic trail-finding,” Control Eng., vol. 4,
pp. 117-119; May, 1957.
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ent and the amount of traffic going to each zone. Each
driver on entering the system could, for instance, set a
destination indicator in his vehicle. This could be a tap
switch which would select a signal to be emitted from his
vehicle and picked up by appropriately placed scanners on

the roadway. These scanners would count the number of

vehicles going to a given zone, and a computer would se-
lect the appropriate routing accordingly.’ As routings were
computed, optimum exits for each zone would be estab-
lished for the current amount of traffic. On approaching
the designated exit for the particular zone of destination,
the vehicle’s emitted signal would be sensed, and the ve-
hicle would be automatically guided to the deceleration lane
leading to the exit. Here the automatic control would cease
and manual control would begin. The manual system has
the advantage of a much lower cost in that it makes use of
the computing and control facilities of the human opera-
tor; it does not necessitate reconstruction of the existing
highways to provide the facilities necessary for fully auto-
matic control. It can thus be accomplished at an earlier
date and accomplished in a stepwise fashion.

The principal benefit from the automatic system is, then,
increased flow (i.e., increased capacity) on a given fa-
cility. A fringe benefit will be the decrease in tension on
the part of the drivers on being freed of the driving task
within the freeway system.

SYSTEM OF THE FUTURE

If, then, one may be permitted prevision, an urban
traffic system in the year 19XX may be something like
this: Long distances will be traveled on a system of free-
ways where control will be conducted in the automatic
mode. Entrances and exits of these freeways will connect
with one-way streets where parking is prohibited; these
streets will serve as the carriers for intermediate distances.
On these intermediate streets control will be conducted in
the manual mode; drivers will receive instructions by
means of traffic signals, special signs, and radio. Between
these intermediate thoroughfares there will be “local”
streets on which there will be no central control. That is,
the driver will have complete control subject only to con-
ventional traffic signals,

The automatic-control equipment will consist of units
carried by each vehicle, sensing units located at appropri-
ate points throughout the street network, and a central
control unit containing a computer.

VEeHICULAR UNITS

Each vehicular unit will contain: 1) the destination in-
dicator composed of a signal generator, a selector switch,
and the appropriate radiation equipment, 2)  automatic
tracking and control equipment to permit following a con-
ductor in the pavement or other guidance, including facili-

® To avoid confusion and disruption of such a system by visiting
vehicles, visitors would be required to stop prior to entering the
system to pick up a map and code sheet so that they could properly
adjust their destination indicators.

ties for passing and for collision prevention (while collision
prevention will be mainly in the automatic mode, pro-
vision can be made to permit its use in the manual mode
as well), and 3) radio equipment, either a standard AM re-
ceiver or a special receiver for control messages.

SensiNg UNITS

Sensing units will have the ability to determine for each
passing vehicle its presence, speed, and destination. The
destination will be ascertained, as previously stated, by
sensing a driver-selected signal emitted from the vehicle.
The sensing unit will have the ability to accumulate data
for later transmission via digital data link on receipt of an
interrogation signal.

CeENTRAL CoNTrOL UNIT

The central control unit will have a programming de-
vice which periodically interrogates the various sensing
units. Origin and destination information for the traffic
in the system will be continuously accumulated with ap-
propriate updating. '

There will be stored, probably on some random-access
large-capacity medium, information on past origin-
destination movements; information to be stored could
well include such items as time of day and rate of onset
for particular flow patterns, and the optimiun handling of
these patterns. Special provisions for emergency situa-
tions such as diversion of traffic from disaster areas could
be provided for in advance. To aid in the compilation of
this stored information it would be desirable for the com-
puter to possess learning ability. One computer can serve
both the automatic and manual portions of the system, or
there can be a separate computer for each portion with in-
tercommunication between the two.

The computer will continually compute control param-
eters on the basis of the origins, destinations, volumes,
and speeds of existing traffic by means of analytic rela-
tionships or simulation routines. These parameters will
provide a basis for searching the stored body of knowledge
in order to find the appropriate listing of optimum control
procedures. These procedures will be read from storage
to the control transmitter which will cause them to be exe-
cuted. As vehicles pass various exits of the system exit
data will be fed back to the computer as a check on per-
formance.

DEVELOPMENT OF SYSTEM

Such a system cannot, of course, spring into existence
full grown. It must be built in a piece wise fashion over a
number of years. While much of the computer technology
is presently at a stage which would permit the immediate
start of design, much research and development will be
required in other phases of the problem.

One thing which needs to be decided early is the form
of guidance to be used. This information should be made
available at the earliest possible date to the designers of
new freeways and automotive equipment. It is visualized
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that there might be a long transition period in which some
vehicles would be equipped with guidance facilities and
others would not. It would be necessary to set a date after
which no new vehicles would be sold without guidance fa-
cilities and a still later date beyond which no vehicle would
be allowed to use a freeway-type road unless so equipped.

Systems of. intermediate streets should be developed as
rapidly as possible and can provide immediate relief to
certain existing situations,

REsEARCcH NEEDED

The area requiring the most investigation is the formu-
lation of relationships describing traffic flow and indicating
the measures for optimization. While progress is being
made in theoretical investigations by Lighthill and his as-
sociates at the University of Manchester,® Richards,”
Prager and Newell at Brown University,® Edie and others
at the Port of New York Authority,® the staff of the Chi-
cago Area Transportation Study,'® and Pipes at the Uni-
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versity of California,** there is at present no comprehen-
sive theory of traffic flow. To bridge this lack of theory,
development of traffic simulation techniques has been un-
dertaken at the University of California by the writer and
others,*? Goode and others at the University of Mich-
igan*®* Wong,* and the staff of the Road Research
Laboratory in England.*®

Paradoxically, while traffic is a very important and com-
plex engineering problem, the amount of high-grade tech-
nical talent applied to this problem has been exceedingly
small in comparison to the technical skills required for the
development of a single large-scale weapons system. There
are few agencies conducting continuing research in prob-
lems related with the possible use of computers in large-
scale traffic control systems. To the best of the writer’s
knowledge, all efforts to date have been supported by
rather limited budgets. If there is to be any major change
in the handling of traffic, such as that visualized in this
paper, there must be early recognition of the need, and the
appropriation of adequate funds by both public agencies
and commercial interests so that the needed research and
development may be accomplished in time to permit an
evolutionary change.
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Discussion

J. L. Jones (Chrysler Corp.): From
your paper, I received the impression that
most of the work done has been on traffic
pattern recognition to which an already
known solution may be applied. If this is
true, has any work been done on a mathe-
matical model to which analystical proc-
esses may be applied?

Do you advocate that automotive man-
ufacturers consider future inclusion of a
“traffic control radio” as standard equip-
ment? If so, what should the salient fea-
tures of such equipment be?

Mr. Gerlough: Work is being done on
mathematical models, but it is progressing
slowly. Many of the investigators are in
universities and have not had budgets to
cover this type of work. In recent months

there has been some interest shown by one
of the automobile manufacturers, and it is
hoped that this will result in an increasing
rate at which mathematical studies pro-
gress.

Yes, T would advocate such a radio
as standard equipment. The specifications
should be worked out by some national
committee which should include representa-
tives of automobile manufacturers, high-
way people, ard the FCC.
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Physical Simulation of Nuclear Reactor

Power Plant Systems’
J. J. STONE, JR., B. B. GORDON', axp R. S. BOYD'

reactor uses the steam pressure in the reactor

vessel to control the height of the water reflector
surrounding the core. As the steam pressure increases, the
reflector height and the reactor power level decrease. Thus,
as the steam load varies, the pressure varies and forces
the reactor power to follow the load changes.

Fig. 1 illustrates, diagrammatically, the reactor system as
controlled by the height of the water reflector. The upper
portion of the pressure shell collects the steam produced
by the boiling within the reactor-core assembly and de-
livers this steam to the load attached to the system.

Water coolant in the lower portion of the pressure shell
covers the reactor-core assembly. Boiling of this water
within the core produces steam, and the flow of steam up-
ward through the core results in a circulation of water up
through the reactor, and then, after passing through ports
in the annular reflector tank, the water flows down past
the core along the inner surface of the main pressure shell.

The annular reflector tank surrounding the reactor core
is partially filled with water, This water acts as a reflector
for neutrons produced by the core, and as the level of this
water decreases, the reactivity decreases. Openings around
the top of the reflector tank admit steam to the upper sur-
face of the water in the reflector tank. The water in this
annular tank connects, via a pipe, with an external surge
tank in which a reference gas pressure is maintained. Any

@NE method of control of a heterogeneous boiling

excess steam pressure in the reactor over that required to

maintain the water in the reflector system at equilibrium
will cause the following sequence:

1) Flow of water to the surge tank,

2) Decrease in reflector level,

3) Decrease in reactivity,

4) Tendency for a decrease in reactor power, and

5) Return of the steam pressure to its equilibrium

value.

Initially the system was studied by an all-electronic sim-
ulation. This simulation required making assumptions con-
cerning the magnitude of frictional forces in the hydraulic
system. It was assumed also that inertial and frictional
terms in the equations of motion of the water in the re-
flector system were determined primarily by the size of
the connecting pipe. To determine the validity of these
assumptions, a physical simulation of the hydraulic portion
of the system was undertaken.

* Work performed under AEC Contract W—7405-eng-92.
t Battelle Memorial Inst., Columbus, Ohio.
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Fig. 1-—Diagrammatic sketch of heterogeneous boiling reactor with
reflector control.

A full-scale physical mock-up was constructed as shown
in Fig. 2. This hydraulic simulator consists of a reflector
tank, a surge tank, and a connecting pipe, together with
pressure accumulator tanks coupled with compressors.
Fig. 3 is a schematic of the hydraulic simulator.

The accumulator tanks (labeled A4 in Fig. 3) are 16
cubic feet ASME-approved 500-psi air pressure vessels
each mounted above, and connected to, a 3-hp, 500-psi air
compressor. These tanks provide 500-psi air to the re-
flector tank and surge tank as needed.

The surge tank (labeled S in Fig. 3) is a 36-inch di-
ameter tank so constructed to allow for hydraulic coupling
pipes up to 6 inches in diameter, and to have various con-
necting ports for mechanical control valves and relief
valves. An inlet air pressure regulator is used to reduce
500-psi air from the accumulator tank to 300-302 psi in
the ‘surge tank. The outlet air pressure regulator is used
to release air from the surge tank when the pressure in-
creases above 295 psi in the surge tank.

The reflector section consists of the simulated reflector
vessel (labeled R in Fig. 3), two pneumatic control valves
with a controller, a capacitance-type water level indicator,
and the necessary safety relief valves. The reflector tank
has a cross-sectional area of five feet?, and the water level
can be raised two feet from the low portion without any
interference from inlet air or water connections. One-half
inch pneumatic control valves are used on the inlet and
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Fig. 2—Full-scale hydraulic-system mock-up.

EXHAUST

TO ELECTRONIC SIMULATOR

Fig. 3—Schematic of hydraulic simulator. R = simulated reflector
vessel, § =surge tank, A4 = pressure vessels, H = hydraulic
coupling, /' = pressure control valves.

outlet lines to the reflector tank, and are both controlled by
the same pneumatic signal from a pressure controller.

‘Safety relief valves are provided on each tank and are
set at 505 psi on the accumulator tanks and 340 psi on the
surge and reflector tanks.

The design parameter of the physical simulation is the
hydraulic coupling (H in Fig. 3). It is necessary to in-
stall some sort of damping in this portion of the system to
provide stable operation. The purpose of this investigation
is to determine an acceptable means of damping this sys-
tem,

An analog computer was used in the analysis and evalu-
ation of this reactor. The computer was used to solve the
equations describing the reactor kinetics, reflector reactiv-
ity, and steam pressure under various load conditions.

A standard group of nuclear kinetic equations were em-

ployed in the study of this reactor. These are

apP 1—-8Fk—1 =8

—-= [‘——-—]P+ > N+ S
di l =1 -

dCi sz

P

= — A +
dt

where
P =reactor power, btu/sec,
1=6
B= Z B,
i=1

B;=1{raction of neutrons produced each mean life-
time that are delayed in the 7th group,
I =mean lifetime, 10~ sec,

A;=decay constant for 7th delay group, sec™?,

So=term proportional to neutron source,

¢;=term proportional to concentration of sth delay

group,
k =effective multiplication factor.

The Battelle analog facility has a self-contained “nu-
clear kinetic feedback unit” to solve these equations. The
use of this unit requires only two operational amplifiers,
and saves considerable setup time.

For the purpose of this evaluation, it was assumed that
boiling commences at the point where the water tempera-
ture reaches the saturation temperature and increases,
linearly, in intensity as the water temperature increases
beyond this point. The rate of change of water tempera-
ture was computed as the difference between power pro-
duced by the reactor and power used to convert water to
steam. From these relationships the rate of steam produc-
tion was determined.

The rate of change of the weight of steam in the steam
chest is proportional to the difference between the rate of
steam production and the rate of steam used to satisfy the
power demand. The pressure in the steam chest was deter-
mined from the weight of steam and the volume of the
steam chest. This volume varies inversely as the height of
the reflector, since an increase in the volume of water in
the reflector leaves less volume to be occupied by the
steam, A voltage proportional to this computed pressure
was fed to the hydraulic mock-up as the pressure demand
signal.

Two main factors affect 3% in this system. These are
reflector worth, which is a function of reflector height, and
steam-void fraction, which is a function of power level and
pressure. The functions used were obtained from experi-
mental data.

The electronic and hydraulic portions of the system
were then coupled together (as shown in Fig. 4) to com-
plete the simulation. A pressure demand signal from the
computer was used to determine the set point of the con-
troller. The actual pressure in the simulated reflector tank
was compared with the set-point pressure, and the error
determined the pneumatic signal to the control valves. If
the pressure in the reflector tank were lower than the de-
mand pressure, the control valve to the accumulator would
open to increase the pressure. Conversely, if the pressure
in the reflector tank were too high, the control valve to the
atmosphere would open to exhaust the pressure. The con-
trol valves were adjusted so that at set-point pressure both
would be slightly open.
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The pressure controller used in this simulation em-
ployed proportional-plus-reset (integral) type control.
Both the proportional band and reset rate were set at their
minimum values. In addition, because of an undesirable
time lag between the pressure in the simulated reflector
tank and the demand pressure, an anticipation circuit was
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Fig. 7—Responses of damped system.

included. The output of this circuit was added to the pres-
sure demand signal to produce the controller set-point sig-
nal. This was effectively rate control. This circuit was ad-
justed for optimum response of the controller.

In order to complete the loop, a signal proportional to
the height of the reflector had to be fed back to the com-
puter. The water level was indicated by a capacitance-type
height gauge. The output of this instrument was sent to
an electronic recorder. The signal from a precision poteni-
ometer geared to the recorder drive mechanism was used
as the height indication required in the electronic simula-
tion.

To examine this system, the simulated reactor is brought
up to power manually. The power demand signal is ad-
justed to design point power. When the demand pressure
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to the simulated reflector reaches the operating level, the
system is put on automatic control. The system thus far
described tends to oscillate. Fig. 5 shows the responses of
power, pressure, and reflector height for the undamped
system.

To establish the required frictional forces for stable op-
eration, the following configurations in the hydraulic

Stable operation was achieved with the use of the baffle
plates. This coupling is shown in an expanded view in
Fig. 6. It consists of a section of 3-inch-ID tubing 9 inches
long with inserts and spacers to damp the flow of water
through the tube. The inserts are made of 14-gauge brass
and have 16%4-inch diameter holes drilled in each insert.
These inserts can be placed in the coupling in various com-
binations of spacing up to 18 inserts.

coupling were attempted:

1) Various concentrations of steel wool,

2) Four 2-inch 90-degree elbows,
3) A l-inch orifice in a 2-inch pipe,
4) A system of baffle plates.

The optimum responses occurred with the use of five
inserts. These results are shown in Fig. 7.

With this stable system, the effects of changing the void
coefficient and the incremental moderator worth of the
reactor were examined.

Discussion

N. Irvine (Convair): Since you bring
the system up to rated output manually, 1
take this to imply that control is most
applicable over a limited range. What are
the difficulties of control from start?

Mr. Boyd: Our study involved control
over the operating ranges of 100 per cent
of power to 10 per cent of power. How-
ever, when a nuclear reactor is brought
up from zero power it becomes very im-
portant that this so-called start-up is very
carefully handled.

We presented an illustration showing
the nuclear kinetic equations which indi-
cated that the rate of change of power was
proportional to power. This was solved
using a . special unit involving only two
operational amplifiers. Most engineers are
familiar with the fact that two amplifiers
in a loop will tend to be unstable, and con-
sequently it’s very easy for the output of
this system to go exponential. This is true
of reactors if there is too much disturbance
or error in the initial start-up; where the
power is very low, the reactor power could
be exponential. This is considered in reac-
tor technology as the period. It turns out
that the period is nothing more than the
amount of time it takes the reactor power

to increase by a factor e. At very low
power, a very short period could cause a
reactor to go supercritical in a very short
time,

Consider a period of half a second or
even less, in which case an operator having
to react to the situation might not be able
to react fast enough to control the reactor.
Consequently, at reactor start-up, which is
specifically mentioned here, control is done
manually, For our simulation, which is
direct analog, the feedback unit will not
operate at extremely low power levels be-
cause of this tendency for the power ex-
ponential.

O. Updike (University of Virginia,
Charlottesville, Va.): When the reflector
liquid leaves the reactor vessel, discharg-
ing to the surge tank, it is saturated and
any lowering of temperature should cause
some steam to “flash off.” Could you go
into more detail as-to how this flashing was
handled in the simulation?

Mr. Stone: In direct answer to the
question, this condition was not considered
in the simulation, so no detail could be gone
into there. However, the liquid from the
reactor does move out of the reactor to-
ward the surge tank when the pressure in
the reactor is above the equilibrium value,

CTNE=T0O

or when it has just risen from the con-
dition at which it was being maintained to
some higher pressure, This would imply
first that the saturation temperature has
gone up; then, that the water going from
the reflector tank towards the surge tank
is at a saturation temperature for the pres-
sure. The drop in pressure, primarily in
the pipeline, would perhaps be the result of
1) the change from a higher to a lower
elevation and 2) velocity heads for the
flow wvelocities, The resulting pressure
changes in either case were not of a major
amount in the pipe itself; consequently we
did not feel that they constituted a problem.

The simulator was conducted with the
amount in the pipe itself; consequently, we
didn’t have to consider flashing in the ex-
periment itself.

H. T. DeFrancesco (Westinghouse
Electric Corp., Baltimore, Md.): What
amount of time was required in the study
and programming phases of the simula-
tion?

Mr. Gordon: Approximately three man
months went into the study and program-
ing phase of the simulation but by far
the larger portion of that was in the study.
The actual programming phase required
about one man week.
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Application of Computers to Automobile

Control and Stability Problems
ROBERT H. KOHR?

URRENT advances in automobile stability and con-
trol studies can be credited largely to modern elec-
tronic computers. Solution of the lateral control

problem, like problems from other areas of automotive
technology, has been deterred by the extreme complexity
of the automobile. Some understanding of static or steady-
state stability was obtained in the late 1930’s, but the solu-
tion of dynamic response to steering input was not cb-
tained until the advent of modern high-speed computing
equipment.

THE AUTOMOBILE STABILITY AND CONTROL PROBLEM

Stability and control of the automobile, sometimes called
the handling problem, is concerned with providing an auto-
mobile with the proper steering behavior, It is really two
problems: 1) providing a vehicle with directional sense so
that it will run straight of its own accord, and 2) provid-
ing sufficient steering control so that the automobile may
be easily steered along some desired path.

In its simplest sense, the study of automobile stability
and control is the study of the lateral motions induced in
a car by the steering inputs of the driver. The entire sys-
tem of automobile steering response, shown in Fig. 1, con-
sists of a driver, a steering gear, and an automobile. The
first block is the driver whose information input sets the
system in operation. This may be the desire to go straight,
to pass another car, or to turn a corner. In response to the
information input, the driver decides to do something and
as a result applies a torque to the steering wheel which
turns the steering wheel to a given position. This action,
working through the steering gear, turns the car’s front
wheels to some angle and finally the car begins to change
its path down the road. The automobile’s change in path
is called its lateral response. Besides the flow of effects
forward from the operator to the lateral response, there
are also several feedback loops. For example, the lateral
response is fed back to the steering gear as a torque, and
to the operator in the form of visual inputs and lateral
acceleration. There is also steering-wheel torque feedback
from the steering gear to the operator.

Although the human operator steers his automobile by
a combination of steering torques and steering displace-
ments, it is possible to study the responses to these two
types of steering inputs separately. The stability and con-
trol characteristics associated with a fixed steering wheel
or the response produced by a steering-wheel displacement
are called the “fixed control” characteristics, Conversely,
the characteristics associated with a free steering wheel,

t General Motors Corp., Detroit, Mich.

AUTOMOBILE RESPONSE
FEEDBACK TO STEERING GEAR

FRONT
WHEEL
ANGLE

INFORMATION
INPUT

STEERING
TORQUE LATERAL

RESPONSE

HUMAN
OPERATOR

STEERING
GEAR

AUTOMOBILE

STEERING
DISPLACEMENT

STEERING GEAR FEEDBACK
TO OPERATOR

AUTOMOBILE RESPONSE
FEEDBACK TO OPERATQR

Fig. 1—Block diagram of car control system.

_y sideslip velocity
4= tan! ——————
forward velocity

Fig. 2—Axis system for simplified automobile,

or the response produced by a steering torque, are called
the “free control” characteristics. The remainder of this
paper is concerned with the block labeled “automobile”
and particularly its lateral fixed-control response to front-
wheel steering inputs. '

DEVELOPMENT OF EQUATIONS OoF MoTIoN

The automobile motions, of concern in studying lateral
response, are shown in Fig. 2. They are yawing, rolling,
and sideslipping, and are defined as follows:
1) Yawing is the angular velocity about the vertical
reference axis (OZ) and is denoted by the symbol 7.

2) Rolling is the angular velocity about the fore-and-
aft horizontal reference axis (OX) and is denoted
by p.

3) Sideslipping pertains to the side velocity and is de-

scribed by the sideslip angle §.

The axis system is effectively fixed in the unsprung
mass (wheels and tires) so that ¥ and Z axes do not roll
with the sprung mass (body, frame, and engine), but re-
main parallel and perpendicular to the road surface re-
spectively. The car is considered to have a constant for-
ward velocity along the X axis, and for the small angles
of sideslip usually encountered, the sideslip angle § is de-
fined as the side velocity along ¥ divided by the forward
velocity along X.
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A first attempt was made in 1953 to describe the lateral
motions of a car by use of several differential equations.*
Later that same year, General Motors enlisted the aid of
the Cornell Aeronautical Laboratories. Cornell’s extensive
experience with stability and control problems in the air-
craft field, particularly their advanced instrumentation
techniques, was brought to bear upon this problem.? The
result of this joint effort was a verified set of equations
which describe a car’s lateral response to steering inputs.
The set of three simultaneous linear differential equations
which represent a car’s handling motions is shown in
Fig. 3.

In each of these equations, the mass, inertia, and ac-
celeration terms are given on the left, while the forces and
moments that cause the acceleration are given on the
right. The forcing terms on the right each consist of the
product of some motion variable and a “stability deriva-
tive.” For example, in the side-force equation, 8 is the
front-wheel steer angle put in by the driver, and Y5 is the
stability derivative with the dimensions of force per unit
angle of front-wheel steer. The stability derivatives appear
in each equation and are composed of various car param-
eters, like tire lateral stiffness, weight distribution, sus-
pension characteristics, and various other terms. In all,
there are 20 car parameters included in the equations of
motion. In deriving these equations, it was assumed that
the tires, springs, and shock absorbers all behave linearly
and that the car is operating on a flat road with no wind
blowing so that the only force input to the system is caused
by the driver’s turning of the front wheels of the car.

MEASUREMENT OF VEHICLE PARAMETERS

The initial step in the experimental program consisted
of determining the actual values of the mass, chassis, and
tire characteristics of a particular automobile. The yawing
moment of inertia, [z, was measured by hanging the car
on four cables and swinging it as a multifilar pendulum.
By measuring the frequency of the yaw oscillation, it was
possible to compute the yawing moment of inertia. The
rolling moment of inertia, /#, and the product of inertia
linking the yawing and rolling motions, Ix2, were both
determined by oscillating the car on knife edges about a
horizontal axis. /x was found from the rolling oscillation
frequency and /xz from the yawing moment produced
by the rolling oscillation. The total weight and the longi-
tudinal center of gravity locations were obtained by a sim-
ple weighing process.

-Chassis characteristics, such as roll-spring rates, rear-
axle roll steer, and front-wheel camber due to body roll,
were determined by standard General Motors Proving
Ground tests. The damping characteristics of the shock
absorbers were determined with a stroking machine, and
the damping produced by the shock absorbers in the suspen-
sion system became a simple geometrical calculation.

‘R, Schilling, “Directional control of automobiles,” J. Indus.
Math. Soc., vol. 4, pp. 64-77; 1953.

*W. F. Milliken, Jr., “Dynamic Stability and Control Research,”
Cornell Aeronautical Lab., Report No. CAL-39; 1951.

Side force equation
MVE +1) + Mhp = VaB+ Yur + Vb + Yo
Yawing moment equation
I — L.p = NgB + Nor + Nsb + Nyos
Rolling moment equation

Lp + MAV@ + 1) — Lur = Lpp + Ly

Fig. 3—Lateral equations of automobile motion.

Variable of Motion Sensing Instrument

1) Left front-wheel position, | Angular potentiometer
oL

2) Right front-wheel posi-
tion, 8r

3) Steering-wheel position,
dsw

4) Lateral acceleration, 7y

5) Roll attitude, ¢

Angular potentiometer
Angular potentiometer

Statham lateral accelerometer

Minneapolis-Honeywell atti-
tude gyro

Minneapolis-Honeywell atti-
tude gyro

Doelcam rate gyro

Doelcam rate gyro

Fifth-wheel-generator set

6) Pitch attitude, 0

7) Angular yaw velocity, 7
8) Angular roll velocity, p
9) Forward velocity, V

Fig. 4—Measured variables and associated transducers.

Tire side force and moment characteristics were sup-
plied by the tire manufacturer who obtained the data by
running the tire on a moving drum. These tire character-
istics were determined for wide variation in tire pressure
and in the load carried by the tire.

In addition to providing numerical data to insert in the
equations of motion, these tests demonstrated that the
assumption of linearity for the various car parameters was
valid for lateral motions of a reasonable magnitude.

VERIFICATION OF THE EQUATIONS

The equations of motion were verified by response tests
made with an instrumented 1953 Buick. The instrumenta-
tion that was required to measure the car’s lateral response
is shown in Fig. 4. Both left and right front-wheel posi-
tions were measured and averaged to yield the effective
front-wheel angle. Since it was not convenient to measure
the sideslip angle, the total lateral acceleration along the Y
axis was measured with a‘lateral accelerometer. The pitch
attitude is not a lateral degree of freedom, but its measure-
ment was made to determine whether any coupling oc-
curred between the vertical and lateral motions. The out-
puts of the various motion-sensing instruments were re-
corded on an oscillograph. '

In the early stages of the experimental work, it was
assumed that information would be recorded in the fre-
quency range of 0 to 10 cycles per second. After the first
shakedown runs, it was discovered that both engine vibra-
tions, and wheel vibrations at the natural frequency of the
wheel on the tire, were being picked up by the various

transducers. These unwanted vibrations were removed

with low-pass filters utilizing a tuned galvanometer so that
only frequencies from 0.to 3 cps were recorded.



TEST RUN £12 APRIL 8, 1954
TRANSIENT RESPONSE OF BUICK TO PULSE INPUT
OF FRONT WHEEL ANGLE
STEERING WHEEL POSITION -~
. r v RN OsiTIo S;W\
< 7T, [P
: ™ / \ AT
1 / \ 7" X FORWARD VELOCITY = 'V
‘ S ‘ \4 Ssw v \ - LATERAL ACCELERATION = n
R, 3..\ NE Y e, y A S s S P
— \ TS - ~ LEFT FRONT WHEEL §,
HID ® KK i i T "
e P ‘_:\c,/ ‘ “HT YAW RATE - ¢ N pires ATTITUDE - 6
y 5 """ m-uulﬁ'auﬁum.?.m
a8 RIGHT (oo e o S S e i :

.- N
) ; |

.1 SEC.

—e

Fig. 5—Typical test response.

Response tests were conducted by stabilizing the car’s
forward speed, then performing a steering maneuver and
recording the resulting car responses. The record of a
typical test is shown in Fig. 5. This record shows the tran-
sient responses induced by a pulse steering input. All the
motion variables are shown here. It is of interest to note
that there was no appreciable change in the car’s pitch at-
titude during this test. Numerous tests were made using
both step and pulse steering inputs. The “step” and the
“pulse” steering inputs used in this test work are only ap-
proximations to the mathematically pure step and pulse
inputs used by servo engineers. The use of these two in-
puts with different harmonic content made certain that all
of the frequencies of interest were introduced as inputs
at some time during the experimental program. In addi-
tion to varying the inputs, response data were obtained in
which the stability derivatives were varied from normal.
‘With these response data in hand, a comparison was made
between the actual measured responses and the responses
predicted by the differential equations.

CoMPARISON OF THEORY AND EXPERIMENT

This comparison was made on the basis of frequency
response, that is, the steady-state response of the auto-
mobile to a sinusoidal input of front-wheel steer angle.
The theoretic frequency response was obtained by apply-
ing the Laplace transformation to the system of equations,
and then replacing the Laplace operators by jo where @ is
the frequency of front-wheel oscillation and j is \/ — 1.

The determination of yawing, rolling, and sideslipping
frequency responses was then a matter of algebraic com-
putation which was quickly accomplished by use of a digi-
tal computer.

The experimental frequency responses were deter-
mined from transient responses like the one shown in
Fig. 5. This procedure is based on the use of the Fourier
integral which, under certain conditions, enables a time
function of a system f(¢) to be transformed into a com-
plex frequency function F(jo). The Fourier integral may
be expressed as
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Fig. 6—Rolling sphere harmonic analyzer.

Fjo) = f " e,

Since this integral must be evaluated along the interval
from zero to infinity, it is necessary to know the behavior
of f(t) for an infinite time. This is most easily arranged
by applying a disturbance to the system such that f(t)
reaches a steady value in some finite time, T. Under these
conditions, the frequency function F(jw) may be broken
into its real and imaginary parts as:

Fljw) = R + 41
where

T
R = f f() cos wt di — f—T sin wT
0 w

T
I=-— f f(®) sin wt dt — &cos oT.
0 w
These integrals may be evaluated in a number of ways.?
One convenient method utilizes the rolling-sphere har-
monic analyzer shown in Fig. 6.

This method simply involves following the curve to be
analyzed with a cross hair eyepiece that is attached to the
analyzer. As the eyepiece is moved along the curve from
the starting point (initial conditions zero) to the point
where steady state is reached, it actuates a number of
rolling ball integrators. Each integrator is equipped with a
recording dial, and after the eyepiece has completed the
traverse of the curve, the individual dials produce read-
ings which are proportional to the real and imaginary com-
ponents of the Fourier integral. The machine used in this
work produces five harmonics for one traverse of the tran-
sient curve. '

In order to obtain experimental response data for com-
parison, it was necessary to analyze the input to the sys-
tem (steering angle), and the various system responses.
Once this was done, a comparison was made between the-
oretic and experimental responses.

Fig. 7 shows the excellent agreement between the pre-
dicted yawing velocity response and that actually obtained
on the road. Good agreement was also obtained for the
rolling and sideslipping motion. It should be pointed out
that the use of the frequency-response technique has two

*J. M. Eggleston and C. W, Mathews, “Applications of Several
Methods for Determining Transfer Functions and Frequency Re-
sponse of Aircraft from Flight Data,” NACA Report 1204; 1954.



Kohr: Application of Computers to Automobile Control and Stability Problems 87

S

QL

(7]

5|9

ar V dvg.= 46.3 ft. per sec.

al

3w

a

>|=

= . X

Q ol

ol / 3

i °

l.l.l% Ol
oF 2 %‘ .
(O]

2 »
=S N
<

> -

o
§ oS T T
w \:\:
J P
© -40
zZ
w °:o\
2 -80 -
T
o
A .2 4 6 810 2.0 4.0

FREQUENCY —cycles per sec.

Fig. 7—Theoretic and experimental frequency-response,
yawing velocity.

important advantages: 1) it provides for easy removal of
dynamic effects produced by the filters in the recording
channels, and 2) it provides a more general solution than
does a transient response. It may be noted here that the
first experimental frequency responses that were obtained
did not match the equations exceptionally well, and,
through use of the frequency-response plot, it was possi-
ble to determine some additional terms which were added
to the equations of motion.

CoMPUTER SIMULATION OF VEHICLE LATERAL RESPONSES

When the equations of motion had been verified, they
were then used to study the effects of the various car
parameters on its lateral response. Both digital and analog
computers have been used in this work. The analog com-
puter has been used only to determine the transient re-
sponse, while the digital computer has been used to de-
termine the transient response, the frequency response,
and the roots of the characteristic equation.

Analog Computer Studies

The mechanization of the differential equations on the
analog computer follows the standard procedure of sum-
ming the various quantities -which determine the various
accelerations in the system, and then integrating accelera-
tion to velocity and velocity to displacement,

The block diagram in Fig. 8 shows the general proce-
dure that was used. Any of the motion variables, for ex-
ample, the yaw acceleration #, is found by summing, hori-
zontally, the products of the term in each box and the cor-
responding vertical input. The yaw acceleration is thus
found as

1 -
[ IntegratorI I
integrator
. A p i r ]
N “Ne | 1 N S| Ne | F (vaw Accel)
Iz 2 | lz Iz Iz
Y5 o Yo | Msh| Y§ o Yp-MV |3 (Slideslip Velocity)
MV MV | MV 10% MV
0 -Mghv 0 o 4 L | Txz |-MhV] b (Roll Accel.)
Iy e | i x| 1
b P 1]
Integrator
f ]
s 1 Integrator
(Steer Angle)

Fig. 8—Block diagram of automobile lateral-motion simulation.

Fig. 9—Real-time automobile-handling simulator.
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and is exactly the yawing moment equation that is given
in Fig. 3. The rate of change of sideslip and the rolling
acceleration are calculated in a similar manner. Each row
then represents a summation, with the.quantity in each
block being the gain factor applied to the various motion
variables,

The complete simulation of the equations on the analog
computer requires only fourteen amplifiers. Although no
nonlinear equipment is used at the present, future work
will require the addition of some function generators and
multipliers.

ReEAL-TIME SIMULATOR

In addition to analog computer studies which are often
run in “slow time,” a real-time simulator has been of ma-
terial value in demonstrating the lateral motions caused
by steering inputs. This simulator, shown in Fig. 9, is
composed of a small, special-purpose analog computer
which can be “steered” by turning a steering wheel at-
tached to the computer. This motion causes “steering
angle” voltages to be introduced into the analog computer
circuit. The computer then solves the lateral equations of
motion of the automobile. The voltages proportional to



88 PROCEEDINGS OF THE EASTERN COMPUTER CONFERENCE

4 0 oy
I 3
N 1 -25—%
o =z /7 %
2 3 / o
(=] Y - 2
8 aw SO "R
3 Response 2 ]
_ o4 o = % Response
o <& o =75 “_‘
a [o3 %
a 5
b4 -1.00| 3
L b,
g
o -1.25 S
-1.5Q

0O 02 04 06 08 10

Time — Seconds Time — Seconds

0.2
’~\
I
0.4 A
I LY
r LY
] \‘
o] - -
Q \ | Sideslip
o \ |Response
g -0l )
2 -0.
g A
a-0.2 =
‘\
e
-0.3 e
_O a

"0 02 04 06 08 1.0
Time — Seconds

Fig. 10—Yaw, sideslip, and roll response of a 1953 Buick to a
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yaw, roll, and sideslip are applied to a small servodriven
model car. The model car can yaw and roll, and demon-
strates sideslip by a pointer mounted on the hood to show
the direction in which the car is actually going. The com-
puter includes a “skid” meter, a “velocity” meter, and a
meter which indicates the applied steer angle. By use of
a ganged potentiometer which has an element in the in-
put or feedback of certain of the amplifiers, it is possible
to set the forward speed of the car at any point between
30 and 100 mph.

Digital Computer Studies

The digital computer was used to check the transient
response obtained by the analog computer and also to ob-
tain the frequency response and the roots of the charac-
teristic equation of the automobile system. The transient
response was determined by a Runge-Kutta method with
values of the motion variables determined at each 1/40 of
a second of problem time. The frequency response prob-
lem required the solution of three simultaneous, complex
equations which result when the complex operator jo is
inserted in the equations, This solution utilized a matrix
subroutine which converts a 3X3 complex matrix into a
6X6 real matrix. The roots of the characteristic equation
were determined by first finding the characteristic equa-
tion by direct expansion and then solving the equation by
a Newton-Raphson method.

A typical solution of the lateral response equations is
shown in Fig. 10. The transient responses shown are the
yaw, roll, and sideslip of a 1953 Buick traveling at 30
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mph when the front wheels are steered suddenly to pro-
duce a step-steering input of 1 degree. The yaw and roll de-
velop smoothly, but in the opposite sense, while the sideslip
starts in one direction and then reverses. If these curves
were normalized so that the steady state of each response
tended toward unity with increasing time, the yaw would
be shown clearly leading the roll and sideslip.

" Fig. 11 shows the effect of increasing car speed on the
lateral response. The curves in this figure have been nor-
malized with respect to the steady-state yaw response of the
car traveling at 30 mph. As the speed increases from 30 to
60 to 100 mph, the yaw response develops an overshoot.
This is due to a decrease in the yaw damping of the tires
as the car’s speed increases.

One particularly important vehicle parameter is the lat-
eral stiffness or “cornering power” of the tires, Fig. 12
shows the effect of changes in the tire cornering power
on the yaw response. When the cornering power of the
front tires is doubled, the car is placed in an “over steer”
condition characterized by the large steady-state response
which is reached quite slowly. Doubling the rear corner-
ing power reduces the steady-state response of the system,
while doubling both the front and rear cornering power
produces a quicker response with little change in the
steady-state value.

All the other parameters in the system have been ex-
plored and their effects on the various lateral responses
have been cataloged.

RESULTS OF THE STUDY

As a result of the extensive examination of the solutions
of the equations of motion, an understanding of the effects
of the various car parameters on the car’s lateral response
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has been obtained. In addition to this somewhat special-
ized information, a number of general observations re-
garding the car’s lateral response has been made.

The first effect observed pertains to the coupling of the
lateral response motions. Fig. 13 shows the relative
strength of the coupling between the three types of vehicle
motion. Yaw and sideslip are strongly coupled, but there is
only a weak coupling linking the roll to the yaw and side-
slip. However, this weak coupling is often the reason that
a particular automobile is stable or unstable, particularly
in yaw.

A second interesting aspect of the automobile pertains
to its modes of motion when it is in a state of free lateral
oscillation. Determination of the modes of motion was
made with the anticipation that there would be a well-
defined “directional” mode of motion consisting of yawing
and sideslipping, and also a “rolling” mode of motion.
The modes were found by calculating the roots of the
characteristic equation of the system, then inserting these
roots in the lateral-motion equations. This study. showed
that there are, generally, no distinct modes of motion, but
under certain conditions it is possible to find modes of
motion which are primarily “directional” and “rolling” in
nature.

A third interesting result of this work is that the equa-
tions of motion predict lateral-motion responses which are
compatible with the on-the-road observations of the “han-
dling” engineer. Early work in this field has often con-
cerned itself with the so-called “oversteer” or “understeer”
characteristics of a given car.* These characteristics are
shown in Fig. 14. Because of the nature of the pneumatic
tires, they must run at slip angles ; and @, in order to
produce side forces. If §,; is greater than $,, the path fol-
lowed by the car curves away from the side force. This is
called understeer. Conversely, if @, is greater than 8,, the
path of the car curves toward the side force and this is
called oversteer. The directional stability of an understeer-
ing car tends to increase with increasing speed, while the

* M. Olley, “Road manners of the modern car,” Proc. Inst. Auto.
Eng., vol. 15, no. 5, pp. 147-182; 1947.
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Fig. 14—Understeer and oversteer characteristics.

directional stability of the oversteering car tends to de-
crease. In fact, in the case of oversteer, the “handling”
engineers found a critical speed at which the car becomes
directionally unstable and at this speed only the most alert
action of the driver will keep the car on the road. The
equations of motion contain terms from which the “over-
steer” or “understeer” characteristics may be computed,
and also permit the calculation of a speed at which an
“oversteer” car becomes unstable.

CONCLUSION

The result of this research program to date, then, con-
sists of a verified linear model of the “automobile,”
shown in Fig. 1. This work represents only the first step
in an over-all systems-analysis of the general automobile-
steering problem. In addition to a study of the nonlineari-
ties encountered when the amplitudes of the lateral motion
are large, further work will necessarily concern itself with
the steering gear and the human operator. In the last an-
alysis, the determination of desirable handling qualities,
from the driver’s point of view, is the most important
result that will come from this research effort.

Discussion
0. J. Osofsky (Republic Aviation

Corp.): What are the criteria for entering
a skid?

Mr. Kohr: A skid occurs when a tire is
in a region where it won't develop any
more side force no matter how much more
you turn it. If you would plot a curve of
cornering force vertically vs slip angle
horizontally, the place where the curve
peaks and gets flat is generally called the
skid region.

Mr. Osofsky: Has any work been done
on the motion of an automobile while in
a skid?

Mr. Kohr: To the best of my knowl-
edge, no, there has’ not. The real difficulty
is in determining the transient which occurs

in going from linear to nonlinear motion.
If we knew the complete nonlinear equa-
tions of motion we could then predict what
the car would do in the skid when the front
or rear end broke away first or if they hap-
pened to skid simultaneously.

R. J. Mead (McDonnel Aircraft): Can
tire “thump” and power-steering dead-zone
effects be studied easily?

Mr. Kohr: Tire thump is an acoustic
phenomenon which enters the body and
which has apparently nothing to do with
steering and control. Consequently, we have
not considered it in our studies.

As far as power-steering dead-zone
effects are concerned, I don’t foresee any
difficulty in simulating these on either the
analog or digital computer, although we
have not included any such effect to date.

H. F. Meissinger (Hughes Aircraft
Co., Culver City, Calif.): Do you consider
emergency handling problems? For exam-
ple, torque required to hold the car on
course under blowout, etc.

Mr. Kohr: As you may recall, the
equations that I showed were those which
pertain when the force put into the system
is only that introduced by -the driver, ze.,
there are no road forces considered. If we
could describe the system mathematically,
we might be able to study it. The way this
is done’ currently is as follows. If the car
is suspicious in terms of stability during
blowouts, it is taken out on a test and a
forced blowout is made at a time unknown
to the driver. The car’s motion and sta-
bility following the blowout is then ob-

. served.
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An Analog-Digital Simulator for the Design and

Improvement of Man-Machine Systems’
H. K. SKRAMSTAD!, A. A. ERNST', AND J. P. NIGRO?

tory, Wright Air Development Center, the Na-

tional Bureau of Standards is designing a simula-
tor facility for research on man-machine systems. The
facility is specifically intended to enable experimentation
with man-machine control systems such as those for air-
traffic control, ground control of interceptors, and com-
mand systems in general. The facility is to be equipped
for the dynamic representation and simulation of control
systems which have human operators as elements of the
closed loop. The present work has included the construc-
tion of a prototype of the essential elements of a complete
simulation facility. This paper presents some design con-
siderations peculiar to this class of simulator, describes the
present prototype, and indicates refinements which might
profitably be incorporated in the final facility.

The prototype facility incorporates the basic capabilities
required for the final simulation facility. The construction
of the prototype was intended to serve three important
purposes. The first was to deal with technical and eco-
nomic problems which could be neither properly antici-
pated nor adequately resolved simply by means of a “paper
study.” The second was to achieve a better basis on which
to specify the facility and estimate the costs of implemen-
tation, operation, maintenance, and expansion thereof. The
third was to test the utility of the specified facility through
application of the prototype to the resolution of one or
more of the important issues being faced in current de-
velopment of systems. The desired capabilities have been
provided by combining analog and digital techniques in a
manner intended to minimize the requirements for equip-
ment. The equipment includes general-purpose computers,
both analog and digital, which may be used independently
for the more conventional kinds of simulation and for
data reduction.

Simulators have become recognized as an essential tool
for research on and development of automatic systems;
and the present effort is directed toward extending the
application of this tool for research and development of
semi-automatic systems. A simulator which permits dy-
namic as well as operational analysis of a system enables
prediction and optimization of the performance of that
system in a laboratory. The alternative to simulation is to

l[ jNDER sponsorship of the Aero Medical Labora-

* This research was supported in whole or in part by the U. S.
Air Force under Delivery Order No. (33-616) 56-10, monitored by
Aero Medical Lab., Directorate of Res., Wright Air Dev. Center,
Wright-Patterson AFB, Ohio.

T National Bureau of Standards, Washington, D.C.

build the proposed system and carry out extensive testing
and modification programs. In the case of complex man-
machine systems, the latter procedure is generally pro-
hibitively expensive and time-consuming, and the results
are often inconclusive due to the inability to control im-
portant experimental conditions in the field. However, the
problem of predicting human performance in man-machine
systems confronts laboratory simulation as well as system
design and field testing. Aside from human factors, the
chief difficulty has been to obtain detailed and accurate
mathematical statements of the system functions to be
performed by the human operators. Simulation forces an
objective and quantitative examination, in the laboratory,
of the information flow between the man and the machine;
it also requires that the human operator be placed in the
closed loop if maximum confidence is to be placed in ex-
perimental results. This complication, together with the
general complexity of the systems of interest, gives rise
to a number of requirements which are peculiar to the de-
sign of a facility for the simulation of semi-automatic
systems.

There are a number of distinctive requirements which
characterize a simulator for research on man-machine
systems and make it different from one designed for the
study of automatic systems. The simulator must be capa-
ble of operating in real time, since human operators are
to be included as parts of closed loops in the model of the
system. Inclusion of the human operator also introduces
requirements for coupling the operator to the simulator in
such a manner that his performance will be comparable to
that in the system being simulated. It is thus necessary to
provide appropriate means for presenting information to
the human operator and for the acceptance of his re-
sponses. Since the configurations of both displays and
controls will be as variable as the operations to be studied,
the general-purpose computers must be equipped for con-
venient connection to a variety of special-purpose equip-
ment which more or less duplicates the operator’s work
space. Human variability precludes exact repeatability of
measurements and requires extensive use of statistical
methods in analyzing experimental results. Furthermore,
special provisions must be made for the automatic han-
dling and reduction of the large amount of data which are
produced by statistical procedures. It is also desirable to
incorporate equipment for effective qualitative monitoring
of experiments so that exploratory or pilot runs may be
employed to limit the amount of data which must be
quantitatively analyzed. Since practical considerations limit
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the amount and capacity of simulation equipment, it is
often necessary to partition a complex system and simulate
only a portion thereof. Such partitioning must be accom-
plished so as to permit a valid integration of partial results.
Since the human operator is extremely nonlinear, super-
position does not apply. Hence, care must be taken, when
partitioning the system, so that features of the human en-
vironment, not directly a part of the control loop under
study but possibly affecting that loop significantly, are
included in the simulation. Man-machine systems of any
appreciable complexity usually include one or more
sampled-data control loops; therefore, the facility must
include the capability for simulating sampled-data systems.
Finally, these requirements must be met while keeping the
cost and complexity of the equipment at a minimum.
While the NBS staff has had considerable experience
with the simulation of automatic control systems, it pos-
sessed but a superficial understanding of the principles
and methods of experimental psychology which apply to
the simulation of man-machine systems. Therefore, it was
necessary to draw heavily upon the experience of groups
such as the Psychology Branch of the Aero Medical Lab-
oratory and the Engineering Psychology Branch of the
Naval Research Laboratory. The assistance of these groups
has been invaluable in converting the requirements of the
bioscientists into specifications for simulation equipment.
Their contributions are best manifested in the specialized
operator work-spaces which have been constructed. Both
an interceptor cockpit and an assembly of ground-display
equipment incorporate a number of alternative techniques
for presenting information to the operators and accepting
their responses. The individual features of these work-
spaces have been adopted from a number of different sys-
tems which are either presently in operation or in the final
stages of development, and these features are among those
which the psychologists feel to be especially significant.
For example, it has been pointed out by the psychologists
that the statistical deviations encountered in experimental
psychology can be greatly reduced by having each subject
serve as his own standard of reference. The accomplish-
ment of this purpose in a system simulator requires.the
capability for rapidly changing system parameters which
include the nature of operators’ displays as well as the more
conventional boundary conditions and stability parameters.
The foregoing requirements are reasonably well satis-
fied by the prototype which has been set up at the Na-
tional Bureau of Standards. The effort to achieve maximum
flexibility, economy, and convenience of operation has
strongly influenced the functional organization of the sim-
ulator, the choices of the techniques employed, and the
manner in which they have been integrated. The major
pieces of the equipment which comprise the prototype can
be functionally divided into five categories as follows: 1)
general-purpose electronic computers which operate upon
a mathematical model of the system under study; 2) op-
erators’ work-spaces which are appropriately fitted for

integration of the man with the system being simulated;
3) equipment for centralized control and monitoring of
the experiment; 4) equipment for automatic recording of
data on the chosen evaluation criteria; 5) devices required
for interconnecting the several major components of the
prototype.

It was initially decided that both analog and digital com-
puters would be required in order to handle effectively the
mathematical models of complex systems. Considerable
importance was attached to the apportionment of comput-
ing tasks between the analog and digital computers. It was
believed that significant economies could be obtained with
little loss of flexibility by arbitrarily exploiting the rather
complementary advantages of the two types of computers.
We have used analog computing equipment for those tasks
which we believe can be handied best by analog computers,
such as accepting continuous control information, solving
complex dynamic equations in real time, and activating
conventional display devices. The digital computer has been
used for tasks which we believe can best be done by digital
computers, such as the control of the experiment, the
precise generation of open-loop data, calculations of high
precision, handling of variables requiring large dynamic
range, storage of data, and statistical analyses of the re-
corded data. Since the minimum sampling period which
can be used in simulation cannot be shorter than the
basic cycle of computation of the digital computer, that
computer should not be used for calculations which can
readily be done elsewhere in the simulator. Hence, all
calculations involving the solution of differential equations
in real time, such as the solution of the dynamic equations
of motion of the airplane, are done on analog equipment.
Thus, there is no need for approximating such equations
by finite difference methods as would be required if cal-
culated digitally. The requirements upon the speed and
size of the digital computer and converter equipments are
reduced enormously by confining the solution of differen-
tial equations to the analog computer. The price of this
economy is the loss of the extreme digital accuracy. How-
ever, this loss is believed to be trivial, since there are very
few applications which are known to require better than
analog accuracy of the dynamic calculations, since the ac-
curacy of solution has but a minor effect upon closed-loop
performance.

The ground-controlled interceptor .problem has been
chosen for the first experiments, since it is' an important
example of a high-performance sampled-data system
which employs human operators as components in a vari-
ety of control loops. A relatively comprehensive simulation
of this problem has already afforded a fairly severe meas-
ure of the capabilities of the prototype. Indications are.
that the present facility has the capabilities required for
the effective study of many other systems of interest, such
as air-traffic control, ground-controlled approach and land-
ing, weapon assignment, and certain classes of missile
guidance. However, the specificity of the operator’s work-
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Fig. 1—Ground-controlled intercept system.

spaces limits the number of immediate applications of the
present facility, and the ease of adaptation to other appli-
cations is closely related to the complexity required of the
displays and controls to be added.

For our current experiments, we are simulating a class
of systems which encompass a five hundred-mile-square
air space populated by a number of target, interceptor, and
civilian aircraft which are under the surveillance of search
radars. In these systems, coordinate data from the radars
are placed in an electronic store either automatically or by
means of manual tracking. An operator then correlates
these with aircraft identity and other descriptive data.
Means are provided to enable him to evaluate the air situa-
tion and assign target-interceptor pairs. The assigned in-
terceptor might be manually vectored by voice or data link,
manually tracked and automatically vectored, or placed
under fully automatic control of a ground computer.
Ground-control instructions are presented to the pilot of a
high-speed interceptor who controls his aircraft so as to
arrive at the correct position and heading for attack upon
the selected target. The ground-controlled interceptor sys-
tem is shown diagrammatically in Fig. 1. The parts of the
system that can be simulated on the experimental facility
are outlined by the dotted lines in the figure. Following the
arrows in the diagram, this includes surveillance, consoli-
dation and assessment of information, assignment of in-
terceptors to specific targets, the acceptance of the assign-
ment by the interceptor, the interceptor pilot’s attainment
of the prescribed course, the designation of the target to
the interceptor pilgt and the acquisition of the target by
the pilot.

The experimental setup is shown in block diagram form
in Fig. 2, Dotted lines represent the flow of digital infor-
mation and solid lines the flow of analog information. The
system includes a general-purpose electronic analog com-
puter, a general-purpose digital computer (SEAC), a
ground crew with associated displays and controls, an air
crew with its displays and controls, and specialized equip-
ment for computer inputs and outputs, for control of ex-
periments, and for recording of data.

First, let us consider the digital loop on the right side of
the diagram. This includes the items connected by heavy
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dotted lines—the general-purpose digital computer, the
specialized continuous output and conversion equipment,
the ground crew with associated input displays and output
controls, and the real-time conversion and input equip-
ment. This loop carries all information going to and from
the ground crew, with the exception of voice communica-
tion and analog vectoring information to the cockpit. Data
on raid size and on the position, identity, size, speed, alti-
tude, and combat status of all aircraft are stored in the
digital-computer memory, one 44-bit word containing the
complete set for each aircraft. The displays of the ground
crew comprise two large cathode-ray oscillographs on
which the aircraft-position pips are presented on a con-
tinuous - synthetic PPI display, and an electronic status
board on which the description of any aircraft may be dis-
played. The ground crew’s control equipment includes a
joy stick by means of which a small circle may be placed
around any selected pip, a light pencil which may be placed
upon any desired pip on the scope, a descriptor key set,
and means for selecting the desired mode of operation.
The ground crew’s control console is shown in Figs. 3 and
4. In Fig. 3, the status board is seen between the scopes,
the key set at the lower left, the joy stick at the lower right,
and the selector switches in the center foreground. In Fig.
4, the light pencil is being held up to the master scope.
Provision is made so that on the second scope; any desired
part of the entire area displayed on the first or master
scope can be magnified up to 32 times. The part magnified
is selected by using the joy stick to move a circle of adjust-
able area about the master display. Information stored in
the digital computer concerning the status of any aircraft
can be presented on the status board by using the light pen-
cil, the joy stick, or the flight number designator switches.
The data thus displayed can be modified as required by
means of the keyset, and the modified data can then be
introduced into the digital computer by use of a master
key. The keyset can be alternatively used to brighten the
pips which represent aircraft falling within the designated
ranges of altitude, speed, size or identity.

Let us now consider the analog loop at the left of the
diagram of Fig. 2. This loop includes the general-purpose
analog computer, auxiliary analog equipment, and the air
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Fig. 3—Ground-control console.

Fig. 4—Ground crew at console.

crew together with its input displays and output controls.
The lower left-hand box represents the cockpit of a mod-
ern, high-speed, interceptor aircraft, with its instrument
panel, joy stick, throttle, and rudder pedals. A view of the
interior of the cockpit showing the instrument panel and
controls is shown in Fig. 5. Displacement of the controls
applies dc input voltages to the analog computer. The
dynamical equations of motion of the aircraft are solved
in the analog computer in real time. Voltage outputs pro-
portional to such quantities as angle of roll, pitch, and
rate of climb are converted by the auxiliary analog equip-
ment to syncho rotations, which are used to drive the flight
instruments in the cockpit. Both flight and navigation in-
struments are shown ; the latter are used to present vector-

ing information from the ground control. Navigation in- -

formation may be presented on either of the compasses,
the ILS indicator, or upon the cathode-ray tube.

Let us now turn to the box in Fig. 2 labeled “simulation
control and monitoring.” The experiment is specified and
modified according to the settings of a.series of selector
switches and knobs on a control panel. The settings of
these switches determine such items as the radar scan
period, the tactics, the mathematics of the intercept control
computation, the navigation constants, the control lags, the
limiting quality of data to be used in the control computa-
tion, and the data-smoothing procedures. A view of the
experimenters’ control panel is shown in Fig. 6,

Fig. 5—Interceptor cockpit.

Fig. 6—Experimenters’ control panel.

Let us now consider the combined analog-digital -loop
in which the interceptor is controlled to arrive at the cor-
rect position and heading for attack upon the target. The
velocity components of the interceptor aircraft obtained
from the analog computer are converted to a ground-ref-
erence system, integrated over one scan period of the radar
to yield incremental position components, and converted to
digital form. A specialized equipment called a “format
synthesizer” receives the following inputs in digital form:
1) the position increments of the interceptor; 2) the in-
formation stored in the positions of the switches and knobs
on the experimenter’s control panel; and 3)- the output
information from the ground crew, such as the positions
of the joy stick and the switches in the key set. The format
synthesizer organizes the data into computer words, and
serializes them for direct entry into the digital computer.
In the simulation of the ground-aircraft control loop, the
digital computer has three jobs to do: 1) update the posi-
tion of the controlled interceptor once during each sam-
pling period of the system; 2) generate the trajectories of
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all preprogrammed aircraft; and 3) provide interceptor
course data in simulation of the control computer.
Readout from the digital computer, SEAC, is concur-
rent with calculations and proceeds in an uninterrupted
series of cycles. Output information is then routed to the
various display devices where the selection of the desired
information is accomplished. This readout procedure
makes possible the display of information when desired
without requiring special instructions for the digital com-
puter. The specialized output equipment consists of a “sta-
ticizer” which is connected to twelve tanks of the acoustic
memory in each of which are circulating eight words, each
containing 44 binary bits which represent all of the data
on one aircraft, Every ninth word is read out, which causes
all words in the tank to be read out in succession at 432-
microsecond intervals. At the option of the experimenter,
the output cycle may be set to any number of tanks from
one to twelve. The shortest output cycle will consist of 8
words repeated about 280 times per second, and the long-
est output cycle will consist of 96 words repeated approx-
- imately 24 times per second. In each word, two blocks of
10 bits each are connected, respectively, to two digital-to-
analog converters. The resulting series of analog voltages
go to a switching system which distributes them in a pre-
determined sequence among display equipments, plotting
boards, and graphical recording equipment.

When the staticizer is reading out from that part of the
memory which stores the position coordinates of aircraft,
these voltages are connected to the plan-position indica-
tors which display the location of all aircraft to the ground
crew. The remaining 24 bits (those not connected to the
digital-to-analog converters) contain the complete descrip-
tion of whatever aircraft is represented by the associated
pair of coordinates., These bits are used for the selected
gating of the aircraft to be displayed as well as for activat-
ing the electronic status board.

A study of the evaluation of the air situation and manual
assignment of aircraft as interceptors or targets may be
accomplished through use of the master key, while the
equipment is alternatively switched between the “interroga-
tion” and “assignment” options of operation. When the
simulator is used for ground control of an interceptor

~which has been assigned for attack on a specific target,
the digital computer operates on the position data of these
aircraft, provides simulated degradation and smoothing,
calculates the information necessary for attaining the pre-
scribed course, and relays this information to the intercep-
tor where it is displayed on the pilot’s instrument panel. If
manual tracking and automatic control is to be simulated,
the ground crew manually tracks the target and the inter-
ceptor with the joy stick, and the digital computer uses this
data to calculate the information necessary for attaining
the course. The pilot receives the information directly
from the computer as before.

The advantage of using a digital computer, when the
dynamic range of the variable is large, is illustrated here.

Assume that the analog voltage which represents the inter-
ceptor velocity is converted to a 10-bit code in which the
least significant digit is made equal to one yard per second.
With an interceptor velocity of 500 yards per second, a
displacement of 1,000,000 yards or about 500 miles would
be produced in about 33 minutes. To maintain the above
resolution and permit this not unreasonable range, at least
20 bits must be provided in the position registers. It would
not be possible to integrate over long periods of time to the
resolution required here by means of electronic analog
computers, because of noise and amplifier drifts.

Considerable attention was devoted to providing for con-
venient and effective utilization of the facility. One feature
that has been emphasized is the ability to modify experi-
mental procedures and vary system parameters rapidly and
conveniently at the control panel. The experimenter, who
may be either psychologist or engineer, does not have to
be greatly concerned with programming difficulties, since
changes in the experiment are made by turning knobs or
throwing switches on the control panel which modify com-
puter instructions, change system parameters, and control
the selection of program subroutines. This avoids the need
for frequent reprogramming of the digital computer, with
the attendant experimental delays and costly programming
staff.

Due to the variability of human performance, a facility
intended for research on man-machine systems is likely to
produce large quantities of experimental data. The provi-
sions for data handling and data reduction require particu-
lar attention in order that an experimental investigation
may be properly directed and that conclusions may be
reached promptly. The requirements for data reduction
may be divided into three categories: 1) that which must
be performed concurrently with the experimental run to
enable necessary monitoring and control; 2) that which
should be accomplished between runs of a single experi-
ment; and 3) that which is performed after the experi-
mental investigation has been completed. It is desired to
minimize the requirement for concurrent data reduction
since the combining of simulation and data reduction would
serve to increase substantially the requirements for size
and speed of the computing equipment. Therefore, special
provisions have been made for the recording of appropri-
ate measurements as the experiments proceed. These data
are recorded on magnetic tape in digital form. Data may
thus be re-evaluated as new methods of analysis are de-
veloped, and the results may be compared with equivalent
analysis of subsequent experiments.

For data in categories 2) and 3) above, experience has
shown that the bottlenecks in the reduction process are
due to computer input rates rather than to computation
speed, since a large volume of data is produced which re-
quires relatively little manipulation. In most computers, as
with SEAC, provisions for reading from auxiliary stor-
age are the fastest of the conventional input means. Among
the available storage media, magnetic tape offers the ad-
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vantage of being separable from the computer for purposes
of both preparation and filing. Hence, the auxiliary mag-
netic-tape storage system of the computer was chosen as
the input medium. The basic requirement is that optimum
use of the tape be made, consistent with the tape-reading
speed of the computer itself. It is also desirable that the
data be organized on the tape in appropriate computer
language so as to avoid the need for using computer time
for data reorganization. Since both simulation input and
direct recording must proceed concurrently, a second for-
mat synthesizer is used for the direct-recording system.
Recorded data takes the form of information blocks which
correspond to an 8-word tank, having capacity for 16
variables of 20 bits each. The recording frequency has
been made variable from 14 to 32 cycles per second, in
binary increments. It is expected that the computer will®
be programmed to call for one or more tanks of data at a
time, but since the exact number cannot be predicted, space
for stopping and restarting the tape is allowed between the
recording of each tank of data. As a result, the informa-
tion density is somewhat less than optimum, but still per-
mits reading 20-bit data points into SEAC at the rate of
1200 points per second. '

It should be re-emphasized that the configuration which
this research tool might take ultimately should not be
identified with the organization of the equipment which
constitutes the prototype facility at NBS. We have been
assembling only the essential elements of a facility in order
to provide specific information about the functions and
performance characteristics required in a versatile system
simulator, to clarify some of the equipment problems re-
lating to a general study of man-machine systems through
the use of simulation, to enable a more judicious specifica-
tion and a better estimate of cost, and to serve as the basis
on which the detailed design and procurement of such a
facility could proceed. Although we have used the ground-
controlled intercept as an example, the facility is equally
well adapted to other systems of interest, such as air-traffic
control, missile assignment and guidance, and other com-
plex systems involving human beings in the control loop.
To simulate other systems, the basic equipment connect-
ing the analog and digital computers would remain the same.
The changes required would involve modification of the
human operators’ input displays and output controls, the
patching of the analog computer, and the programming of
the digital computer.

As has been indicated, one of the chief purposes for
building a prototype simulator was to gain essential ex-
perience. Although the assessment of the prototype is not
yet complete, some of the more important points thus far
noted are discussed below.

The analog computer which is incorporated in the proto-
type is relatively modest. However, it is adequate since it is
believed to be both appropriate and sufficient to limit the
dynamic simulation to the flight realm which is pertinent
to the control system under examination. While it is al-
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ways desirable to have plenty of computing units, it is of
particular interest to note the kinds of computing elements
needed for the present class of simulation and the mini-
mum number of each of such elements:

Operational amplifiers and integrators 50
Multipliers 15
Servoresolvers and nonlinear units 6
Electronic function generators 10
DC voltage to synchro output 12 or more

It might be noted that the number of synchro outputs is
governed largely by the display requirements in the opera-
tor’s work-spaces.

The SEAC has been found to have sufficient operating
speed and memory capacity for a rather wide range of
simulator applications. However, it must be remembered
that this capability was achieved only by very circumspect
use of the digital computer in combination with the analog
computer, It is believed that a computer with somewhat
less capability than SEAC could be profitably employed for
system simulation; however, it presently appears that a
well-balanced facility would incorporate a digital computer
with substantially greater capability than SEAC. It is pref-
erable that the computer employ binary arithmetic; have
a word length of about 36 bits; and be equipped for com-
pletely concurrent input as well as output.

The concurrent output presently employed in the proto-
type appears to be very satisfactory in concept. The princi-
ple of having each display console set up to take only the
desired information from an endless-belt flow of data is
in contrast to the principle of externally directing the com-
puter to supply the specified data. The endless-belt ap-
proach enables the modular addition of display consoles to
an output “bus bar” of uniformly high output efficiency.
Implementation of this approach, however, requires that
each such console be equipped with its own selection logic
and also requires that more bits of coded data be available
in each of the output sets. An output set of two 36-bit
words would be preferred to the single 44-bit word avail-
able from SEAC.

Perhaps the greatest room for improvement exists in
the present provisions for real-time input to the digital
computer. Before discussing this-matter, it should be noted
that there appears to be no real need for the digital com-
puter to be able to read from the memory locations where
output data is stored, and, conversely, no need for the
computer to be able to enter data into the storage reserved
for real-time input. These conditions greatly facilitate the
provision of means for truly concurrent input and output.
The present input equipment enters data through the reg-
ular input-shift register of the SEAC and is therefore not
concurrent, This circumstance arose because it was expedi-
ent to adapt the solution of the direct recording problem
to the real-time input problem. The chief shortcomings are
that all input rates are slaved to the selected system sam-
pling rate without means for aperiodic or sporadic input,
which is very costly of time, It would be preferable to
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equip the digital computer with a static store which has a
capacity of about 1000 bits, into which data may be en-
tered by means outside the computer (either manual or
automatic) and which the computer reads in parallel just
as an equivalent amount of electrostatic or magnetic core
memory.

In addition to changes of equipment, there are a number
of refinements which can be made in the present proce-
" dures for using these equipments and for programming
both the analog and digital computers. Since the optimum
choice of procedures is strongly influenced by the nature
of the equipment employed, a discussion of procedural re-
finements is not felt to be worthwhile at this time.

In closing, it should be observed that the suggested im-

provements must be considered as being tentative until
more experience is gained with the prototype and until the
preferred means of implementing the facility can be more
definitively specified.
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Discussion

scribed in a future report that will be sub- Mr.

Kwiatkowski: How much time

W. McLean (North American Avia-
tion): Please list reports or references
describing hardware use (analog-to-digital
conversion, etc.) and results obtained to
date.

Dr. Skramstad: There have been no
reports published as yet describing the
hardware used. However, it will be de-

mitted to the Wright Air Development
Center.

S. Kwiatkowski (Avro Aircraft): In
aircraft application, how many channels of
analog-to-digital conversions and vice
versa were required ?

Dr. Skramstad: We have two channels
for analog-to-digital and two channels for
digital-to-analog conversion.

was spent in making the installation oper-
ational ?

Dr. Skramstad: The equipment is now
all built and most of the components are
operating, but the installation is not yet
operational. We are still in the debugging
stage. We hope that it will be in operation
very shortly.

Facilities and Instrumentation Required for Real-Time
Simulation Involving System Hardware

A. J. THIBERVILLE!

HE design and testing of the aeroelastic flight
Tcontrol system for the B-58 has been accomplished

with the aid of numerous studies conducted on the
analog computers at Convair, Fort Worth, Texas. These
studies have evolved irom simple two-degree-of-freedom
perturbation equations with simulated autopilots to the full-
scale longitudinal and lateral total equations tied into the
actual flight control system used in the airplane itself.

In this presentation, the problems involved in testing the
flight control system in the longitudinal mode are consid-
ered. The analog computer was used to solve the airframe
equations of motion and to simulate any needed elements
of the autopilot and power control system for which actual
hardware was not available.

The need for this study manifested itself in a threefold
manner:

t Convair, Fort Worth, Texas.

1) To completely test and wring out, under all condi-
tions, the flight control system to be used in the air-
plane,

2) To ascertain the degree of control that a pilot would
possess under adverse conditions, and

3) To familiarize the flight crews with the handling
and instrumentation of the ship in preparation for
actual flight.

The satisfaction of each of these three needs has been
realized and is responsible in part for the success of the
flight test program of the B-58.

The discussion will be begun by presenting a flow chart
or block diagram of the different components considered in
the study.

First, the purpose and operation of each block will be
described in general, and then some details will be exam-
ined by discussion of the associated equipment and the list-
ing of individual problems connected with each.
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A schematic drawing of the components and plan of
intelligence used in the autopilot system test is shown in
Fig. 1. Except for the air data computer, which was sim-
ulated by the analog equipment, the autopilot existed and
operated as it would in actual flight. The central unit as-
sembly, the heart of the system, correlated incoming com-
mands, guidance, and reference signals and, by proper
channeling to the power control system units, accom-
plished control of the airplane.

The power control linkage package responded to com-
mands from the pilot and autopilot and effected corre-
sponding motion of the control surfaces. In this instance,
the control surfaces, which are called elevons in a delta
wing airplane, act only as elevators.

The cockpit simulator, naturally enough, was used to
house the pilot, his flight instruments, and controls.

Incidentally, the pilot was by no means excluded from
this study. He was considered just as much a part of the
complete system as any other piece of equipment listed and
might as well have had a response study run on him which
would have shown accuracy, resolution, and tolerance

Fig. 1—Autopilot system’s test.

values equally as well as any of the studies seen on any
of the predominating servos. He was the unit completing
the closed loop system. ‘

The two-axis flight table, driven by ®, the pitch angle
of the airframe, supported the flight control system’s
gyro and accelerometer packet which then in turn fed the
autopilot.

The analog computer consisted, with the exception of
twenty-four channels of Reeves diode function generators,
mainly of Electronic Associates’ 16-31-R equipment,

The following equipment was used:

193 amplifiers
227 potentiometers
11 servos
10 electronic multipliers
6 resolvers
24 diode function generators
7 relays
4 recorders
16 diode limiters
2 plotting boards.

A study of the equations of motion of the airframe will
serve as an aid in examining the details of these various
components.

In Fig. 2, in addition to the auxiliary equations, the
three main longitudinal equations are presented, namely,
lift, drag, and pitching moment, from which the angle of
attack, the velocity or Mach number, the pitch angle, and
the altitude can be obtained. Because these are total equa-
tions containing the nonlinear coefficients which vary with
flight conditions, i.e., Mach number, altitude, angle of at-
tack, etc., the representation of the airframe could be
flown through the full range of speeds and altitudes for
which it was designed.
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Fig. 2—B-58 longitudinal total equations.
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Fig. 3—Fixed break point method.

Fig. 4—F.(M).

To do so, it was necessary to generate some 31 non-
linear functions, eight of which were functions of two
variables so that a total of 43 generators was needed. Be-
cause only 24 channels of diode function generators were
accessible, 19 coefficients which were functions of Mach
number were selected and simulated with what is known
as the fixed break point method, as shown in Fig. 3.

This simulation was effected by selecting the group of
functions which needed break points at a minimum num-
ber of points within the Mach range. By using resistors,
diodes, and amplifiers, these individual break points, with
both positive and negative constant slopes, were then gen-
erated on the computer patch board.

All of the break points, either positive or negative,
needed to constitute the individual functions were then
gathered together on amplifiers, as shown in Fig. 4, by
using gain pots to adjust the slopes.

This method proved to be expensive in pots, amplifiers,
and time but entirely adequate to fulfill the need since other
means were not available.

To extend nonlinear coefficients to functions of both
Mach number and altitude, the assumption was made that
these coefficients were linear, in altitude, over two ranges;
that is, from sea level to some midrange and then again
from this midrange to the maximum ceiling. This approach
led to three functions, one for each altitude, which varied
with Mach number alone.

h N
L
\

+00 ":

cr Follow -up

Pot
L
S o
Fi{M) max-range H:
A CFy(M,h}

Fi{M) mig-range g
Fi(M) sea-level 5

Fig. 5—F. (M h).

@@ImHIIIIIIIWII\H\HIIIIMIINIIIIHHHIIIIII

Hinge Moment (Ft.~Lbs.)
\\\\\\\W

N\
b

86 Deg./Sec.
Fig. 6—Elevon rate limit.

These functions were then placed respectively on the
low, center tap, and high end of a multiplying pot of a
servo, as shown in Fig. 5. The servo, driven by (h),
the altitude, then produced the function f (M,h) on the
arm of the multiplying pot. By having three multiplying
pots on each servo, all eight functions of two variables on
three servos were accommodated.

An elevon rate limit was needed, which, as can be seen
in Fig. 6, is somewhat of an awkward constraint to be
imposed on the elevon rate since it is a function of the
hinge moment as well as the direction of motion.

This limiting rate was accomplished by a circuit consist-
ing mainly of diodes, pots, and high-gain amplifiers (Fig.
7). Its operation depended upon two general parts. One
was a pair of electrically symmetrical function generators,
which generated the elevon rate limit as a function of
hinge moment. The other was a pair of symmetric absolute
value summing amplifiers. The inputs to these summers
were the rate limits, the elevon commands, and a feedback
from the time lag. These signals caused the outputs to be
the difference between the rate and rate limit when the
limit was exceeded. This difference was then fed into the
time lag out of phase with the rate and therefore subtracted
from the rate the amount that the limit was exceeded.

As long as the rate was within its limits, the outputs
remained at zero and thus allowed the 3. command to be
affected only by the time lag.
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Fig. 7—Elevon rate limit circuit.

Ordinarily, diode limiters tend to “give” when hit by a
large voltage. This circuit did not depend upon this type
of limiting but rather upon the cancellation of one voltage
by another. This cancellation resulted in sharp limits with
no “giving” or leaking, When trouble did occur, it was
ustally immediately obvious because the high-gain ampli-
fiers became overloaded.

For the most part, the rest of the equations were handled
on the computer in a fairly routine manner. Except for
provisions which allowed the operators to drop the pod
from the plane, lower landing gears, shift the cg position,
and those stated previously, reliance was mainly placed on
dependable and familiar methods.

In tying analog equipment to the hardware, some diffi-
culties of instrumentation were encountered since the flight
control system accepted a 400-cycle amplitude modulated
signal rather than a dc signal. These inputs were shown
in Fig. 1 as the information from the air data computer
to the central unit assembly.

After some experience with the difficulties involved with
modulators was gained, a method was used in which trans-
mitting synchros, excited with-a 400-cycle signal, were
coupled directly to dc resolvers, With proper scaling, the
computer variables were made to drive the resolvers and
thereby position the flight system’s synchros.

The information from the power control linkage pack-
age was taken from the arms of dc excited Helipots, which
were coupled to the hardware, and fed into the computer
as analog voltages.

These signals consisted of:

1) Right and left elevon position,

2) Throttle and throttle servo output,
3) Resolution surface output,

4) Stick position.

Tying the computer to the cockpit simulator presented
a variety of problems; however, their solutions were all
provided for in the simulator’s original design. Actual
instruments or close approximations to the instruments
were installed on the flight panel in order to give the pilot
as realistic a presentation of his flight information as
possible.

Fig, 8—Cockpit servo unit.

Some indicators were simulated simply by altering the
face of a microammeter. Instruments having a “long
scale,” 250-degree rotation of the needle were preferred.
Those used in this project were Hickok 500 microammeter,
some with zero at the left and some with zero at the center.

The artificial horizon was especially complex and pre-
sented special problems. Because no way was devised to
simulate this instrument, a real artificial horizon was pur-
chased from Lear, Inc., and adapted for the specific usage.

Nine of the instruments chosen for the pilot’s panel were
driven by synchro repeaters (Fig. 8). Servo units, driven
by signals from the analog computer, were built to position
a synchro transitter, which in turn controlled the cockpit
instrument, a synchro repeater.

Components were selected to give adequate performance
at a reasonable cost. The Kearfott R-110 motor was chosen
because it was powerful enough and quite small, although
not small enough to be in the expensive miniature class.

All servos, except one, the altimeter, revolve one revolu-
tion or less, so one-turn follow-up pots were used. A type-
J Helipot with its shaft extending front and back was
selected. The motor, gear box, follow-up pot, and synchro
were mounted colinearly to save space, to reduce cost, and
to improve accuracy. If it had not been possible to ar-
range these components in a line, it would have been neces-
sary to use idler gears to transmit torque around 90-degree
corners, thus losing accuracy and space and increasing cost.

Magnetic amplifiers were used for power amplification
to drive the motor since they are compact, efficient, and
inexpensive. They controlled the flow of power from the
power line instead of the flow being furnished from an
expensive rectified power supply and thereby sharply re-
duced the necessary size of the dc power supplies. The
Kearfott R-601 magnetic amplifier was chosen because
of its small size, simple control circuits, and low cost. Its
response was good up to 20 cps, which was sufficient for
the instruments. Also, this cutoff “corner” frequency of
120 radians was safely remote from the motor cutoff
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frequency of 20 radians so that no unusual stability prob-
lems resulted from the use of this amplifier.

A two-stage dc preamplifier was used ahead of the mag-
netic amplifier. A summing circuit compared the inputs
with the outputs and produced an error voltage, which was
then amplified.

The Summers Model 85A flight table was, as shown in
Fig. 9, a two-axis, electromechanical system which simu-
lated airframe motion on a one-to-one time scale. The
equipment consisted of a control console and a two-axis
flight table, which contained two independently controlled
platforms, each driven by counter rotating electric motors.

The table could accommodate a 40-pound payload with
a maximum height of 11 inches. It was capable of un-
limited angular displacement in both yaw and roll and
could attain an angular velocity of 5 radians per second in
yaw and 6 radians per second in roll. The angular accelera-
tion attainable for yaw and roll was 50 radians per sec-
ond squared and 10 radians per second squared, respec-
tively. It proved adequate in every respect, except for the
fact that it was capable of but two degrees of freedom
rather than three. Had it been a three-degree-of-freedom
table, the study would undoubtedly have been extended to
the combination of both lateral and longitudinal equations
of motion.

PROCEEDINGS OF THE EASTERN COMPUTER CONFERENCE

Fig. 9—Two-axis flight table.

Problems in Flight System Simulation
E. J. McGLINN?

INTRODUCTION

N THE SUMMER of 1951, the Research Labora-

tories Division of Bendix Aviation Corporation

initiated the development of a high-performance
three-axis flight systems simulator for the Office of Naval
Research, Department of the Navy. This effort was com-
pleted late in 1953 with the satisfactory construction of
analog equipment designed primarily for the simulation
of high-speed air-to-air missiles in real time. This equip-
ment consists of a flight table and an associated simulator
electronics unit, The three-axis flight table provides for
the evaluation and testing of the actual control, stabiliza-
tion, and guidance system equipment under the influence
of angular motions of the simulated missile. The flight table
contains three independently controlled gimbals as shown
in Fig. 1 (opposite). The simulator electronics unit (com-
puter) contains the significant elements required for rep-

t Bendix Aviation Corp., Detroit 35, Mich.

resenting high-speed dynamics on a one-to-one time scale.
The computer (Fig. 2), when augmented by an analog
facility, allows the flight table to be used in the complete
trajectory simulation of a missile in three dimensions. (The
Bendix three-dimensional flight systems simulator is de-
scribed in more detail by Edwards and McGlinn.*)
After completion of the simulator, the Bureau of Aero-
nautics established an operating program at the Bendix
Research Laboratories in Detroit, Mich, For more than two
years the simulation facility engaged in a wide variety of
physical - simulation and equipment evaluation studies.
Early in 1957, the simulator was transferred to the Naval
Air Missile Test Center at Point Mugu, Calif.
Although the flight table was especially designed for fast
air-to-air missiles, the simulation program at Bendix also
required that it be used in the real-time simulation of sub-
sonic manned aircraft and missiles. A major difficulty in

*C. M. Edwards and E. McGlinn, “The use of the Bendix flight
table,” Proc. Natl. Stmulation Conf., pp. 6.1-6.7; 1956.
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Fig. 2—Simulator electronics unit.

such a simulation was the low-speed performance required
of the flight table. A technique of position control is de-
scribed which extended the range of the flight table into
the lower dynamic performance regions,

Another major problem connected with simulation of
guided missiles in three dimensions was the target-missile
geometry (i.e., computation of the direction cosines of the
line-of-sight vector). The large initial range and small miss
distances required placed severe requirements on these
computations. A technique involving continuous rescaling
was chosen for the simulation work accomplished on the
Bendix three-dimensional flight systems simulator.

SIMULATION OF THE MISSILE SYSTEM

The simulated missile system block diagram is shown
in Fig. 3. (Security regulations prevent a more detailed
system description.)

As a reasonable approximation of the anticipated flight
condition, the missile was assumied to fly at a constant
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Fig. 4—Gimbal computing system—schematic diagram.

Mach number. The aerodynamic coefficients used in the
simulation were varied with altitude since, with a constant
Mach number, the forward velocity varies with altitude.
Subsystem transfer functions were included in this study
and portions of the actual missile components were tested
in their respected locations in the simulation loop to estab-
lish their compatibility in the over-all system. The simula-
tion studies included the effects of heading errors, gyro
reference errors, boresight errors, steady winds, wind
shear, wind gusts, and target noise.

Two sections of this simulation were rather critical with
respect to the flight system simulator. These were the
flight table and gimbal computing system and the missile-
target geometry. These portions of the simulation and the
methods used to accomplish them provided the primary
problem in this particular simulation effort.

Tue Fricat TABLE AND COMPUTING SYSTEM

The gimbal computing system, as shown in Fig. 4, is a
nonorthogonal transformation of missile body angular
rates to the correct rates for driving the three flight table
servos. This system is composed of analog- equipment
using 1000-cps suppressed carrier signals. The perform-
ance characteristics of the system were as follows:
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0.15 per cent of full scale
50 cps
0.5 degree/minute (maximum),

Static accuracy
Bandwidth
Drift

The flight table, which contains the three servos, is an
integral part of the gimbal computing system. (A com-
plete discussion of the implications of this feature and the
performance requirements for flight tables may be found in
Blanton.?)

The flight table is driven by three rate servos with the
characteristics indicated in Table 1.

TABLE I
Roll Yaw Pitch
Maximum acceleration (rad/sec?) 2500 500 500

Maximum velocity (rad/sec) 50 15 15

Attitude range (for noninterfer-
ence of load—degrees)

Frequency for 90-degree phase

Continuous on all gimbals

shift (cps) 100 45 45
Transient time constant (sec) 0.002 0.003 0.003
Positional accuracy (degrees) 0.2 0.2 0.2

1000-cps suppressed carrier voltage
corresponding to a velocity com-
mand on all gimbals

Less than 0.015 per cent on all
gimbals

50 pounds (with the center of
gravity not more than 2.5 inches
from the center of rotation of the
yaw gimbal; at reduced pres-
sures, the center of gravity can
be as much as ten inches from
the yaw axis)

8-inch diameter
length

Input signal

Steady state velocity error

Maximum load

Load dimensions for noninterfer- and 15-inch

ence

These servos were, of course, designed for high-speed
missile simulation. The use of this equipment in the simula-
tion of a slower air vehicle might therefore be questioned,
since accurate low-speed servo performance is limited by
loop gain, static friction in the hydraulic motor and drive,
and the low-speed capabilities of the tachometer.

In the design of the flight table servos, the principal fac-
tor that limited the low-speed performance was the ta-
chometer. However, a careful choice of available ta-
chometers provided excellent low-speed performance. A
maximum load velocity variation of 0.5 per cent was
achieved at a load speed of 0.3 radian per second. (A more
complete discussion of the servo is contained in Bailey and
Feder.?)

Therefore, it is apparent that the low-speed properties
of the flight table are really quite outstanding, and that the
burden for accurate computation at any speed might be
placed on the other computing elements in the system.
Servo drift, however, must be considered. The flight table
servos are electromechanical integrators that are excep-
‘tionally free of the type of drift normally attributed to

*H. E. Blanton, “Performance Requirements for Flight Tables,”
erght-Patterson Air Force Base, Ohio, WADC Tech. Rep. No.
54-250, pt. 10; September, 1954.

*K. V. Bailey and M. S. Feder, “Design of a high performance
llxgél(mulic control system,” Proc. Natl. Simulation Conf., pp. 7.1-7.6;
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Fig. 5—Modified computing system.

the electronic integrator. Instead, the electromechanical
integrator is subjected to a “counter” drift because of the
tachometer. In effect, the tachometer feedback contains
positional information which acts in the same manner as
stiction in the servo. A more complete discussion of the
effects of this type error is contained in Jones.* In this
work, it was concluded that the errors of the two types
of integrators, electronic and electromechanical, have a
ratio on the order of
E, T,

E, T

where E, is the error of the electronic integrator, E,, the
error of the electromechanical integrator, % the ratio of the
average drift of the electronic integrator to the aximum
value of the tachometer positional error, T the total dura-
tion of the solution, and T the amount of time during
which the input to the electromechanical integrator is very
near the threshold. A good estimate for the value of % is
0.02. The value of T/T, for the simulation of subsonic
air vehicles involving lengthy flights is on the order of 2/3,
and at the extreme approaches unity. Thus, for this type
of simulation with the present configuration of the flight
table, the more accurate integration would be accomplished
with electronic integrators.

Therefore, to improve the integrating capability of the
system at low speeds, and hence the flight table resolution,
an electronic integration and a position feedback loop
were added to the yaw and pitch gimbal servos of the
gimbal computing system, as shown in Fig. 5. Although
system bandwidth was decreased by a factor of approxi-
ately two with the position feedback circuit added, the
response was more than adequate for the simulation study.
In addition, this improvement was accomplished with a
minimum of effort using standard flight simulator elec-
tronic components.

The improvement was immediately apparent in the simu-
lation operation since the drift problem was all but elimi-
nated. A trajectory with a duration on the order of three
minutes was compared to a digital check solution and a
maximum deviation of less than 2 per cent was obtained.

*T. Jones, Jr., “The propagation of errors in analog computers,”
Master’s thesis, Mass. Inst. Tech, Cambridge, Mass.; May, 1952.
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MissiLe TARGET GEOMETRY
Probably the most critical portion of any three-dimen-
sional missile simulation, with regard to the electronic
computer, is the missile-target geometry, or the kinematics
of the problem. The mathematical structure of the simu-
lated system was

X
] = —
R
y
m = ——
R
b4
n=-—
R

where

R=VZT P T &

x=fudt-|—xo
yzfvdt—I—yo
z=fwdt—|—zo.

In this formulation, R represents the missile-to-target
range; #, ¥, and 2, the relative components of the line-of-
sight expressed in inertial coordinates; u, v, and w, the
translational velocities; and I, m, and #, the direction
cosines of the line-of-sight in inertial coordinates.

An extensive preliminary study was conducted to obtain
a geometry system which would be suitable for this simula-
tion and compatible with the high resolution capacity of
the flight table. Square root and division loops, with an
accuracy of better than 5 per cent over a range of 100:1,
were considered necessary because the required miss dis-
tance was relatively small with respect to the initial range.

A number of methods were evaluated and found un-
suitable. The system adopted was one involving a continu-
ous rescaling process during the computation. The equa-
tions simulated were:

10kR = [(10kx)? + (10%y)? + (10k2)2]1/2

10kx
10kR
10ky
me=—
10kR
10kz

10&R

T.
k=f[a(10kR)+b]dzf+a for0< 1< T
i}

where
[a(10ER) + b0 = O

k=1 fort > T.
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Fig. 6—Missile-target geometry simulation diagram. Note: a, b, o
are adjusted for best results. a =b = 0.2, o. = 0.10.

The solution of these equations is shown in Fig. 6. Elec-
tronic multipliers were used throughout since rapid re-
sponse was necessary when target noise was introduced.
A rescaling servo was driven by the function % as indi-
cated. With the computer in the initial condition state, %
approximately equaled 0.1 (where unity indicated one
machine unit, or full scale). When computing, & increased
as R decreased according to the defining equation and
when R equaled 0.1, 2 was approximately 1. The unscaled
circuit provided good accuracy to 0.1 machine unit, while

" the rescaled circuit was accurate to approximately 0.01

machine unit. \

Resolution of the direction cosine information into mis-
sile axes was accomplished by the resolver computing sec-
tion of the flight systems simulator. For the over-all sys-
tem, accuracy was approximately 1 per cent for 0.1 < R
<1, and better than 5 per cent for 0.0l < R < L.

CoNCLUSIONS

It has been demonstrated that a real-time simulator with
a high dynamic range can be used for applications which
require performance on the lower portions of the dynamic
range. Such a simulation, using the Bendix three-dimen-
sional flight systems simulator, has been described. Prob-
lems encountered in the flight table and gimbal computing
system were solved by careful selection of critical com-
ponents (e.g., the feedback tachometer) and the addition
of an electronic integrator and a position feedback loop
to the yaw and pitch gimbal servos of the system. Problems
presented by the missile-target geometry were minimized
by use of electronic multipliers and a continuous rescaling
process during the computation.
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Analog, Digital, and Combined Analog-Digital

Computers for Real-Time Simulation
C. G. BLANYER' ano H. MORT*

INTRODUCTION

LARGE, important area of use for automatic com-
puting machines is the study of the dynamic op-
eration of physical systems, especially guidance and

control systems. If the mathematical model under study
describes in substantial detail an existing or contemplated
piece of equipment and if stimuli are employed that cor-

respond to those experienced by the equipment when in

use, the process of study is referred to as simulation. The
term simulation cannot be used to express a precisely de-
fined area of work because widely varying interpretations
are given to it. As used here, the term refers to an area
of computation comprising analysis of large, complex
systems that are represented in sufficient detail to include
many of the distinguishing characteristics of practical
equipment, even though few, if any, parts of the actual
system are linked with the computational components,

Although rapid solution of a problem is advantageous in
itself, the requirement for real-time speed in computation
becomes necessary only when the simulation includes actual
equipment. Additionally, the existence of identifiable sig-
nals related closely to physical variables in the real equip-
ment provides both concrete and abstract advantages, par-
ticularly if the computer signals occur in the same time
as in the actual equipment.

Simulation can be performed with either analog or digital
computers. Furthermore, the many variations of the tradi-
tional form of these machines tend to blur the distinction
between them, Most of the variations have resulted from
attempts to combine the advantages of the two methods.

The word analog itself indicates that analog computers
inherently involve a measure of simulation. Although simu-
lation indeed has formed a large area of activity for these
machines, the investigation of simple dynamic relation-
ships including only a few variables and the education of
engineers in the field of dynamics have been important uses
of analog computers. Because the principle of operation
of digital computers is the reduction of all relationships
to a few simple forms that can be performed with extreme
accuracy, a wide variety of operations, including book-
keeping and certain logical manipulations as well as simu-
lation studies, can be accomplished with these machines.
In general, they are most useful in fields where many
arithmetic operations must be performed with great ac-
curacy.

t Hydel, Inc, Cambridge, Mass. Formerly at the Dynamic
Analysis and Control Lab., M.I.T., Cambridge, Mass.

Although both types of computers have been used ex-
tensively for simulation, most installations leave much to
be desired from the point of view of convenience, accuracy,
and efficiency. The disparate characteristics of the two
types of machines indicate that either improvements in
each should take widely different forms, or that features
selected from each type should be combined to form the
most satisfactory simulator. One major difficulty associ-
ated with improvement in simulation computers is the lack
of a clear understanding of real requirements for a highly
effective simulator, together with a realistic comprehension
of what can be accomplished with various computing
methods.

The purpose of this paper is to review the characteristics
of analog and digital computers and of several variations
of these basic machines, to point out the areas in which
improvement is most needed, and to outline some of the
methods being investigated for achieving such improve-
ments. An attempt is made to describe the characteristics of
an efficient real-time computer and to evaluate the demands
that these characteristics would make on the computer de-

signer.

CHARACTERISTICS OF ANALOG COMPUTERS

The distinguishing characteristic of analog computation
is well known; physical quantities, such as voltages or
shaft angles, are constrained to obey relationships analo-
gous to variables existing in a real system. This process
is feasible because many different physical systems obey
mathematical laws of identical form. However, the ability
of a system to perform certain elementary mathematical
operations is not sufficient to make it useful for simulation.
Generation of complex functions and communication with
external equipment and personnel must be provided. Fur-
thermore, combination of operations into large groups
must be practicable. Certain abstractions that correctly
belong in the field of human engineering determine, to a
large extent, the utility of a computation scheme.

Before computer characteristics can be evaluated effec-
tively, appropriate criteria must be established. Three use-
ful criteria are the accuracy and the speed with which a
computation is performed and the degree of difficulty
associated with an operation. Error, or imperfect accuracy,
includes any deviation of a response from the required
result. Errors, which may exist statically or appear only
in dynamic operation, almost invariably accumulate when
functions are combined. Finite resolution results from un-
avoidable quantization of variables or from noise which
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limits the minimum discernible variation in a signal. Al-
though speed can be measured quantitatively, the appropri-
ate criterion in simulation is whether the dynamic error
in an operation permits or prevents real-time operation.
The term “difficulty” (as used above) applies particularly
to operations that reduce significantly the convenience of
computation, or that result in great effort or expense.

The irreducible minimum error in a simple analog com-
putation is set by the accuracy that can be maintained in
the basic circuit elements. Designers have concluded that
the characteristics of materials limit this basic accuracy to
roughly one part in 10% although the stability of available
circuit elements and their freedom from parasitic effects
have increased steadily during the past decade.* As a result,
the relatively simple mathematical operations of summa-
tion, multiplication by a constant, integration, and the
inverses of these operations, usually can be performed to
an accuracy of three significant figures. Typical noise
levels limit resolution to one part in 10* of full scale. Lags
associated with these components are inconsequential, with
certain exceptions noted later. Errors common to electronic
analog integrators are of a type that may be almost negligi-
ble in the simulation of closed-loop systems. However,
these errors can prevent open-loop operation of typical
integrators in many circumstances, particularly if long
computing times are involved. The unavoidable noise in
computer circuits frequently prohibits the explicit use of
differentiation. However, in many simulation problems, a
lag can be associated with the differentiation without intro-
ducing unacceptable dynamic errors. Unless an indirect
method of computation can be utilized, integration and
differentiation with respect to variables other than time
can be -accomplished only with all-mechanical devices that
are both slow and inconvenient.

The operations of multiplication and division of varia-

bles and function generation are difficult to perform in
most analog installations. Static accuracy varies between
1/10 per cent for multiplication and 1 per cent for the
generation of complex functions. Dynamic performance,
even of the electronic methods, usually is not completely
satisfactory. The use of servomechanisms to convert volt-
ages into shaft positions makes possible various combina-
tions of these operations in output elements; however,
resolution as fine as 0.01 per cent in output potentiometers
can be achieved only in linear elements. Furthermore,
severe rate and acceleration limits impair servo perform-
ance. A typical unit requires a few tenths of a second to
reach full scale at maximum speed and may require an
equal time to accelerate from zero to full speed.
Programing and setup procedures for analog computers
are readily intelligible to engineers. A computer diagram
is very similar to the familiar block diagram. In many
installations, the interconnections of individual circuit
elements to form functional units must be planned; in

*G. A. Korn and T. M. Korn, “Electronic Analog Computers,”
McGraw-Hill Book Co., Inc., New York, N.Y.; 1956.
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others, only the functional units themselves need be con-
nected. Although setup typically consists of making physi-
cal connections between units by means of patch cables
and of setting controls, examples exist of installations em-
ploying remote, as opposed to manual, connections and
settings.? Automatic or especially convenient manual meth-
ods of changing a few settings and a few parameters may
be provided. The physical manipulation of connectors and
controls included in setting up and operating the machine
is time consuming, but forms a psychological aid for the
operating personnel.

In summary, an analog computer is characterized by
similarity to real systems, both in detail and in an over-all
sense. Most simple operations of algebra and the calculus
can be performed with approximately three-place accuracy
and four-place resolution, although only a single inde-
pendent variable is permissible in most integration and
differentiation. Nonlinear operations, which are relatively
difficult to perform, limit achievable resolution and tend
to be at least an order of magnitude less accurate than
linear operations. Speed is no problem in the simpler op-
erations, however, the dynamic performance of servos
and many nonlinear devices is marginal in large-scale real-
time simulation. Over-all solution accuracy typically is
1 per cent in the simulation of a closed-loop system of
medium complexity. This degree of accuracy suffices for
many engineering applications.

CHARACTERISTICS OF Dicrtar, COMPUTERS

In a digital computer, bits of information are carried in
groups by means of a spatial arrangement of signals or a
time arrangement of pulsed signals. Because essentially all
mathematical operations can be approximated by successive
applications of addition and comparison, solutions to dif-
ferential equations and other manipulations required for
the simulation of systems can be obtained.

The basic operations must be combined to form func-
tional relationships to a much greater extent than in analog
computers; in most digital computers, these basic opera-
tions, which are separated in time by repeated communi-
cation with a memory, must be performed sequentially.
Because the degree of approximation permitted in non-
exact functions can be varied, the speed and accuracy of
operation are not fixed quantities. Furthermore, the use
of sequential operations causes speed and accuracy to be
functions of problem complexity. If the details of the op-
erational methods to be employed are left to the programer,
the effectiveness of the speed-accuracy compromise de-
pends, to a great extent, upon the skill of the programer
in the fields of numerical analysis and logical manipulation,
and upon the time allowed for program preparation.

Resolution, which usually can be measured in tens of
binary digits, forms essentially the only limit to the exact-
ness of basic operations such as addition and multiplica-

*H. E. Harris, “New techniques for analog computation,” Instr.
and Automation, vol. 30, pp. 895-899; May, 1957.
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tion. If a problem requires a large number of multiplica-
tions, the time required for multiplication may determine,
to a significant degree, the resolution that can be retained.

Operations of the calculus are performed by approxi-
mate arithmetic procedures, with the programer exercis-
ing some choice of the specific method to be used. Again,
results are repeatable precisely and indefinitely, although
the errors introduced by approximations and truncations
may be serious if rapidity of operation consistent with
real-time simulation is required. Functions may be gener-
ated by solution of a formula, consultation of a stored table
of values, or interpolation between widely spaced stored
values. The evaluation of integration presented here also
is appropriate for function generation, except that the
latter process may require a large part of the available
fast-access storage space.

The performance of general-purpose digital computers
is difficult to assess, owing to the wide variety of computing
methods that can be used and the close relationship be-
tween problem complexity and the speed-accuracy com-
bination. However, the accuracy of typical installations
might be estimated at a few per cent for applications such
as real-time simulation of a missile in three dimensions.

Because of the method by which information is read in
and stored, a large mass of detailed data, such as that in-
volved in the description of an arbitrary function, can be
inserted or changed quite rapidly. This advantage is offset
partially by the fact that instructions for relatively simple
operations also consist of a large mass of details. Program-
ing essentially consists of an exercise in numerical compu-
tation with a limited choice of methods and language de-
termined by specific design features of the computer.

Special routines such as the Differential-Equations
Psuedo-Code Interpretor (DEPI)® and the Numerically
Integrating Differential Analyzer (NIDA)* have been
developed. These methods reduce the amount of work
associated with programing and result in a setup procedure
that is similar to that for an analog computer. These rou-
tines, of course, do not alter the capabilities of the machine,
nor do they eliminate the necessity for knowledge of cod-
ing in specific machine language. However, they do reduce
the problem of treating differential and integral relation-
ships in terms of numerical analysis. The net result of
using these routines, however, may be a decrease in speed
of computation because the simplified code must be trans-
lated by the machine into digital-machine instructions and,
moreover, these sets of instructions usually are not effi-
cient.

The concepts embodied in special programs have been
extended to special machines that are programed perma-

3F. H. Lesh and F. G. Curl, “DEPI: An Interpretive Digital
Computer Routine Simulating Differential-Analyzer Operations,”
Jet Pg;)pulsion Lab., Pasadena, Calif., Memo. No. 20-141; March
22,1957,

*H. H. Anderson and J. R. Johnson, “Numerical Integration of
Differential Equations on the 704 EDPM,” Eng, Lab., IBM Corp.,
Posughkeepsie, N.Y., Tech. Rep., Code: 011.070.592; January 11,
1956.
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nently to permit convenient solution of integro-differential
equations. The most widely known of these is the Digital
Differential Analyzer® or DDA. In such machines, special
sections of the memory, designated integrators, are ar-
ranged to be processed in sequence by an arithmetic unit
in accordance with a simple integration formula. These
so-called integrators also can be used as servos, limiters,
and generators of simple functions. Typical DDA ma-
chines offer no substantial advantage over general-purpose
computers in speed or accuracy, and their performance
may be poorer owing to the extremely simple methods of
integration employed. However, most systems engineers
undoubtedly would find these special machines easier to
use.
CoMPARISON OF COMPUTERS

The task of comparing mechanisms that are basically
as different (and diversified) as analog and digital com-
puters perhaps can be accomplished best by concentrating
on the results of operations instead of on the operations
themselves and by commenting on the techniques necessary
to utilize them, The following evaluation is based on the
characteristics of existing computing equipment rather
than on the inherent features of the two types of machines.

The accuracy of digital computers accounts for their su-
periority in algebraic operations, particularly in critical
processes such as summation of large, nearly equal quanti-
ties. All-algebraic loops usually must be avoided in analog
machines owing to stability problems. The range of prob-
lems that are possible with analog computers is restricted
because most analog installations are capable of perform-
ing only a few multiplications of variables, with marginal
accuracy. On the other hand, the time required for multipli-
cation, either by constants or variables, may become sig-
nificant in digital computers if many of these operations
are necessary.

Digital integration on a real-time scale is quite difficult.
Complex integration formulas require many operations
and raise questions of convergence. Simple methods re-
quire a high density of points in time, furthermore, they
introduce serious limitations on the rate of change of
variables. For example, even an electromechanical analog
servo or servo integrator may be capable of changing its
output two or even three orders of magnitude faster than
a digital-counter type of integrator with equal resolution.

The ease with which arbitrary functions can be set up
and changed in a digital computer is an advantage that is
particularly significant in systems studies involving em-
pirically derived relationships. This advantage extends to
a variety of analytic functions as well. However, a speed
problem may exist in real-time simulation if many func-
tions are to be represented.

Analog computers have superior characteristics for
programing and communication. The advantages lie not

SM. L. Klein, F. F. Williams, H. C. Morgan, and S. Ochi,
“Digital differential analyzers,” Instr. and Automation, vol. 30, pp.
1105-1109; June, 1957,



. Blanyer and Mori: Computers for Real-Time Simulation

only in the close parallelism between the system and ma-
chine diagrams—an advantage shared in part by DDA
machines—but also in the parallelism between control
systems and analog-computer elements, The physical as-
pects of communication, such as connection of real com-
ponents and read-out of data, cause complexity or speed
difficulties in digital computers.

Although special programs and machines have increased
the usefulness of digital computation in simulation, numer-
ous factors tend to limit the speed of digital machines, and
therefore, analog computers are superior in many applica-
tions requiring high operating speed. The margin of dif-
ference is difficult to assess quantitatively. However, some
conception of the problems involved can be gained from
consideration of the operations performed in a large-scale
simulation. A recent three-dimensional guidance study per-
formed on the large-scale analog computer at M.I.T. in-
volved the following individual mathematical operations
(exclusive of scale-factor changes):

Additions of two quantities: 65
Multiplications by a constant: 102
Multiplications and divisions by variables: 51
Integrations: ; 23
Generation of analytic functions: 25
Generation of arbitrary or piece-wise linear
functions: 11.

This simulation was conducted in real time (a solution
time of approximately 20 seconds). In a similar situation,
the programing and operation of a digital computer to ob-
tain a check solution for this analog machine became so
tedious that the check solution had to be simplified to an
extent that rendered it almost useless.

Certain abstractions assist the analog user. First, the
tangible features of these machines aid in orienting the
engineer and often help him to feel at ease with the me-
chanical aid. Second, the computer may be one of the few
contacts with the realities of the physical world for the
systems analyst who does not work closely with com-
ponents. An example in system synthesis occurred recently
at M.ILT.® A design of a time-variable control system,
that was ingenious theoretically but unfeasible practically,
was reconsidered after troubles in the simulation procedure
illustrated the difficulties involved.

TRENDS IN COMPUTATIONAL-SYSTEM IMPROVEMENT

Activities in the development of computer components,
control systems, and programing methods have included
the refinement of commonly used techniques and the trad-
ing of methods between digital and analog computers. Also,
a number of schemes have been devised for making more
efficient use of existing facilities.

¢ P. Goldberg, R. V. Morris, and L. H. Walker, “Multicondition
Terminal Control and Its Application to Aircraft Landing,” Dy-
namic Analysis and Control Lab., M.I.T., Cambridge, Mass., Rep.
No. 109; September 30, 1957.
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Much of the development effort in analog systems has
been devoted to providing faster means for setting up and
checking computers. Arrangements exist whereby pa-
rameter setting and function-generator calibration instruc-
tions are reduced to taped commands that can be fed to the
machine automatically. Automatic digital print-out of data
is being included in many installations.

In the digital field, the effort to increase the rate at which
operations are performed probably will go on indefinitely.
Because memory storage has been a bottleneck in attempts
to increase both capacity and speed, much work has been
concentrated in this area. Most installations now provide
several means of storage characterized by a variety of
capacities and access time. An example of an advanced sys-
tem is a photographic technique for high-scanning-rate
storage that is under development at M.I.T.” This scheme
utilizes a projection system and a rotating mirror to sweep
digital information stored on a photographic medium past
a row of stationary photoelectric transducers. Preliminary
studies indicate that a reading rate greater than 107 bits
per second is obtainable.

Better methods for taking advantage of the capabilities
of existing facilities are being devised. For example, highly
accurate solutions can be obtained with relatively. low ac-
curacy equipment by the solution of variational equations
describing deviations from a known solution. This tech-
nique is particularly valuable with analog computers. Basic
equations can be solved with very small error by digital
or other means; standard conditions are employed in this
solution for parameters and relationships that are to be
varied. Equations describing the dependent variables of
interest then can be linearized about the standard solution.
If this technique is applied to a systems study, such as an
investigation of ballistic missile trajectories, the variational
equations can be generated as linear equations in time with
coefficients that vary as integral powers of time. Because
the equations describe relatively small deviations, the ef-
fects of errors are reduced by one or two orders of magni-
tude. The equations, in general, include a large number
of multiplications and. similar functions that may prove
difficult for many computers. However, the situation is
one in which an increase in the quantity of available equip-
ment increases the accuracy by reducing truncation errors
in the expansions. In a recent simulation study using these
variational techniques at M.I.T., an equivalent over-all ac-
curacy of four significant figures was obtained.

Techniques for more efficient utilization of digital com-
puters usually include methods for reducing the detail .
required in programing, and frequently involve procedures
based on the block-diagram concept. Examples of trends in
this direction are the DDA machines and the DEPT and
NIDA programs referred to previously.

Advanced digital computational schemes, as well as

*D. M. Baumann, “A High—Scannihg Rate Storage Device for
Computer Applications,” presented at Twelfth Natl. Meeting, Assn.
for Computing Machinery, Houston, Texas; June 19-21, 1957.
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convenient programing techniques, are being devised. Im-
proved integration formulas and other computational algo-
rithms have been incorporated into an all-digital system
for an operational flight trainer. This work,® which was
done at the University of Pennsylvania, was supported
by studies of the rate at which discrete computer solutions
are required to ensure stability. A study of faster integra-
tion schemes for DDA’s has been conducted at Harvard.®
The results indicate that the use of complex integration
schemes instead of the simple methods presently used in
DDA’s will improve the speed of computation considera-
bly. An extension of DDA techniques has resulted in the
Incremental Computer,’® which solves a single basic equa-
tion that can be rearranged to perform many different
mathematical operations.

The increased use of analog-style programing for gen-
eral-purpose digital computers can be expected to continue
because the versatile general-purpose machines are becom-
ing common pieces of equipment to satisfy demands other
than those of simulation studies, and because block-diagram
organization possesses undeniable advantages for engi-
neers. The extension of the combination of digital circuitry
and analog form is resulting in the appearance of two
types of hybrid systems that differ mostly in the degree to
which the principle of combination is carried.

One hybrid device operates internally on a digital basis,
but accepts analog inputs and delivers analog outputs. An
example is the DTANA system® that was under develop-
ment at M.I.T. This system performs function generation
and multiplication by digital techniques. Functions of a
single variable are stored on a magnetic drum and read
out at command from a coincidence detector that compares
an analog input with the stored values of the independent
variable. The function is delivered to the output through
an analog amplifier in which the gain is determined by the
digital signal. In a more extensive project, a complete
combined system is being designed at M.I.T. for use as an
operational flight trainer.!? This real-time analog-digital
simulator employs conventional analog integrators, but
performs all other computation by floating-point digital
techniques. Programing requires no familiarity with
the logical structure of the computer. Another method
under study at M.I.T. involves the unique combination of
digital equipment and a time-shared electronic analog multi-
plier.

#W. H. Dunn, C. Eldert, and P. V. Levonian, “A digital computer
for use in an operational flight trainer,” IRE TrRANS. o ELECTRONIC
CoMpUTERS, vol. EC-4, pp. 55-63; June, 1955. :

°R. L. Alonso, “A Special Purpose Digital Calculator for the
Numerical Solution of Ordinary Differential Equations,” Computa-
tion Lab., Harvard Univ., Cambridge, Mass., Prog. Rep. No. AF47;
1957.

*W. J. Moe, “A Digital Computer System for Airborne Appli-
cations,” presented at Natl. Conf. on Aeronautical Electronics, Day-
ton, Ohio; May 14-16, 1956.

1P A. Hurney, Jr., “Combined analogue and digital computing
techniques for the solution of differential equations,” Proc. Western
Joint Comp. Conf., pp. 64-68; 1956.

2FE., W. Pughe, Jr, “Logical design of a real-time analog-
digital simulator,” M.S. thesis, Elec. Eng. Dept., M.1.T., Cambridge,
Mass. ; 1957. )

PROCEEDINGS OF THE EASTERN COMPUTER CONFERENCE

A combination of individual analog and digital com-
puters incorporating the best features of both systems has
proved useful. In such a combined analog-digital simulator,
each subsystem should be handled by the type of computer
to which it is most readily adaptable.*® This procedure has
been implemented at the National Bureau of Standards in
the simulation of a closed-loop sampled-data system involv-
ing a human operator and control equipment.** The prob-
lems of accuracy and drift in a long-time kinematic prob-
lem suggested the use of a digital computer, and the need
for a large number of solutions to gather statistical data
(owing to the nonrepeatability associated with a human
operator) indicated the desirability of analog computation.
The simulation of this system by either analog or digital
computers separately could have been done, but with diffi-
culty. In the combined system finally selected, the analog
machine is used for dynamic-equation solution in real time
and for activation of display devices. The use of digital
computation is restricted to operations requiring precise
and accurate computation, logical decisions (including con-
trol), and the statistical analysis of resultant data.

A combined analog-digital arrangement is being studied
at the Ramo-Wooldridge Corporation to reduce the amount
of time required to perform a three-dimensional missile
simulation.”® Simulation of the missile is being accom-
plished on the analog machine, and the kinematics has been
assigned to a digital computer. One technique being em-
ployed is the combination of analog and digital integration,
in order to produce a fast, accurate system, by integrating
the high-frequency signal components by analog techniques,
and the low-frequency components by digital methods. The
combined simulation has been estimated to require twice
as much equipment, but only one fifth the time of the
equivalent operation performed completely by digital
methods. An all-analog computation was ruled out in this
instance by the accuracy requirements. Although real-time
simulation was not a necessity here, high computation
speed was desirable because a considerable amount of sta-
tistical work was contemplated.

Another combination of an analog computer and a digital
computer is being attempted at Convair.*® A rather com-
plex weapons system is being simulated in real time be-
cause physical system components are to be included. An
all-analog simulation is impractical in this situation owing
to the accuracy requirements, An all-digital simulation
would prevent real-time operation.

Considerable activity is occurring in this area; the gen-
eral trend is to use digital equipment with a fixed program
for the portions of a simulation that demand extreme ac-
curacy and to reserve an analog computer for high-

# 7, H. McLeod and R. M. Leger, “Combined analog and digital
systems—why, when, and how,” Instr. and Automation, vol. 30, pp.
1126-1130; June, 1957.

#H. K. Skramstad, “Combined Analog-Digital Simulation of
Sampled Data Systems,” presented at the ATEE Summer General
Meeting, Montreal, Can. ; June 24-28, 1957.

*® 7. H. McLeod, Jr., “The simulation council newsletter,” Instr.
and Automation, vol. 30, p. 695; April, 1957,
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frequency dynamic simulation involving extensive param-
eter variation.

TrE FUTURE OF SIMULATION COMPUTERS

The temptation to describe a Utopian computation
scheme is difficult to resist when the advantages and disad-
vantages of existing simulation equipment are outlined.
However, specifications of this nature are best modified
by economic and practical factors which may play a large
part in determining future trends in machine computation.
Such factors are considered briefly here.

A computer for simulation purposes should not be de-
signed to unnecessarily stringent specifications. Errors of
approximately 1 per cent in the final solution can be tol-
erated for many simulation problems, although a machine
capable of repeating solutions to approximately 0.1 per
cent is desirable. Certain operations probably should be
performed to four-place accuracy to achieve this goal.
Variable accuracy would be desirable in a computer for
simulation if accuracy could be traded for simplicity. Al-
though over-all accuracy to four places may be highly de-
sirable in a few applications, the computer should be de-
signed for ease of preparation for less accurate computa-
tion. Complexity in preparation and equipment for the
high-accuracy computation probably could be tolerated.

As indicated earlier, the speed requirement can be stated
simply in that real-time operation is required. In any case,
speed should be sufficient to permit the operator to compare
successive ' solutions mentally. Provision for a variable
time scale is useful for checking and exploratory purposes.

Preparation, setup, and control of the computer should
be characterized by convenience and flexibility. Further-
more, rapid, convenient programing should be possible
without the need for special skills. Setup for a new prob-
lem should require a short time in comparison with the
computing period; little is gained in reducing to fifteen
minutes the setup time for a two-week program if multi-
ple-shift computer operation is not used. Adjustment of
parameters in a system as well as changes in subsections
of a-system should be convenient operations. Means for
incorporating real equipment and human operators in a
systems study on a computer should be provided.

A few additional comments on operations and methods
may be worthwhile. The machine must be capable of per-
forming multiplications, divisions, and common types of
nonlinearities easily and in quantity. Purely arithmetic
computations must be possible without special techniques.
Machine capabilities should include dynamic operations
such as integration and differentiation on more than one
independent variable. Automatic scale factoring should be
provided to reduce the drudgery of preparation and check-
out; components should be checked automatically, and
means for repeating a preset static check should be availa-
ble. Both digital and analog read-out displays should be
provided to preserve the advantages of multiplace ac-
curacy as well as the graphical form of data presentation.
If substantial sections of the machine are unused during
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studies, the installation should be arranged for simultane-
ous use on more than one problem.

Machine setup and physical arrangement should be
based as thoroughly as possible on concepts that are fa-
miliar to the engineer. The block-diagram or flow-chart
representation of relationships has proved its value re-
peatedly, not only in engineering, but also in unrelated
fields in which organization is important. The widening
range of subjects with which an engineer must become
acquainted suggests that additional burdens of learning
should not be placed on technical men to enable them to
use computational aids. Not only should specialized ma-
chine languages be avoided, but optimum machine exploi-
tation should not require detailed knowledge of electronic
circuitry.

Comparison of these specifications with the capabilities
of analog and digital computers indicates that a computing
facility composed of both types of equipment suitably in-
terconnected would be of great immediate utility. Func-
tions could be assigned to the type of mechanism best
suited to the specific operation ; in addition, individual op-
erations might be performed by combined types of equip-
ment separated on a time basis or some other basis. For
example, slowly varying components of signals might be
calculated by digital means while the analog equipment is
being utilized essentially for time-wise interpolation. Of

~course, any such combination schemes place a heavy bur-

den on analog-to-digital conversion mechanisms. Because
many of the troubles associated with digital simulation
could be alleviated by improved conversion equipment, the
development of fast, convenient converters probably
should be emphasized in simulation-computer develop-
ment programs.

To establish firm goals toward which computer design-
ers should be working, accuracy and speed requirements
should be determined carefully. As indicated previously
in this section, accuracy to four and five or more signifi-
cant figures is not vital to much successful simulation.
Experience in a large analog computing facility has shown
that over-all agreement between analog and digital check
solutions can be maintained to approximately Y% per cent
for complex systems by careful and laborious trimming
of the analog. On the other hand, the effort required to
achieve these small errors is not applied during large parts
of the simulation because the desired information on sys-
tem behavior is obtainable without it.

Undeniably, real-time speed is mandatory for the class
of simulation including environmental component testing,
human-response investigation, and similar activities. How-
ever, in many cases, inclusion of real-system equipment in
a simulation is a mistake even if the possibility exists and
is attractive. An analogy exists between this situation and
the process of obtaining an answer to a problem without
understanding the method of solution. In a variable-time-
scale computer, operators frequently adjust the length of
a problem to suit personal preference (limited by ma-
chine capabilities, of course) without much regard for
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the realism of the time scale employed. This suggests that
factors other than physical tie-in, or the desire to obtain
data very rapidly, are operative in the selection of an ap-
propriate solution time. In wide varieties of dynamic sys-
tems, the real-time scale may be so short or so long that
real-time simulation is either absurd or highly undesira-
ble. Recent work at M.I.T., for example, has included
simulation of systems in which transients are completed
within microseconds at one extreme and last for many
years at the other extreme. Study of systems with such
diversified characteristics should not be excluded from con-
sideration in planning simulation computers. Thus, the
goal in speed for such computational systems probably
should be based on the preference of operators; rapidity
of computation that is fitted to an engineer’s direct mem-
ory span and other mental processes appears to be con-
sistent with the needs of most simulation where real-time
scales are desirable.

Although analog equipment approaches fairly closely the
accuracy required for most simulation purposes, substan-
tial improvement in this respect seems doubtful. On the
other hand, the tenfold or hundredfold increase in speed
necessary for satisfactory utilization of general-purpose
digital computers for simulation probably cannot be ac-
complished efficiently by the brute-force speedup of indi-
vidual operations. At least one combination of character-
istics of the two basically different machines would be
highly satisfactory; that is, a system arranged and handled
in analog form, in which operations are performed simul-
taneously by digital techniques. Parallel operation is prob-
ably the most efficient mechanism for obtaining the speeds
required. By means of this technique, a simulator can be
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developed in which sections, if not individual operations,
are independent and can be isolated; an increase in com-
plexity or accuracy would involve the utilization of more
equipment and would increase the cost, but would not en-
tail a loss in speed.

Any scheme that results in specialization of a computer
leads to economic repercussions, some of which can be
severe. The tremendous number of digital computers in
use may be attributed to the extremely wide range of ac-
tivities in which these machines are useful, if not vital
Any computer that is limited to simulation work by in-
herent design features is restricted to a smaller market,
a smaller volume of use, and substantially less support
both in operation and in crucial developmental activities.
Although advanced programing procedures may simplify
the use of digital computers in the field of simulation, they
are not likely to remove the obstacles inherent in the ap-
plication of ordinary general-purpose digital machines to
real-time simulation. If this assumption is correct, the
future of simulation computers depends upon two things:
the ingenuity and activity of the users of such machines
in extending the field of systems analysis to the immense
areas in which these methods are applicable, and the ability
of designers to devise machines that retain the versatility
of general-purpose digital computers while fulfilling the
unique requirements of simulation computers.
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Discussion

A. S. Baron (Westinghouse Electric
Corp., Baltimore, Md.): Can you furnish
the names and the locations of the hybrid
installations to which reference was made?

Mr. Mori: We have a number of copies
of this paper available; it has a complete
bibliography and the references are in
there.

H. McKenna (General Motors Re-
search): What analog computer are you
talking about when you quote 1 per cent
accuracy for a simulated system? How
many amplifiers in this system and is the
system linear or nonlinear ?

Mr. Mori: The computer to which I
referred mostly was the home-built analog

computer at the Dynamic Analysis and
Control Lab of M.I.T. This was originally
built in conjunction with the three-axis
flight table. A part of it consists of ac
carrier equipment. There are 15 electro-
mechanical rate servos or integrators, each
of which can have five output elements; in
conjunction with this we have about 130
dc amplifier operational amplifier positions.
The entire system has been estimated as the
equivalent of 400 to 600 amplifier positions.
It is very definitely nonlinear. Multiplica-
tions and so on are done in the servo part
of the system.

H. F. Meissinger (Hughes Aircraft
Co., Culver City, Calif.): In reference to

" the variational approach mentioned, does

this mean the behavior of the system is
predicted on the basis of linear (or higher

CT2E=0

order) extrapolation from a solution ob-
tained on the computer ?

Mr. Mori: You obtain a solution first
on digital computer or by hand computation
methods or in some cases you can get an
analystic solution if you leave out some of
the complications. Then you must develop
some variational equations from this. You
can expand terms in Taylor series, or simi-
lar operation. These variational equations,
which describe deviations from basic equa-
tions, then are placed on the analog com-
puter and simulated.

E. L. Harder (Westinghouse Electric
Corp.) : How long did the digital check solu-
tion take?

Mr. Mori: On a simulation of a tran-
sonic aircraft that we studied, it took one
programmer four months.
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The Place of Self-Repairing Facilities in Computers

with Deadlines to Meet
1.OUIS FEIN'

INTRODUCTION

ROM the title of this paper, one might expect to

find in it exclusively a detailed account of self-

repairing facilities in computers. However, the ob-
jective here is to identify the place of self-repairing fa-
cilities in computers with deadlines to meet. The objective
is not to discuss details of self-repair. How does self-re-
pair fit in with the host of techniques used and proposed
for attaining the performance required of equipment with
severe deadlines to meet?

In order to find a place for any activity with respect to
related activities, one must set up a framework, a classi-
fication schema, allowing for the proper placement or
classification of this activity. Thus, this paper contains a
classification of used and proposed techniques for attain-
ing high computer reliability, here called performability.
In addition, a concept of deadline is quantitatively defined.
Finally, the place of self-repair as a technique is identified.
Economic implications of these techniques are not dis-
cussed here.

DEADLINE SITUATIONS AND SOME PRACTICAL
ExAMPLES

“Computers with deadlines to meet” is the theme of this
conference, We suspect that what motivated the organizers
of this conference was a inore specific concern about com-
puters with severe deadlines to meet—those computers that
must operate in real time, for example. In fact, this ex-
ample seems to predominate here. But it is clear that all
operating computers have some kind of deadline to meet;
they are not all severe, but they are deadlines. We recog-
nize that these deadline situations are important, yet the
notion of deadline is still rather qualitative, One is thus
motivated to characterize such deadline situations quanti-
tatively; i4.e., this characteristic situation parameter that
entirely describes the deadline situation in terms of its
quantitatively defined elements should be isolated, named,
and defined, and should have a unit selected for it. Results
should, of course, be harmonious with intuition and ex-
perience. It would be attractive to be able to assign a num-
ber to the severity of a deadline situation both to measure
the severity of the deadline and to make a quantitative
comparison among deadline situations having different
degrees of severity.

A deadline situation contains several important ele-
ments. The elapsed time from start to end of a computa-

* Consultant, 431 Ferne Ave., Palo Alto, Calif.

tion is significant in determining the severity of a dead-
line, and it is intuitively clear that the amount of work
to be done during this available time, and the capability
and reliability of the equipment are also significant param-
eters whose values contribute to how we feel about the
“toughness” of a deadline. This deceptively simple de-
scription identifies those situation characteristics that
should be named and defined, and for which units should
be selected. Thus, the concept of deadline can be handled
quantitatively, in terms of time (the variable usually con-
sidered exclusively), and in terms of a relation between
relevant characteristics of the computer and relevant char-
acteristics (the application parameters) of the job to be
done by the computer. (One of the fundamental problems
in the computer field is to identify, name, define, and se-
lect units for the characteristic parameters of computers,
as well as the characteristic parameters of representative
applications, and finally to find functional relation among
them, It will be noted later that in the case under discus-
sion here, we indeed have a simple illustration of computer
parameters like power and up-time, of an application pa-
rameter, like the time available and required to do the job,
and of a functional relation among these parameters,
namely the deadline ratio.)

It is sufficient for our purposes to borrow some basic
concepts from elementary mechanics. One is inclined to
name the characteristic that would measure the severity
of a deadline the “deadline ratio” or “deadline coefficient,”
and to define it as the ratio of the time T; required by a
given equipment to do a job, divided by the time Ty, avail-
able or scheduled to do this job, i.e.,

deadline ratio = T;/Ty.

Thus, when a job is to be done within the capabilities
of the equipment and within a given time (Ty), the situ-
ation is characterized by a deadline ratio less than or equal
to one; without these conditions, it would be greater than
one.

It will be found useful to rewrite the expression for the
deadline .ratio in terms of machine and time parameters.
The work Wy, that can be done by a given equipment in
available time Ti may be written as the product of the
equipment power utilized on this job P, and Ty,

Wmax = Pu-T1,
where P, is the time rate at which work is actually being
done by the computer.

The amount of work W required to be done on the job
requires time
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tq = down time.
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the deadline ratio
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For a situation wherein the work to be done in availa-
ble time Ty, is to be the maximum work that can be done
by a machine operating at a given power (P,), the down
time tq must be zero, and W = Wy ; i.e., the deadline
ratio is one.

This is characteristic of many so-called “real-time”
situations. In this context, the following remarks are ad-
dressed to some problems of the design of equipment use-
ful in situations whose deadline ratio is one or very close
to one for both short and sustained periods of time. Let
us first note some practical examples of such situations as
well as the relevant activities of designers in this aspect of
the field.

A most significant military deadline situation with dead-
line ratio equal to one is the situation in which the SAGE
system is designed to operate. Here the value of Ty is
large indeed. The central component of the SAGE air-
defense system is a digital computer. Radar and other
data are accepted and processed by the computer and a
complete description of the air situation is prepared and
presented to operators. The equipment is interrogated and
gives commands to the external environment. In this ap-
plication, as already noted, the system requirement is for
continuous operation.

Every branch of the service has requirements for equip-
ments that will operate without error during offensive or
defensive operations. Inasmuch as the frequency and dur-
ation of these operations are, on the whole, unpredictable
(i.e., Tr, may have a wide range of values) the problem of
designing equipment to meet these requirements is, in a
sense, no different from the problem of designing for con-
tinuous operation.

Some business-type applications impose requirements
that are also severe. If payrolls are delivered late, or if
some checks are incorrect, there will be grief, consterna-

tion, discontent, etc. When computing equipment is called

upon to handle these deadline situations, one is again faced
with the task of getting a prescribed amount of work done
every day. In commercial-account banking applications
there is the double requirement that a prescribed mini-
mum amount of work must be done with the equipment
each banking day, and some of the work must be done
within certain prescribed hours of the day. For example,
laws in certain areas require that checks that are to be re-
fused payment must be returned by a specified time of the
working day. Statement day is important to some of us.
Here again one can imagine that it is imperative for the
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. equipment to provide a certain minimum of error-free

operation for a prescribed period prior to statement day.

In industrial control applications where an operating
staff normally controls the factory processes inside the
factory, many situations are characterized by deadline
ratios of one for a certain period within the working day,
which may be twenty-four hours in some cases. Argu-
ments concerning the use of computers in industrial con-
trol revolve about the problem of obtaining equipment that
can provide the required error-free operation. As long as
such equipment is not available, it seems that the proper
function of the computer can not be to control a plant di-
rectly but only to provide information to operators, man-
agers, foremen, etc. Then if the computer fails, the fac-
tory, not being connected to the computer, will not blow
up, and the people who are connected to the machine will
remain intact and can continue operation and control of
the plant on the basis of experience, meter readings, etc.

It 1s clear that there is and will be a large market for
computers in situations characterized by deadline ratios
of one for longer and longer durations. The characteris-
tics of computers usable in these situations will also, inci-
dentally, provide a basis for minimizing the cost of main-
tenance of these computers.

PERFORM ABILITY

From the point of view of sustained performability
(usually called reliability), today’s electronic-computer
systems have been and are erratic, on the whole. The few
who warned about the situation were shouted down, on
the basis of the presumed initial high cost of implement-
ing facilities designed to increase performability and main-
tainability., This charge might be proven about a substan-
tial segment of the electronic industry. It would be in-
teresting to know the cost to the Department of Defense
for electronic equipment that was not economically main-
tainable or failed to work at all, in the last ten years, Some
published estimates indicate that it has taken from 10-100
times the initial cost to maintain military equipment. The
tide is turning, however. What is of deepest significance
is the fact that it is presently quite in fashion to be con-
cerned about performability. Whereas people until a year
or two ago smiled benignly on the misguided zealots who
insisted on the necessity for performability considera-
tions in the design stage, today there is a. 50:50 chance of
their getting a hearing—in the military, that is. Commer-
cial organizations are only now beginning to pay attention
to the importance of performability considerations, mostly
because of the belatedly recognized need for equipments
to handle situations with deadline ratios close to one, and
also because of the now officially recognized high cost of
maintenance. Nevertheless, these computer manufacturers’
sales departments still insist on and win the point that an

' Tt is recommended that the term “perfectly reliable” be reserved
for components or modules of a system that are “failure-free” and

that a system producing “error-free” results be designated “perfectly
performing.” S
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extra initial cost for performability will make their com-
puters less competitive. It may also be noted in passing
that the trend toward the concern for performability is
partly a reaction to a situation where electronic equip-
ment could not be operated economically and sometimes
not at all, even in situations with deadline ratios much
less than one.

This is not to say that there has not been any activity
in the performability field, for there has. No doubt, many
will recall the differences of opinion that raged in the
early days—and newcomers to this field fight the battles
all over again—among proponents of marginal checking
a la Whirlwind, proponents of built-in checking for
“everything” 3 la Univac and Raydac and later, Norc,
proponents of duplication 4 la Binac, and proponents of
programmed checking a la everyone who didn’t have other
facilities. Diagnostic and exercising routines and other
techniques were later added to the arsenal of techniques
for increasing performability. In recent years, more and
more attention has been given to the development of re-
liable “long-life” components.

These techniques are categorized under various names:
- preventive maintenance, built-in checking, accuracy con-
trol, programmed checking, etc. Unfortunately, except for
the effort to obtain perfectly performing equipments by
having perfectly reliable components, connectors, and con-
nections, none of the techniques that were developed and
adapted for use in computers were part of an intgrated
program to attain maximum performability. Even super-
ficial observation will show that these techniques are each
bits and pieces. By themselves, they help to do part of the
required job.,

To develop this argument, it may be useful to consider
a detailed operational definition of performability of
equipment. First; consider this definition. A perfectly per-
forming equipment is one that produces error-free results
during the period that the equipment is operated at its
utilized power P,. It follows from this definition that one

would consider equipment perfectly performing if no er-.

rors resulted, even though components failed, the design
was poor, cross talk prevailed, etc. One would consider
that an equipment was not performing perfectly if errors
resulted in spite of no component failure but because of
an external transient, for example. Thus, the key consid-
eration in the determination of performability from the
user’s viewpoint is the freedom from error in the results
—in the output. It is not primarily in those faults of com-
ponents or design or whatever that are usually responsi-
ble for errors. If we assume, on the other hand, that one
has a well-designed equipment, that steady-state errors all
result solely from components that failed, and that transi-
ents do not appear too frequently, then we can restate our
definition of performability to include the designer’s (and
maintenance) viewpoint as follows: (ideally), a perfectly
performing equipment is one that produces error-free re-
sults during the period that the equipment is operated at
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its utilized power with t4, the down time, equal to zero,
i.e., uninterrupted continuous operation. It should be noted
especially that we do not concentrate attention here on de-
tailing the activities one engages in during the period des-
ignated “down time,” but merely on how much time is in-
volved in executing the activities necessary for getting the
equipment back on the air. Thus, the implication of this
definition is that one must consider that an equipment is
performing perfectly—even if errors are actually made
within the equipment—when one can do whatever is neces-
sary to correct these errors (before they show up at the
output) in zero time. One would have to consider that the
equipment is not performing perfectly at utilized power if
errors were not made, but there was a delay in obtaining
results for some external reason.

If we detail and classify the activities necessary to put
the equipment back on the air (the maintenance proce-
dures), it will 1) allow us to write a detailed operational
definition of performability from both the user’s and the
designer’s viewpoints, 2) help to classify the activities
that workers in the field have been engaged in, and indi-
cate how to evaluate these as contributions to an inte-
grated program to maximize performability, and 3) help
to identify, classify, and set criteria for evaluation of any
proposal for increasing performability of computer equip-
ment.

Lost TiMmE—Lost WORK

Assuming a fault-free design and a fault-free program,
down time on a computer consists of the time taken to
detect errors, to locate the fault causing the error, to re-
pair the fault, and to prepare for restarting the computer
so that it can continue from the point of error. If there is
reconstituting to be done, because the error was detected
and the machine stopped during the execution of an in-
struction beyond the one in which the failure occurred,
then one might have not only “lost time” but “lost work.”
If some work must be redone, then the time to redo this
work must be added to the lost time due to error detection,
failure location, and failure repair. To take this situation
into account, we will modify our definition of deadline
ratio (or deadline coefficient).

w tq
Wmax TL

amount of rework.

W,
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i

+

Deadline ratio ;
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ratio ratio ratio.

A perfectly performing equipment operating at a given
power Py on a job will be characterized by having

“ o W,
* o+ =0,

L max
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Thus, a detailed operational definition of perfect perform-
ability is the following: A practically perfect performing



114

equipment is one that produces error-free results during
the period that the equipment is operated at its utilized
power with the total time taken for error detection, failure
diagnosis, and failure repair vanishingly small, and where
the amount of rework is vanishingly small.

MAXIMIZING PERFORMABILITY BY ALREADY
DeveLoPED TECHNIQUES

We are now in a position to identify exactly what part
of an integrated program for maximizing performability
previously developed techniques are designed to handle.
One would like to be able to anticipate, if not prevent,
component failures causing errors during operation of a
computer. Thus, pre-aging and preselecting components,
marginal checking, and test and exercising routines are
all examples of techniques for prevention, anticipation,
and extrapolation wherein one attempts to treat or test
components under prescribed conditions in order to extrap-
olate the behavior of the components at a later time. In
light of the fact that a large effort today is going into the
development of very “long-life” reliable components, one
should note that these preventive techniques assume “un-
reliable” components.

Others of the techniques mentioned earlier fall into one
of the three classes: ervor detection, failure diagnosis, and
failure repair. Parity checking, echo checking, duplicate
equipment, and programmed transfers on alternate paths
are all designed to detect errors in transfer or storage of
information. Duplicate equipment, check arithmetic or
logical units that work with appropriate algorithms, and
program checks are used to detect errors in arithmetic or
logic. Circuits have been built and programs written to
detect errors in control and timing and also in storage-
address selection.

Failure-diagnostic techniques have included the use of
programs, component indicators, module indicators, and
routine dynamic trouble-shooting techniques. While the
repair of components that failed is almost universally done
by manual replacement, automatic substitution for faulty
subsystems has been done occasionally.

OtuER TECHNIQUES ForR PERFORMABILITY

We now come to a consideration of those approaches
and techniques which if successfully implemented could
indeed provide equipments with almost perfect performa-
bility and thence make them candidates in situations with
deadline ratios equal to or close to one, i.e., for computers
with severe deadlines to meet. It has already been men-
tioned that perfectly reliable components can implement
an adequately designed equipment with perfect performa-
bility, since then results should be error-free and the lack
of component failure would result in no requirement for
work rerun.

Error-correcting codes and facilities have. the same
property. If errors, although they do occur within the
system, are corrected almost instantaneously and if little
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or no rerun is necessary, then systems with error-correct-
ing facilities satisfy the criterion for practically perfect
performability. Note that when the errors that are cor-
rected are caused by components that failed, one can live
with these in the equipment.

In the work of Moore and Shannon [1], and also of
von Neumann [2], on the design of reliable systems from
unreliable components, techniques are discussed that also
have this characteristic in common with two other tech-
niques mentioned below, namely that the correctness of
the results is indifferent to faulty components that remain
in the system. Thus, the equipment satisfies the criterion .
for perfect performability in spite of faulty components.
Such circuits we shall call “indifference” circuits.

Other indifference circuits [3] are those characterized
by a quad of diodes substituted for a single diode wherein
the circuit behaves even with some diode failure exactly
as a nonfaulty single diode would behave,

Another indifference circuit [4] has enough component
redundancy so that output values coincide with the value
of a majority opinion from among individual circuits per-
forming identical functions. Here again the system is im-
mune to some component failures, and erroneous results

are not produced even though some components may have
failed.

SELF-REPAIR

In every approach mentioned above, except for the one
of trying to get perfectly reliable components in the first
place, it is assumed that there will be component failure,
and an attempt is made to design around this by selecting
a kind of redundancy that makes the system immune to
component failure, s.e., the faulty components remain in
the equipment. Usually, we replace faulty components.
The question arises as to whether or not we can satisfy
the criterion for almost perfect system performability and
still replace, rather than live with, faulty components. A
self-repairing facility with the characteristics described
below will do just that.

Consider a computer made up of a number of standard
module types. Build in sufficient redundancy in equip-
ment and code so that the error-detection function is per-
formed; i.e, storage, transfers, arithmetic and logic op-

erations, address selections, timing, and control are

checked for accuracy instantaneously. Error detection is
made an integral part of the design. Design each module
in such a way that the dynamic operation of each module
is continually and automatically monitored, and failure is
instantaneously sensed and indicated. When a failure is
diagnosed, automatically switch in an appropriate “hot”
spare module that is in the rack, and automatically restart
at the beginning of the micro-operation that was being ex-
ecuted when the error was detected. If the switch fails,
arrange for a spare module to be switched into a prede-
termined position by having the switch that failed so de-
signed. (It may be noted incidentally that the “tilt” indi-
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cator on the package or switch that failed would indicate
to a maintenance “boy” what modules needed replace-
ment.) A self-repairing equipment, wherein the error de-
tection, failure diagnosis, and failure-repair time (switch-
ing time) add up to a small value and the amount of re-
work (for the micro-operation) is likewise small, would
come sufficiently close to satisfying the criterion for a
practically perfectly performing equipment and would
thus provide a place for self-repairing facilities in com-
puters with severe deadlines to meet.

We do not believe that any one or the other of these
approaches will ultimately prevail. We expect to see all of
them employed, even in different parts of the same com-
puter system, and used where there are severe deadlines
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to meet. In some applications, one technique will be more
feasible technically; in other applications, one or the other
of the techniques will be more economical.
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Organizing a Network of Computers to Meet Deadlines
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INTRODUCTION

DEADLINE requirement on a data-processing job
A usually implies a high over-all problem-solving
speed. When the basic computing components
available at any time have inadequate top-speed limits,
the system designer must attempt to produce the required
problem-solving speed by organizing the components to-
gether in more powerful logical combinations. '
One mode of approach is to try to hook together several
computers ifito an interconnected data-processing network.
In using such a network, the data-processing job is broken
up into different pieces, and all the different computers in
the network work on different pieces of the job simul-
taneously. Under ideal circumstances, the whole processing
job could be split up into pieces that are completely in-
dependent. In actual practice, however, this ideal circum-
stance of complete independence usually cannot be attained
because the results of one set of interim computations will,
as a rule, be needed as input data for another set, and the
commencement of one phase of the operations must await
the conclusion of another. These interactions between the
individual programs on the different computers in the net-
work produce a higher order of system complication, and
thus give rise to new design problems that are not ordinar-
ily met with in the usual single-machine type of system.
This paper discusses techniques for attacking three im-
portant types of such design problems. The first type is
concerned with the over-all efficiency of the workload-
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sharing scheme under which the computers operate, that
is, the amount of productive time lost when one computer
stands by idle, waiting for one of its collaborating com-
puters to produce a certain item of data that the first ma-
chine needs in order to continue with its program. The
paper shows how queueing-theory techniques can be ap-
plied to evaluating average time losses due to these causes,
and to finding optimum parameters to use in program-
ming mutual data exchanges.

The second type of design problem is concerned with
the basic logic involved in keeping the different computers
in logical step with each other so that each machine car-
ries out its portion of the over-all job in proper order. For
a complex system where a great deal of interlacing of
steps takes place between the different units, systematic
methods are needed for establishing clearly what the neces-
sary and sufficient order of precedence among the ma-
chines is at every step. It is shown how problems of
this nature can be attacked using matrix methods.

The third type of problem concerns the design of in-
struction Systems for multicomputer networks that are
easily within the coding capability of the average human
programer. With a well-designed system the program-
er should not need to figure out detailed quantitative tim-
ing relationships, and should not have to do more than
indicate the proper order in which certain critical stages
in the over-all process are to take place. This paper de-
scribes the logic of a multiple-control system incorporated
into a new dual-computer network now being designed at
the National Bureau of Standards by the authors.
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Before discussing these three types of design problems,
it is necessary to consider some of the various possible
schemes for sharing workloads in a multicomputer net-
work.

VARIETIES OF WORKLOAD-SHARING SYSTEMS

Fig. 1 shows a schematic plan of a model multicomputer
network system. The primary computer located in the cen-
ter shares its workload with one or more secondary com-
puters connected to it via data-transmission lines. Three
types of intercommunication between the primary and sec-
ondary computers are indicated. They correspond respec-
tively to 1) outgoing date from a primary to a secondary
computer, 2) incoming dete from a secondary, and 3)
control signals from a secondary to.a primary computer.

In order to illustrate the basic principles more clearly,
let us examine in detail a simple special case of such a
network system that contains only two independent com-
puters, that is, a primary and a single secondary (see
Fig. 2). The distinction between the primary and the sec-
ondary computer is based upon the rules by which the
initiative for carrying out interchanges between the two
types of machines is assigned. Although both types are
considered as independent, internally programmed com-
puters, the primary is the one that initiates the joint trans-
actions between the two machines. It does this by trans-
mitting, from time to time, a request (or job assignment)
which orders the secondary to carry out some specified
job. The secondary thereupon carries out the indicated
job, while the primary in general continues, performing
computations that do not need the data (results) currently
being worked on by the secondary. :

Let us now consider several possible dynamic models
for such a system that differ in the manner in which the
secondary computer behaves after it has completed the job
assigned to it.
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Case 1: Use of Explicit Job-Completion Signals

With this model, when the secondary computer finishes
its assigned job, it halts and transmits a “job completed”
signal to the primary. The primary computer, however,
may not be at a stage in its program where it can accept
the offered data, in which case a delay ensues, during
which the primary continues to run while the secondary
remains idle, awaiting further orders from the primary.
As soon as the primary reaches a suitable point in its pro-
gram following receipt of a “job completed” signal, it issues
a “call-back” order to the secondary and then immediately
accepts the data that is returned to it from the secondary.
Following acceptance of the result, the secondary remains
idle until the primary transmits another request to it, This
three-phase cycle of request signal, job-completed signal,
and call-back signal, etc., continues indefinitely (see Fig.
3).

The simple model just described is a fairly satisfactory
approximation for many practical job-sharing -applica-
tions. For some types of usage, however, certain additional
complications need to be taken into account. These com-
plications arise when the nature of the program being
carried out is such that the primary computer program
cannot be formulated so as to schedule its job requests to
the secondary far enough ahead in the primary program.
As a result it may become impossible for the primary to
be kept busy doing useful work during the entire time
that the secondary is working to fulfill the request. In the
preceding model it was implicitly assumed that the pri-
mary program could always be arranged so that the pri-
mary computer had an indefinite amount of useful work
to do while the secondary was working on the last job re-
quest, that is, that the primary would always continue
working at least until the secondary returned its job-com-
pleted signal. When, after issuing a request, the primary
can proceed only a limited distance through its program
before the lack of receipt of a reply from the secondary
constitutes an absolute barrier to further progress, it no
longer becomes profitable to assign the prime initiative for
the return of the data to the secondary computer. There-
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fore, let us now consider a model in which no explicit job-
completed signal is issued by the secondary.

Case 2: Use of Estimated Job Durations

With this model, the primary computer issues its job
request to the secondary in the same manner as before.
The primary continues running for a certain period of
time and then issues a call-back signal to the secondary.
This running period (or call-back interval) has as its
upper bound the time needed for the primary to exhaust
its current supply of working data. In order to approach
optimum efficiency, the programmer will attempt to make
this average call-back interval not too different from his
best estimate of the average secondary job duration. It is
assumed, however, that exact matching of an individual
call-back interval to its corresponding job duration is not
possible, and that in the long run, fixed percentages of
overestimates and underestimates will be found to occur
randomly. If the secondary is not yet finished with the job
at the time of the call-back, the primary waits idle until
the secondary is ready. As soon as the secondary finishes
the job, the primary immediately accepts the returning
data and resumes operation. Of course, in some instances
the secondary will succeed in finishing the job before the
primary issues its call-back signal. In this event the sec-
ondary waits idle until the primary calls back the job-re-
sult and issues a new job request. Under either circum-
stance one or the other computer spends a certain part of
its time idle. Therefore, at any instant we should expect
to find either the primary computer halted, the secondary
halted, or neither one halted, but never both halted simul-
taneously (see Fig. 4).

Multiple Overlapping Assignments

Up to this point we have considered only systems in
which the primary program issued requests and call-backs
in strict alternation; that is, the primary program was so
formulated that a second job request was never made be-
fore calling back the results from the previous job request.
Let us now consider models in which the primary computer
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may load a sequence of several job requests on to the sec-
ondary computer in succession before calling for the results
of a previous request. The introduction of these multiple
overlapping job assignments for the secondary computer
introduces a new consideration into the picture, namely the
storage capacity of the secondary computer.

In the previous examples, the dynamics of the system
were determined wholly by the rates at which the two
computers issued their request signals, job-completed sig-
nals, and call-back signals, respectively. Although certain
values for these parameters evidently resulted in much
longer idle periods than other choices, it was clear that
those idle periods always terminated themselves spontane-
ously in the natural course of events. In the present case,
however, precautions must be taken against permanent
tie-up of both programs. These situations can arise be-
cause the capacity of the secondary computer for accepting
requests and storing finished results 1s necessarily limited.
Because of this, the primary must not issue more than
some specific number # of requests in succession (which
load the secondary storage) without also issuing some in-
tervening call-backs (which unload the storage). More
precisely, if the total number of requests issued by the
primary since the last idle waiting period of the secondary
exceeds the total number of call-backs during the same
period by more than #, both computers must halt in a
mutual deadlock. The secondary must halt without accept-
ing the new request because it has no more room for ac-
cepting new data until some of its previously calculated
results are removed by the primary. The primary must
halt because it cannot proceed with its program to possible
future call-back orders without first disposing of its cur-
rent request. Thus, an insoluble deadlock ensues that can-
not be resolved without outside intervention. Hence the
need exists for observing a program convention that rec-
ognizes a specific upper bound, %, on the cumulative excess
of requests over call-backs. This bound is not in any way
dependent upon computer speeds or timing relationships,
but is entirely a function of the readily determinable stor-
age capabilities of the secondary computer. In the follow-
ing analysis, observance of this programming convention
is assumed.

Case 3: Multiple Assignments, with Job-Completion Sig-
nals

This case is similar to Case 1 except that the primary
may transmit a series of requests to the secondary with-
out intervening call-backs, as long as the restriction on the
maximum number, #, of current undelivered jobs in the
secondary is observed. The primary calls back all jobs in
the same sequence in which they were originally requested,
but the actual number of current jobs stored (unprocessed
or undelivered) in the secondary may fluctuate from time
to time between O and #n. Because of the assumption about
job-completion signals, the primary never stands by idle
waiting for the secondary to finish with a particular job.
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Case 4: Multiple Assignments, with Estimated Job Dura-
tions

This case corresponds to Case 2 except that up to #
current assignments may be in storage in the secondary.
Because no explicit job completion signals are available
(or, at any rate, helpful) the primary computer may from
time to time try (or need) to call back a particular job
result from the secondary before the job is ready. In this
event, the primary waits idle until the secondary is finished
with that job. During this idle period, of course, the pri-
mary program is halted and hence no new requests or call-
backs can be issued.

EFFICIENCY OF WORKLOAD-SHARING SYSTEMS

The foregoing four job-sharing schemes can all be
comprised in a single abstract dynamic model suitable for
numerical analysis. For this purpose the following states
are defined, in which the system can reside from time to
time. These states are completely definable for our pur-
pose merely by specifying two parameters, x and y, as
follows. Let # = the number of jobs in the secondary that
have not yet been completed, and y = the number of jobs
in the secondary that have already been completed, but
“have not yet been called for by the primary.

It is understood that the programming convention men-
tioned earlier is observed; hence x + y < n.

Now define three parameters, #, s, and ¢, that specify
the dynamics of the frequency of transition between states.
Let » = the request rate, that is, the average number of
requests per unit time made by the primary during the
periods when it is running and able, under the rules, to
1ssue requests. (Obviously, the request rate when the com-
puter is halted or not permitted to make requests is zero;
these periods are not included in computing the value of .
Similar remarks apply to the remaining parameters, s and
c.) § = the average number of jobs completed per unit
time by the secondary during the periods when it is run-
ning, and ¢ = the average number of call-back signals is-
sued per unit time by the primary during the periods when
it is running and able, under the rules, to issue call-backs.

Among the major items of interest is the fraction of the
time that each of the two computers runs. A universal
objective function that an “optimum” system should tend
to maximize is not easy to define, but a reasonable set of
performance parameters for provisional use would appear
to be: Wy = the fraction of the time that the primary
computer is running, ¥, = the fraction of the time that
the secondary computer is running, R = W, + W, = the
net productivity of the system. '

Under ideal circumstances (for example, in processing
a problem that can be so formulated that no interchanges
whatever are required between the two computers) both
machines can run continually, and W, = W, =1, R = 2.
Hence the quantity E = I4R might be considered a direct
measure of the over-all efficiency of the system relative to
the same two computers operating concurrently in com-
plete independence.
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Fig. 5—Simple state diagram.

Analysis of a Stmple System (Case 1)

The over-all structure of a very simple system (Case 1)
in terms of these parameters is illustrated in Fig. 5. The
system starts in the initial state [+ = 0, y = 0], primary
computer running. Issuance of a request throws the sys-
tem into state [# = 1, y = 0]. These exit transitions occur
with average frequency » per unit time when the system
is in state [0,0]. If the system is in state [0,0] a certain
fraction of the time, denoted by P (0,0), the over-all aver-
age frequency of occurrence of such transitions, averaged
over-all time, is 7P (0,0). In the same way, transitions
from state (1,0) to state (0,1) occur with over-all fre-
quency sP(1,0) and from (0,1) to (0,0) with frequency
cP(0,1).

Clearly, unless a system becomes deadlocked, the aver-
age number of transitions into any given state in the long
run becomes equal to the number of transitions out of that
same state. Hence, we have the relations:

#P(0, 0) = sP(1, 0)

sP(1,0) = ¢P(0, 1)

cP(0, 1) = »P(0, 0)
P(0, 0) + P(1,0) + P(0, 1) = 1.

These may be written more systematically as follows:

—7P(0, 0) + ¢P(0, 1) =0
—cP0,1) 4+ sP(1,0) =0
+7P(0, 0) — sP(1,0) =0

P0,0) 4+ PO, 1)+ PQ,0 =1.

One of the first three equations is evidently redundant.
Solutions for the P’s are readily found to be

N

PO, 0) = —————
1+ —+—

4 4
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The interpretation of these performance parameters will
be postponed until later.

Analysis of General Systems (Cases 2, 3, and 4)

Using the principles of notation, just illustrated, a more
general system (Case 4, n = 10) is formulated graphically
in the state diagram in Fig. 6. In order to conserve space,
the values of x and y are omitted from the actual state
symbols, which are shaped according to a symbol code
that indicates whether each computer is running or halted.
Fig. 6 illustrates graphically the necessity for the pro-
gramming convention that holds » + y < #, mentioned
earlier. Dotted lines originating from states on the hy-
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potenuse of the triangle represent the transitions for-
bidden by the convention, which inevitably lead to dead-
lock at [1,#]. Transition frequencies for these instances
are arbitrarily set at zero. Another obviously illogical
move on the part of the program would be the transition
indicated immediately below [0,0], which may also be
assumed to occur with zero frequency.

It will be recalled that Case 3 differed from Case 4 pri-
marily in respect to use of a “job-completed” signal from
secondary to primary which served to avoid the possibility
of premature call-back attempts by the primary ever taking
place. Under Case 3, call-backs never take place when the
number of jobs already completed by the secondary, v, is
equal to zero. The state diagram for Case 3 differs from
Case 4 only in not containing the idle primary states
shown on the bottom row of Fig. 6 (square box symbols).
Figs. 8 and 9 respectively (p. 120) show the state diagrams
for Case 3 and Case 4 for the value of the storage capacity
parameter n = 2. The still simpler Case 2 can be derived
by comparable deletions of Case 4 states (see Fig. 10).

Following the previous method, the equations for all
three cases can be written down immediately from inspec-
tion of the diagrams. Tables I-III give the coefficients of
the unknowns P(#,y) in matrix form. The right-hand side
of each equation is equal to zero. An additional equation

2 P(x,y) =1

is understood to be implied in order to remove the under-
determination of the system. Tables IV-VI contain, for
all cases, literal expressions proportional to the values of
all of the unknowns.

Delivery Delay Parameters

In order to simplify the interpretation of the perform-
ance parameters, it is desirable to replace the rate param-
eters 7, s, ¢, with another set of (reciprocal). parameters
that specify time intervals rather than rates. It is con-
venient to normalize the parameters by measuring all time
intervals in units of the average time it takes the secon-
dary to complete a job. Hence, let b = s/r = the average
request interval, that is, the time interval between succes-
sive requests during the periods in which the primary is
able, under the rules, to make requests.

The reciprocal of this quantity, # = 1/b =1r/s is a
measure of the degree of utilization that the primary at-
temps to make of the secondary. If # = 0, the primary
completely ignores the existence of the secondary; if
u = oo, the primary always transmits a request to the sec-
ondary the first possible instant it becomes permissible
under the rules to do so.

Let d = the average desired delivery delay, that is, the
time interval between the issuance of a job request by the
primary and the calling back (or attempted calling back)
of the job result by the primary. This quantity is not
necessarily equal to the actual delivery delay encountered,
since the primary may in some instances be forced to wait
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TABLE I*
COEFFICIENTS OF P(x, y), CASE 2
(x, )= 1,0 (0, 0) ©, 1) 1, =)
—(s-+c) +r
—7 “+c —+s
+s —c
“+c —s

* The notation (x, —) represents the states with y=0, primary
waiting.
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TABLE 11
COEFFICIENTS OF P(x, y), CASE 3, n=2
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—y Fe ’
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—-c +s
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TABLE III*
COEFFICIENTS OF P(x, v), CASE 4, n=2
(x, y) = (1,0 (2, 0) , 1 (0, 0) (, 1) (0, 2) a, =) 2, =)
—(r4s+o) +c +7 +s
+r —(s4¢)
+s —(s+0¢) +r
—r +c +s
+s —(c+n) +¢
+s ¢
+c -
+c
-Ss
* Note: The notation (x, —) represents the states with y=0, primary waiting.
TABLE IV* TABLE VI*
VALUES oF P(x, v), CASE 2 VaLuEes oF P(x, y) FOrR CASE 4, n=2
(x, ) KP(x, y) Action (, ) Values of KP(x, y) Action
1,0 1 Both run 1, 0) Both run
r
2,0 )
(0, 0) s_—i—_c Secondary idle st
s
1,1 ) (S
©, 1) S LD s+c r+5+c
c
s
(0,0) ) ( )-I—( ) ( ) Secondary idle
a, -) i Primary idle r/o\ste r+s+”
N

* Note: P(x, y) =KP(z, y) in Table + > KP(x, y).

K =normalizing factor.
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TABLE V*
VALUES OF P(x, y), CASE 3, n=2
(x, ) KP(x, v) Action
(0, 0) 1 Secondary idle
©,1) z
c
2
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[
v
(1,0 o Both run
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* Note: P(x, y)=KP(x,)in Table + > KP(x, ).

K =normalizing factor.

* P(x, v) =KP(x, ) in Table+ >_ KP(x, ¥)
K =normalizing factor.

an additional period for the secondary to complete the job.
It does, however, serve as a lower bound for the actual
average delivery delay, which is not known in advance.
This desired delivery delay, d, represents an operational
requirement laid upon the system by the nature of the
program and, like the parameter #, describes the structure
of the program rather than the dynamic performance of
the dual-computer network, From this point of view, d is
seen to be equal to the number of (secondary) job-com-
pletion periods that the primary can run after making a
job request before it exhausts its supply of useful data to
work on. Figs. 3 and 4 show that d is related to the pre-
viously used parameters in the following way:
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Fig. 11——Productivity, R, as a function of desired delivery delay,
d, for b =0.

Cases 1 and 3 (explicit job-completion signal):

s
d=1+—
¢
Cases 2 and 4 (estimated job-completion period):
s
d=—
¢

Replacing the 7, s, ¢, parameters by the b, u, d param-
eters requires the following substitutions:

— = u, and

s

s

— =d — 1, for Cases 1 and 3, or
¢

s
— = d, for Cases 2 and 4.
¢

The transformed formulas for R resulting from these
substitutions in Tables IV-VT are illustrated by the curves
in Figs. 11 through 16.

Another performance parameter of interest is the aver-
age actual delivery delay (measured in units of one aver-
age secondary job-completion time). Let D = the average
actual delivery delay, that is, the time interval between
issuance of a job request by the primary and the actual
receipt of the completed job results by the primary.

Suppose that successive jobs are numbered consecu-
tively with a serial number ¢ = 1, 2, 3, etc. Let #; = the
length of time that the secondary works to complete the
ith job; v; = the length of time that elapses between the
issuance of the ith request and the calling back of the ith
request by the primary; D; = the actual delivery delay for
the ith job.
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The actual delivery delays in the various cases are as
follows:

Case 1 and Case 3,
D; = sv;.
Case 2 and Case 4,

D; = suv,,

= s4;, if

if 9; > ¢, or
1 <t



Leiner et al.: Organizing a Network of Computers to Meet Deadlines

123

20 = 20

1.8} 1.8}

1.6 With signals 1.6} ; With signals

Case! Cose3 Casel Case3
ns| ne2 n=i ne2

1.4r 1.4}

« 12 « 12 [ Casel Case 3
- - F a
g 10 3 o _cmez ————————— ————— ]
g F
3 ©
3 2 ) .
a 08 With estimates a 08 With estimates
_—_ Cose 2 Case 4
C:s‘elz C:sxe24 nel ne2
0.6 0.6
R t int I,b=
+ Request interval,b= 2 equest interval, 8
o 04} Utilization ,u= 0125
0.4 Utilization , u= 0.5 -
[
' Scale: —ai
o.2f sculf: 02 | job-completion interval
! job-completion interval
ool 0.0 N
X N . o ‘. L N " " N 0 1 2 3 4 5 6 7 8 9 10
o] i 2 3 4 5 6 7 8 9 10

Desired Delivery Delay , d

Fig. 14—Productivity, R, as a function of desired delivery delay,

d, for b = 2.
2.0
I
1.8
16} With signals
Case | Case 3
n=| ne2
1.4
(9
o 1.2} \%"se 3
- &
L 5
2O e e
o
>
©
2 .
a 08 With estimates
| Case2 Case 4
nN=| n=2
[eX3 2
Request interval , b= 4
04t Utilization , u= 0.25
Scale: w——m
0.2} N L
| job-completion interval
L
0.0 : L n — " v " . L
o] i 2 3 4 5 6 7 8 9 10

Desired Delivery Delay , d

Fig. 15—Productivity, R, as a function of desired delivery delay,
d, for b=4.

In Cases 1 and 3, D=s-5, where % is the average
value of v;for2=1,2,3, -+ ..

In order to evaluate this performance parameter, it
is necessary to make some assumptions about the fre-
quency distribution of the various time durations be-
tween transitions.

Let p(st,cv)dtdv = the {frequency distribution func-
tion defining the proportion of job cycles for which

t<t;<t-+dt and v <9, <v+dv.

Desired Delivery Delay , d

Fig. 16—Productivity, R, as a function of desired delivery delay,
d, for b =8.

Then, for Cases 1 and 3

D= si= sf f vp(st,cv)didv.
o Yo

In Cases 2 and 4

) v ] 12
D= sf f vp(st,cv)didv + sf f tp(st,cv)dvdl. (1)
o Yo 0 Yo

Let us now consider two simple types of frequency
distribution for the parameters v and ¢ that may occur
in practice. The first type is the simple case where v;=?
and ¢;=1, that is, constant for all 5. We obtain immedi-
ately for Cases 1 and 3, (Fig. 3),

1 1
()
N c

N
1+ —
4

D =

I

=d > 1.

This constant-value type of distribution for v; and ¢
does not give rise to the Case 2 and Case 4 types of
state diagrams.

The second type of distribution that is likely to be
approximated in practice is the Poisson distribution.
This distribution will apply if the decision that causes
the transition out of a given state is the result of regu-
larly repeated random trial drawings from populations
containing fixed proportions of ‘‘request,” ‘‘call-back,”
“complete job,” or ‘‘continue in present state’’ com-
mands peculiar to each of the principal types of states.
For the Poisson distribution,

p(st,cv)didv = sc et didv. (2)
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Substituting (2) into (1), we find for Cases 2 and 4,

D 0 v © 13
— = f f e st %dtdy —I—f f e stovidads.
s 0 0 0 0

Putting t=v" and v=¢' in the second integral, it be-

comes
© v’
0 0

which differs from the first only by the interchange of
cand s.
Performing the integrations we find

D 1 1 I 1 1
s sc? s(s+¢)? e s+ o)
s 1
D=—+4
s
14—
c
1
=d-+ for Cases 2 and 4.
d+1 3)

We see from (3) that d<D <d+1, that is, the average
actual delay in practice is usually greater than the aver-
age desired delay but not by more than one job comple-
tion time. Results for the two kinds of parameter dis-
tributions are illustrated in Fig. 17.

Multiplicity of States and Transittons

It is evident from inspection of the complete state
diagram (Fig. 6) that the actual path that a representa-
tive point follows through the phase space may be
quite complex. Actual count on the diagram shows that
within the stated rules n(n —1)/2 states have 3 possible
exits, 2z — 1 states have 2 possible exits, and -2 states
have 1 possible exit. The total number of permissible
states is (n+1)(n+4)/2—1; the total number of per-
missible transitions between states is #(3z+47)/2. For
example, if # =20, these last two numbers are 251 and
670 respectively. Thus if the secondary is capable
of storing up to 20 job requests, then at any moment
up to 251 possible combinations of assignments may
be in effect and any one of up to 670 possible events
may happen next. It is clear, therefore, that even for
moderate values of n, systematic methods are needed
for insuring that events take place in proper logical
sequence.

KeeriNG THE COMPUTER PROGRAMS IN STEP

Let us now consider some of the problems involved in
keeping accurate control of the relative priority of events.
In preparing a program for a multicomputer network,
certain priority requirements will usually be clearly ap-
parent to the programmer from the basic logic of the
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Fig. 17—Actual delivery delays for two kinds of parameter
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problem he is trying to process. He will, for example,
ordinarily be able to identify certain key steps (instruc-
tions or operations) in his program as having a definite
priority relation to certain others. Thus he can label these
various selected steps in the primary and secondary pro-
grams with explicit priority requirements. In imposing
these requirements explicitly, however, he is simultane-
ously imposing certain other priority restrictions on the
program implicitly.

To illustrate this point, let us consider the following list
in which the programmer has imposed four explicit pri-
ority requirements. It is assumed that various steps in the
primary and secondary programs have been arbitrarily
designated with numbers 1, 2, 3 . . ., where the number
sequence does not necessarily correspond to the desired
program sequence.

(a) Step 1 precedes steps 2, 6, and &,
(b) Step 4 precedes steps 2 and 9,
(¢) Step 7 precedes steps 3, 4, and 6,
(d) Step 8 precedes step 9.

This list, however, is in a sense incomplete as written
because the stated conditions, taken together, imply cer-
tain other conditions that are not explicitly stated. For
example, the explicitly imposed conditions (a) and (d)
together implicitly generate a fifth condition, namely:

(e) Step 1 precedesstep 9.

Condition (e) was not realized beforehand by the pro-
grammer because steps 1 and 9 did not have any immedi-
ately obvious connection with each other.

The question naturally arises as to what systematic
methods are available for detecting all of the implicit pri-
ority conditions and guarding against inadvertent contra-
dictory conditions in a way that insures that no necessary
conditions are overlooked and that no unnecessary condi-
tions are imposed.
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Matrix Representation of Priority Conditions

One method of attacking this problem is provided by
elementary matrix theory. It is based on a correspond-
ence between the rules for implied priority conditions and
~ the rules for matrix multiplication.

The derivation of the implied priority conditions rests
on the self-evident principle: if X precedes Y, and Y pre-
cedes Z, then X precedes Z.

The explicit priority conditions can conveniently be
displayed in matrix form according to the following con-
vention. Let each of the N steps under consideration be
numbered arbitrarily with an index number i =1, 2, . ..
N. Denote the fact that the step no. i precedes step no. j
(an explicit statement) by setting up a matrix that con-
tains a 1 in the element in the ith row and jth column (but
not vice versa), that is, M;; = 1 but M;; = 0. Also, we
never say “i precedes 1’ ; hence M;; = 0 always. Fig. 18
illustrates the matrix M for the four explicit conditions
(a) through (d). (Zero elements are left blank in the fig-
ure.)

The process of generating the implied conditions con-
sists of repeated exhaustive application of the priority
principle mentioned previously, which may be restated in
the following way. Let M(® be a matrix derived from the
original matrix M by the following procedure: M;;® =1
if, and only if, in M there exist at least one pair of elements
M and My; both of which = 1. This is merely a para-
phrase of the statement: if 4 precedes k£ and % precedes j,
then i precedes j. It may also be stated in the form
N
> MaM,,, (4)
k=1

where the M;; are variables in Boolean algebra which take
~on only the values 0 or 1, and the addition and multiplica-
tion operations are the Boolean operations of disjunction
and conjunction, respectively. Comparison of (4) with the
rule for ordinary matrix multiplication shows that

M® = M2
Hence M2 gives additional implied conditions. The effect,
if any, of adding these new statements to the original ex-

plicit statements can be found by adding M? to M. By per-
forming another multiplication, however, we can find

M3 =M - M2,
which may reveal still further implied conditions. We con-

tinue in this way until M? = 0, at which point we may
stop. The complete set of conditions is then given by
H:M+M2+M3+ c . 4 M2,

Depending on the facilities for computation available, sev-
eral slightly different sequences of operations from the
sequences described may be used for computing the same
matrix H, but the essential point of procedure is that the
matrix H contains the full set of priority conditions. Fur-
thermore, H provides a check on the inner consistency of
the explicit statements because of the requirement that the
statement “i precedes i’ must never appear; that is, the

My® =
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Fig. 18—Successive priority matrices.

principal diagonals must remain equal to O in all matrices.
Matrix theory shows that all powers of M of higher de-
gree than some number p < N can be expressed as a sum
of lower powers. Hence, the process can be terminated
after not more than N — 2 steps.

Carrying out the indicated procedures for the example
cited generates the successive matrices shown in Fig. 18.
It is found that M® = 0, so that in this case H = M + M?
simply. In addition to the implied condition (e) already
noted, two other implied conditions are revealed by M?,
namely: step 7 precedes step 2, and step 7 precedes step
9; but M? shows that no further conditions. are necessary.

Application of the Matrix Method

The method outlined is well adapted to the preliminary
screening of the initial flow diagrams for the network sys-
tem. For this purpose, use of a digital computer may well
be required, if a great deal of priority data is involved.
Special provisions for programming Boolean operations of
this sort are actually available in the new large-scale com-
puter and data-processor now being designed at NBS for
investigation of large-scale network operations.

The possibility of performing these priority screening
operations directly and automatically, however, (that is,
while the computers are actually working on the problems)
by using special conflict-monitoring units should not be
overlooked. The rules for mechanizing such a process
then become simply:

1) Record matrix M.

2) Compute M + M? + - - - + M# = H, the “halt”
matrix.,

3) Before performing step j, check column j. If any
element in column j = 1, stop and wait. Otherwise,
proceed to perform every permitted operation im-
mediately.

4) After performing any permitted operation, erase its
row.
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CoNTROL SYSTEM FOR A MULTI-COMPUTER NETWORK

It is of interest to consider now what sort of system of
instructions the programmer can use for transmitting re-
quests from primary to secondary, for calling back (or
attempting to use) the secondary’s results, or for trans-
mitting job-completion signals from secondary to primary.
In order to provide a concrete illustration for some of
these points, we will describe certain design features in-
corporated in the new NBS electronic computing and data-
processing system now being built at NBS, which we ex-
pect to use in running practical tests on the feasibility of
multiple-computer networks.

NBS Dual-Computer System

The system now being assembled at NBS actually is
broken up logically into several independently operating
blocks which run concurrently and from time to time, as
the need arises, exchange data and commands (see Fig.
19). The three main processing units in this system are 1)
the primary computer, 2) the secondary computer, and 3)
the external-control unit. Of these, the first two are inde-
pendently operable general-purpose computers with sep-
arate internally stored programs. Considered together, they
serve as a logical model of an actual dual-computer net-
work system. Although the primary computer in this sys-
tem is a full-scale machine capable of carrying out a wide
variety of arithmetical and other operations, the secondary
computer is more limited in scope, being intended pri-
marily as an adjunct to the main machine. While the main
computer is performing the major arithmetical processing
manipulations, the secondary computer concurrently carries
out “red tape” procedures pertaining to the primary com-
puter’s program, such as 1) counting iterations, 2) sys-
tematically modifying the addresses of the operands and
instructions referred to by the primary program, 3) moni-
toring the primary program, and 4) various special tasks.
Through the use of special subroutines for the secondary
computer, both computers acting in concert can be made
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to carry out a wide variety of complex operations withotit
unduly complicating the writing of the primary computer
programs.

Types of Interchange between the Two Computers

Associated with the secondary computer is the secon-
dary storage unmit, which contains 60 word-storage loca-
tions. Of these 60 secondary storage locations, 15 locations
are used as base registers by the primary computer and are
selected by the primary computer according to certain digit
codes in the primary instruction word. These base registers
contain the numbers that are used by the primary as auto-
matic address modification constants or as alternative ad-
dresses for its next instructions.

Specifically, the primary computer operates with a three-
address instruction system. Each instruction word con-
tains the addresses of two operands, « and §, and usually
the address of the result of the operation, ¥, in the primary
memory. The memory location of the next instruction
word is specified by an address number contained in one
of 15 possible base registers; a code in the instruction
word specifies which one of the base registers contains the
desired word. Choice instructions, used for program
branching, from time to time may cause a new alternative
address number to be inserted in the base register desig-
nated by the primary instruction as being the source of
the address number of the next primary instruction.

The addresses @, §, and % written in the instruction
word are subject to automatic modification in the following

-way. Each primary instruction contains code groups as-

sociated with each of its three addresses in which any base
register identification number, 1 through 15, may be writ-
ten. When this is done, the address number actually re-
ferred to by the computer is equal to the sum of the ad-
dress number written in the instruction word and the ad-
dress number stored in the indicated base register.
Loading of the base registers and manipulation of the
numbers stored in them are carried out by the separate con-
currently operating secondary computer. The secondary
computer follows an internally stored program of 2-ad-
dress instructions and can carry out 16 types of process-
ing, choice and control operations suitable for manipula-
tion of address numbers, for keeping tallies, for monitor-
ing the primary program, and for carrying out other sim-
ilar subsidiary tasks. These tasks correspond to the “jobs”
delegated by the primary to the secondary that were dis-
cussed earlier in this paper. The actual making of a “job
request” can be carried out from time to time by having
the primary instruction program order the insertion of a
new instruction in the secondary instruction register (RS
instruction). (See Fig. 20.) Alternatively, the primary
program can also order the transfer of data between the
primary storage units and the secondary storage unit (TS
instruction). By these means, the primary computer is
able to exercise unconditional control over the actions of
the secondary program. On the other hand, the secondary
computer can influence the program of the primary com-
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secondary computer.

puter by manipulating the address numbers of the memory
locations to which the primary program refers. The results
of these manipulations correspond to the completed job-
result data transmitted from secondary to primary in the
dynamic models discussed earlier.

Synchronization of Interchanges Between the Two Com-
puters

In order to synchronize the actions of the two com-
puters properly, a programming system is employed in
which certain selected instructions in the primary program
are marked with a one-digit in a specified bit position. In-
structions so marked (“marked primary instructions”) are
intended in most cases to be carried out after certain key
instructions to be performed by the secondary computer.
They correspond to the “call-back” situations mentioned
earlier. When a “marked” instruction is reached in the
primary program, control of the relative time sequencing
of primary and secondary operations can be passed to the
secondary program. The secondary computer program can
then regulate the relative priority of execution of subse-
quent instructions in either program by means of its se-
quence-regulating 7p (regulate primary program) instruc-
tion (see Fig. 20).

For example, in a typical application of the use of the
rp instruction, the primary computer, upon reaching a
“marked” instruction will check, before executing this in-
struction, to see whether the secondary computer is stopped
and waiting with an rp instruction. If this is not the case,
the primary program waits until the secondary program
reaches an #p instruction. As soon as both programs have
reached a mutual waiting status, that is, the primary pro-
gram waiting with an unexecuted ‘“marked” instruction
and the secondary program waiting with an unexecuted 7p
instruction, the subsequent sequencing takes place accord-
ing to the code written in the secondary (7p) instruction
word (see Table VII). Various alternatives are available,
under which priority may be accorded to either computer

TABLE VII*

CODE FOR SEQUENCE-REGULATING (7p) INSTRUCTION
OF SECONDARY COMPUTER
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Digit Code for Answers
On Specification Questions
Digit #fn=1 | Digit #n=0

Should the secondary program | Yes, wait. No, proceed
Q1 | now wait for a marked primary immediately

instruction? to Q2.

If the answer to Q1 is yes, | Yes, execute | No, postpone

should the primary instruc- | it and pro- | execution

tion be executed, before pro- | ceed to Q3. | and proceed

ceeding to Q3? to Q3.
Q2

If the answer to Q1 is no, | Yes. No.

should the barrier system now

be activated?

Should the barrier system now | Yes. No.
Q3 | be deactivated permanently, i.e,

until ordered reactivated by a

subsequent 7p instruction?

Should the secondary program | Yes, end this | No, proceed
Q4 | proceed immediately to the | operation to Q5.

next secondary instruction | here.

(ending the operation at this

point)?

Should the next encountered | Yes, bring in | No, proceed

barrier (including the cur- | the next pri- | immediately

rently waiting marked pri- | mary instruc- | to Q6.
Q5 | mary instruction if any) now | tion, then

be removed? (Barrier system | proceed to

will be deactivated temporar- 6.

ily to permit one and only one

barrier to be passed).

Should the secondary program | Yes. No, remain
(06 | now proceed to its next in- waiting un-

struction? til further

notice.

* The questions Q1 through Q6 are asked and answered in order.
The answers (yes =1, no=0) are recorded as a six-bit code sequence.
This code symbol is then written in the sequence-regulating () in-
struction word in the secondary computer program. A barrier is a
stoppage of primary program operations resulting from the presence
of “marked” primary instruction word. These stoppages can take
place only when the barrier system is activated. The barrier system
can be activated and deactivated from time to time by the secondary
computer's sequence-regulating (7p) instruction using the codes
shown in the table. When the system is in the deactivated state, the
marking digit does not cause any stoppages. The barrier system can
be deactivated either 1) permanently, until specifically reactivated
by a subsequent rp instruction or 2) temporarily, until a single
marked instruction has been allowed to pass.

depending on whatever order of sequencing is most ap-
propriate to the logic of the interchange. Possible order-
ings include repetition or skipping of the primary instruc-
tions.

Provision is also made at such mutual waiting points
for the secondary program to branch to either of two next
specified alternative instructions according to whether the
primary computer was waiting in a special-status condition
(cp instruction). Special status includes the various types
of overflow and underflow (fixed point and floating point),
etc. ’

When both computers are in a mutual waiting condition,
the secondary computer can refer to the various base regis-
ters and control counters that the primary computer has just
referred to or is about to refer to. These references by
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the secondary computer can be made either as a result of
explicit register numbers, etc., written in the secondary
instructions, or as a result of the fact that these locations
are currently being specified in the currently-waiting pri-
mary instruction. In consequence, the secondary computer
can be used to monitor or to interpret the program of the
primary computer in a highly flexible fashion.

CONCLUSION

- The foregoing discussion outlined some of the paths
along which digital systems investigations are proceeding
at the National Bureau of Standards. Tt is evident that the
progress made thus far represents only a small start on a
series of system problems of wide scope. These problems
of network organization will become increasingly impor-
tant as time goes on, because the large-scale deadline-
meeting applications of the future (to the extent that they
are limited by the basic component rates) will force de-
signers more and more in the direction of widely extended
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network systems. In these extended systems, large num-
bers of independent machines will participate cooperatively
in the solution of a common problem. Such systems will
inevitably be more loosely organized with respect to cen-
tralized control than the relatively compact and logically
self-contained machines of today. The dynamics of such
loosely organized systems can thus be more effectively con-
ceived of in terms of the group behavior of large numbers
of randomly-interacting independent units rather than as a
completely prescheduled, unified-machine process. Al-
though the over-all performance of such systems can be
best analyzed in probabilistic or statistical terms, the actual
elementary building blocks in the system will still have to
operate in a rigid, precisely defined way. The problem of
system design then becomes one of contriving methods for
combining the particular building blocks at our disposal so
that fullest advantage is taken of the ways in which the
laws of chance act to combine their individual, statistical-
performance parameters.

A Program-Controlled Program Interruption System
F. P. BROOKS, JR!

OBJECTIVES

for the Los Alamos Scientific Laboratory,* a major

objective is to improve performance by eliminating
unnecessary waiting, A fundamental concept is that of
multiple data processing units sharing a common memory
and operating simultaneously and asynchronously. This
complex must be capable of immediate and coordinated
response to external signals. These two concepts demand
special methods of switching any single unit from one
program to another. The system by which a computer unit
responds to arbitrarily timed signals with programs per-
tinent to each signal will be called a program interruption
system.

There are two quite distinct purposes for which a pro-
gram interruption system is necessary. The first of these is
to provide a means by which a computer can make very
rapid response to extra-program circumstances which oc-
cur at arbitrary times, performing useful work while wait-
ing for such circumstances. These circumstances will most
often be signals from an input-output exchange that some
interrogation has been received or that an input-output op-
cration is complete. For efficiency in real-time operation,

]:[ N a computer complex now under development at IBM

t+ IBM Corp., Poughkeepsie, N.Y.
'S. W. Dunwell, “Design objectives for the IBM stretch com-
puter,” 1956 Proc. EJCC; p. 20.

the computer must respond to these forthwith. This de-
mands a system by which such signals cause a transfer of
control to a suitable special program.

The second purpose is to permit the computer to make
rapid and facile selection of alternate instructions when
program-activated indicators signal that special circum-
stances have occurred. For example, it is clearly desirable
to have such a system for arithmetic overflow, since the
alternatives are tedious and wasteful programmed testing
or a costly machine stop when the condition arises. As an-
other example, it is desirable to have a special routine
seize control and to take corrective steps whenever the
regular program attempts a division by zero.

These two purposes—response to asynchronously oc-
curring external signals, and monitoring of exceptional
conditions generated by the program itself—are quite dis-
tinct, and it would be conceivable to have systems for
handling each independently. However, a single system
serves both purposes equally well, and provision of a
single uniform system permits more powerful operating
techniques.

The program interruption system adopted must obey
several constraints. The most important is that program-
ming must be straightforward, efficient, and as simple as
the inherent conceptual complexities allow. Secondly, the
special circuitry must be reasonably modest, for mainte-
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nance economy as well as low first cost. Thirdly, the com-
puter must not be retarded by the interruption system,
except when interruptions do in fact occur. Finally, since
there is little experience in the use of multiprogrammed
systems, the system should be as flexible as possible. It is
important to avoid inflexibility based upon assuming cer-
tain methods of use.

In the next section we shall consider the several parts
of the system individually, examining the problem solved
by each. A final section will show examples of the use of
the system.

SysTEM COMPONENTS

The first question to be answered in a program inter-

ruption system is: When is the time to interrupt? This

requires a signal when there is a reason for interruption.
It also requires a designation as to when interruptions are
to be permitted. The solution to the first is straightfor-
ward. For each condition which may require attention,
there is a flip-flop, called an indicator, which may be in-
terrogated by the control mechanism. When the condition
arises, the flip-flop is set on, and it may be turned off when
the condition disappears or when the program has cared
for it, In the system under development there are sixty-
four such indicators, and they are grouped together into
a single register. This indicator register has an address
and can be treated as a data word for ordinary program
* operations.

The designation of times when interruption is permitted
can be done in several ways. It is possible to organize a
system so that any condition arising at any time can cause
interruption. Alternatively one can provide a bit in each
instruction which designates whether interruptions shall
be permitted at the end of that instruction or not. These
methods make no distinction among the interrupting condi-
tions. It is highly desirable to permit selective control of
interruptions, so that at any time one class of conditions
might be permitted to cause interruptions, and -another
class might be prevented from causing interruptions.
Therefore, each of the sixty-four conditions is provided
with a program-set mask flip-flop, which allows that con-
dition to cause interruption when it is on. When the mask
bit is off, interruption cannot be caused by that condition.
As with the indicators, the mask bits are assembled into a
single register with an address, so that they can all be
loaded and stored as a unit, as well as individually. The
indicator register and mask register give the programmer
full control as to which conditions are to be permitted to
interrupt at any time,

A second major question that a program interruption
system must answer is: What is to be done when an in-
terruption occurs? In the simplest systems, the program
transfers to some fixed location, where a fix-up routine
proceeds to determine which condition caused the inter-
ruption and what is to be done. This is rather slow. In
ordeér to save time, we provide a branch to a different loca-
tion for each of the conditions which can cause interrup-
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tion. The particular location is selected by a leftmost-one
identifier. This device generates a number giving the posi-
tion of the bit within the indicator register which signals
the condition causing the interruption. This bit number is
used to generate an instruction address for selecting the
appropriate operation to be performed. Since it is antici-
pated that such a computer system will often be operated in
a multiprogrammed manner, the bit address is not used
directly as the instruction address, for this would require
the whole table of fix-up instructions to be changed each
time the computer switched to a different program. Instead,
the bit address is added to a base address held in an inter-
ruption base address register. The sum is used as the next
instruction address. One can easily select among several
interruption instruction tables by setting the base address.

A third major question facing any interruption system
is: How does control return to the main program when the
fix-up routine is complete? One solution is to employ sev-
eral instruction counters. A more economical solution' is
to have the instruction counter contents automatically
stored in a fixed location upon interruption. We chose,
however, to make no provision for automatic storage, In-
stead, the address of the instruction executed immediately
after interruption is generated without disturbing the
contents of the instruction counter, That instruction can
store and .alter the undisturbed instruction counter con-
tents, if desired. A typical operation for such use would
be Store Instruction Counter and Branch.

If the instruction counter is not altered by the interrupt-
ing instruction, the program automatically returns to the
interrupted program and proceeds. This permits excep-
tionally rapid and simple treatment of the conditions that
can be handled with a single instruction. More complex
conditions are handled by a Store Counter and Branch in-
struction that enters a suitable subroutine just as any other
subroutine would be entered. Program control of counter
storage has two advantages: the storage location can be
selected at will, and it saves time to perform counter
storage and change only when needed.

A fourth question faced by any program interruption
system is: How are the contents of the accumulator, index
registers, etc., to be preserved upon interruption? Auto-
matic storage of these is both time consuming and inflex-
ible. It is better to use the standard subroutine philosophy
—the fix-up routine is responsible for preserving and
restoring any of the central registers it uses. Special op-
erations simplify storage and restoration of central regis-
ters, but full flexibility is left with the subroutine pro-
grammer. He need not store and retrieve anything more
than heé intends to corrupt.

The fifth question that must be answered by a program
interruption . system is: How are priorities established
among interrupting conditions and what provision is made
for multiple interruptions? Provision of the full masking
facility answers this problem, since any subset of the con-
ditions may be permitted to cause interruption. Each fix-up
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® OR
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Fig. 1.

subroutine can use a mask of its own, thereby defining
the conditions which are allowed to cause interruption dur-
ing that routine. There is also provided a means to disable
the whole interruption mechanism for those short intervals
when an interruption would be awkward. One such inter-
val is that between the time when a subroutine restores the
interruption base address appropriate for the main pro-
gram and the time when it effects the return to the main
program. The mechanism is automatically disabled by cer-
tain operations and can be optionally enabled or disabled
by others.

Simultaneous conditions are taken care of by the left-
most-one identifier, which selects that condition with the
lowest bit address in the indicator register for first treat-
ment, This is satisfactory because the fix-up routines for
the several conditions are largely independent of one an-
other. The positioning of conditions within the indicator
register defines ‘a built-in priority, but this priority can
readily be overridden by suitable masking when the pro-
grammer desires. In fact, it might be said that the leftmost-
one identifier solves the problem of simultaneity while the
selectivity provided by the mask solves the problem of
over-all and longer-term priorities.

ExamrLes

Fig. 1 shows the system organization of an interruption
system with only eight conditions. The indicator register
has only one condition, number six, on. The mask register
is set up to allow only conditions one and four to cause
interruption. Instruction 15 has just been executed, and
the -instruction counter has been stepped up to 16. There
is no interruption so the next instruction is taken from
location 16 in the normal manner. _
~ In Fig. 2 the execution of instruction 16 is accompanied
by the occurrence of condition one. The leftmost-one
identifier generates a binary one which is added to the 48
contained in the interruption base address register. The
result, 49, is used for the address of the next instruction
rather than the 17 contained in the instruction counter,
which is unchanged.
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DIAGRAM PROGRAM SEQUENCE
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Fig. 2.
DIAGRAM PROGRAM SEQUENCE
INDICATOR  ENABLE- INTERRUPT. INSTR. INSTR. LOCN. OPER. ADDR. ADDR.
REGISTER  DISABLE BASE ADD. COUNTER
FLIP-FLOPREGISTER BIN. |DEC.
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Fig. 3.

In Fig. 3 is shown the case when the instruction at loca-
tion 49 does not change the instruction counter. The in-
terruption mechanism has turned off condition one which
caused the interruption. No other condition and mask bits
coincide. After the instruction at location 49 is complete,
the next instruction is taken from the location specified by
the instruction counter, which still contains 17. This one-
instruction fix-up routine might be used to clear the ac-
cumulator after a floating point underflow.

Fig. 4 shows a different sequence that might have fol-
lowed Fig. 2. Suppose indicator 1 represented an end-of-
file condition on a tape and several instructions are needed
to take care of the condition. In this case, the instruction
at location 49 disables the interruption mechanism, stores
the instruction counter contents (17) in location 24, and
causes an unconditional branch to location 39. The fix-up
routine proper consists of the three instructions from 39
to 41. It might be any length, and might include testing
and scheduling of further input-output operations. During
the routine no further interruptions can occur. Instruction
42 is a Branch and Enable instruction, which causes a
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DIAGRAM PROGRAM SEQUENCE
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Fig. 4.

branch to the location specified in 24. This returns control to
the interrupted program at location 17 and re-enables the
mechanism so that further interruptions are possible.

The program in Fig. 4 assumes that it is desired to pre-
vent further interruptions during the fix-up routine. If
further interruptions were to be allowed during the rou-
tine, and the same mask still applies, one would use a
simple Store Counter and Branch instruction at location 49,
and a simple branch instruction at location 42. This proce-
dure is appropriate when, and only when, the programmer
is certain the condition one cannot arise during the fix-up
routine of during any that might interrupt it.

" In the most sophisticated use, where it is desired to use
a long fix-up routine which is to be interrupted under a
different set of conditions, the program shown in Table I
is suitable. The mechanism is disabled at the time of the
first instruction after interruption. The new mask is loaded
and the old preserved. The mechanism is then enabled. At
the end of the routine the mechanism is disabled, the old
mask restored, and the mechanism is re-enabled as control
is transferred to the originally interrupted routine at loca-
“tion 17.

This procedure is clearly suitable for any nuinber of
levels of interruptions upon interruptions, each of which
may have a different set of causing conditions. Each level
of routine is under only the usual subroutine constraint of
preserving the contents of the registers it uses. Full pro-
gram control simplifies programming and multiprogram-
ming, as does the refusal to assign special functions to fixed
memory locations. The task of the programmer of fix-up
routines is simplified by the provision of special operations
and by the adoption of the same conventions and require-
ments for interruption routines as for ordinary subrou-
tines. .

An especially important feature of the program inter-
ruption system just described is that it makes almost no
demands upon the writer of the lowest level program. He
need only set up the interruption base address register
and the mask register. He need not even understand what
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TABLE 1
Bﬁﬁsaffy Lo[c)zé‘éli?rrllal Operation Address | Address
00111 (15) ADD X
010000 (16) MULT Y
110001 (49) BRANCH, STORE 39 24
COUNTER, DISABLE
100111 (39) SWAP Mask 23
101000 (40) ENABLE
101001 41) LOAD A%
101101 | (45) | DISABLE
101110 (46) SWAP Mask 23
101111 | (47) | BRANCH, ENABLE c(24)
010001 an STORE Z

he puts there or why, but may follow the local ground
rules of his installation. Priorities, preservation of data,
and other programming considerations that are inherent
in program interruption concern only the author of the
fix-up routines. In open-shop installations it is important
that any programming burden inherent in such sophisti-
cated operation fall upon the full-time utility programmer
rather than upon the general user.

In summary, the program interruption system includes
an indicator register in which are assembled flip-flops for
the conditions that may cause interruption. These condi-
tions may be program-generated, as by invalid instruc-
tions, or external, as by remote interrogations. Corre-
sponding to each condition is a mask bit, and these are as-
sembled into a mask register. When any condition occurs
whose mask bit is on, the bit address of that indicator is
added to a base address to determine the next instruction to
be executed. This instruction is essentially inserted into
the normal instruction sequence. If the inserted instruction
is not a branch, the program executes it and proceeds ex-
actly as if the extra operation were a part of the main
program itself. If the inserted instruction is a branch, it
provides for entry to a fix-up subroutine in the same man-
ner any other subroutine would be entered. When the fix-
up subroutine is complete, return to the main program is
effected just as it would be from any other subroutine.
Programming is facilitated by uniformity with ordinary
subroutine control, by special operations, and by full pro-
grammable selection of .interrupting conditions, storage
locations, and fix-up routine locations. The governing
philosophy of design has been that flexibility and power of
program control is of more value to the sophisticated user
than would be pseudoconvenience of an inflexible auto-
matic interruption system, but that the power and flexibil-
ity made available to the sophisticated user must not be
gained at the expense of convenience and simplicity for
the casual user.
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Discussion

B. J. Carr (Applied Physics Lab,
JHU) : Is this interrupt scheme now-incor-
porated in a computer in existence?

Mr. Brooks: This system is being de-
signed for a very powerful new computer
and is not incorporated in a computer in
existence. The computer is in part des-
cribed in “Design Objectives for the IBM
Stretch Computer,” by S. W. Dunwell; in
the 1956 Proceedings of the EJCC.

F. M. Verzuh (M.I.T., Cambridge,
Mass.): Does IBM plan to make this pro-
gram interruption device available on 704-
709 on RPQ basis? If so, what is the
rental price?

Mr. Brooks: I know of no such plans.

H. Siegal (Remington Rand Univac):
If one bit in the indicator and mask regis-
ters is indicative of an overflow interrup-
tion, for example, how would you distin-
guish between a programmed overflow and
a nonprogrammed one, within a sequence
of operations?

Mr, Brooks: You can distinguish by
masking out interruptions from overflow
when intentional overflows occur. For sev-
eral reasons, intentional overflows will be
quite rare in this system. If you did permit

interruptions to occur anywhere, you can,
in the fix-up routine, decide whether the
overflow was intentional by the instruction
location at which the overflow occurred.

Mr. Hirmes (Curtiss Wright): Is the
particular type of error indicated by each
digit of the indicator register built into the
machine or can it be varied? Second,
wouldn’t the second instructions of a two
or more instruction fix-up routine be the
first instruction of the fix-up routine of the
indicator digit following the one under con-
sideration?

Mr. Brooks: First, the particular con-
dition for each indicator is built into the
machine. Second, because the system only
inserts one instruction into the program,

‘the condition you describe would not occur.

Since the counter is not changed from 49,
for example, it can’t step on to 50. There-
fore, if you want a fix-up routine with
several instructions, you must write it as a
subroutine and enter it as a subroutine.
The single instruction inserted into the
program is the store instruction counter
and branch.

F. B. Banan (General Electric Co,

- Evansdale, Ohio): Could you please say a

few words about the application of inter-
rupt in cases where it is desired to save the
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contents of the console and memory, read
in a completely different program to proc-
ess data for which immediate answers are
desired, and then restore the original pro-
grams and proceed from point of interrup-
tion. i

When will this interrupt system be
available? What will be its cost?

Mr. Brooks: First, the interruption sys-
tem permits operation in the mode you des-
cribe. This demands a different approach
to console philosophy, but otherwise the
procedure is straightforward. One must
have the dumping routine in memory, at
least enough of it to dump part of memory
and load a more powerful routine. The
console and memory can be dumped on
tape or into slow memory, and the pressing
problem handled. At its conclusion, the
console and memory contents are restored
with fairly simple programming, and one
proceeds as usual. The interruption system
permits the high-priority program itself to
be interrupted by anything of higher pri-
ority (errors, at least) as defined by the
programmer.

Second, the first machine with such an
interruption system is scheduled for de-
livery in early 1960. The interruption sys-
tem is integrated into the machine, and it is
not possible to separately identify its cost.

A Transistor-Circuit Chassis for High Reliability
in Missile-Guidance Systems

G. A. RAYMOND?

ORGANIZATION

N recognition of the special needs of the situation, a
JI unique team was organized to develop this computer.

Early in the development program, the usual project
organization was augmented with engineers trained in
quality control, specifications, production engineering and
mechanical design, plus mathematicians and statisticians
skilled in the use of computers. Organizational lines were
bypassed, and a closely-knit working group was estab-
lished. As development progressed, a special manufacturing
department was organized to work directly with the design
group so that manufacturing processes would be consistent
with the reliability requirements. Much of the success of
the program resulted from the close working relationships
between the design and manufacturing groups. '

t Remington Rand Univac, Div. of Sperryv Rand Corp., St.
Paul, Minn. :

CirculT RELIABILITY

The desire to use mechanized-design techniques'-as an
aid to the logical design, plus a requirement for simplified
maintenance, dictated the use of a small, relatively simple
building block. The standard circuit (Fig. 1) uses diode
logic with a transistor amplifier. The input diodes function
as an OR circuit, the surface-barrier transistor as an in-
verter, or NOT circuit, and the output diodes as AND
circuits. Direct coupling is used with —2 vdc representing
binary zero and ground potential representing binary one.
Up to six inputs may be provided. A p-n-p alloy-junction
transistor connected as an emitter follower provides the
power amplification necessary to drive the eight possible
outputs. Over three thousand of these basic circuits are
used in the computer, some as the basic inverter circuit,

*S. R. Cray and R. N. Kisch, “A progress reIiort on computer
application design,” Proc. Western Joint Comp. Conf.; 1956.
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Fig. 1-—Standard circuit for computer building block.

and others interconnected to form flip-flops. Altogether,
75 per cent of the computer is composed of this one basic
circuit. ‘

Since so many identical basic circuits are used, it be-
came obvious that added circuit reliability could pay large
dividends in computer reliability, and thus a major reliabil-
ity effort was applied. Having established the circuit con-
figuration and made the usual laboratory experiments, a
program for the Univac Scientific was prepared using the
circuit-design equations to compute optimum-circuit param-
eters.? After establishing criteria for expected parameter
variation with life, the values of all parameters were cal-
culated to give the maximum circuit stability. The results
are impressive. Even after the beta gain of both transistors
has dropped to two thirds of the purchase value, the diode
reverse ctirrents have increased from 50 to 400 na, and all

of the resistors have drifted 10 per cent in the worst direc-

tion, the circuit will still suffer a 10 per cent voltage varia-
tion without failure. Thus, it has been demonstrated that
careful, detailed engineering will produce reliable circuits
that remain reliable as the components age.

COoMPONENT RELIABILITY

The selection of components likely to contribute most to
the reliability of the computer also required a comprehen-
sive program. The decision to use transistors rather than
vacuum tubes or magnetic-core switches resulted from an
extensive investigation during which several small self-
checking computers were built and operated. Substantial
quantities of all types of components were subjected to
heat, humidity, shock, vibration, low temperatures, and
other destructive environments that might contribute in-
formation on comparative component reliability.

Particular care to detect a tendency toward catastrophic
types of failure was necessary in this investigation. Com-
ponents that deteriorate gradually with time would be de-
tected and removed before failure occurred, while cata-
strophic failures would mean circuit failure every time. The

'

*J. Alman, P. Phipps and D. Wilson, “Design of a basié com-
puter building block,” Proc. Western Joint Comp. Conf.: 1957,
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Fig. 2—Automatic transistor tester.

final decisions on component choice had to be based on
reliability and not electrical characteristics. Every engi-
neer had to put reliability ahead of all other design ie-
quirements, and circuits had to be redesigned to use less
efficient components where these proved to be more reli-
able.

Having established those components that were to be
used, it became necessary to establish controls to assure
that only these components would be used in manufacture
of the equipment. Specifications were written covering
every critical component with quality-level requirements
exceeding the most rigid military specifications. Large
samples drawn from every lot of components had to be
subjected to rigid acceptance tests at the manufacturer’s
plant and again at Remington Rand Univac. To insure
compliance with the specifications, Univac quality control
representatives are stationed at each manufacturer’s plant
during the production and testing of the components,

The final assurance that only reliable components are
used is the complete test of every component prior to in-
troduction into the computer. In most cases this test is per-
formed on specially designed automatic machines such as
the transistor tester shown in Fig. 2. This unit, with a
turntable - arrangement, moves the transistor through a
number of test stations. The test circuitry and parameters
to be measured at each station are programmed on the
plugboard at the upper right. Counters at the upper left
record the rejects on each separate test while the com?o-
nents are being sorted into “accept” and “reject” categories.
Extreme precaution had to be taken in the design of the
test machines so that transients or equipment failures
would not cause damage to the components being tested.
This is extremely important in the case of surface-barrier
transistors where even small transients may cause com-
plete failure.

Continuous improvement of final screening tests is an
important area where much can be done toward eliminating
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Fig. 3—Standard circuit packagipg with vacuum
tube for size comparison.

the “weak sisters” from component lots. Improvement of
these tests is continuing as results from a large-scale com-
ponent-testing program are received.? This program is be-
ing conducted by Inland Testing Laboratories in Chicago,
Ill.,, and Battelle Memorial Institute in Columbus, Ohio,
and will give life characteristics and data for screening
tests on transistors, diodes, and resistors used in the com-
puter. Approximately 60,000 components are on test in
this program.

RELIABLE PACKAGING

Many of the components tested during the development
program showed tendencies toward deterioration under
certain environmental conditions. High humidity proved to
be the worst offender, and complete protection of the com-
ponents from humid atmosphere showed prospects of im-
proving reliability. The results of this phase of the design
effort are perhaps the most unique of all the work done to
achieve greater reliability.

A specially designed connector, mounting two etched-
circuit boards, is the standard package for all electronic
circuitry in the computer, and all circuits are mounted in
this fashion, The package design, shown in Fig. 3, provides
positive hermetic sealing. Connector pins are brought out
through glass to metal seals in the base, and a pressure
valve is provided for pressurizing the chassis with dry
gas. The seal around the base is made by induction solder-
ing and may be unsoldered for repair of the circuitry. The
manufacturing process includes a complete bake out of the
chassis under high vacuum (see Fig. 4) to reduce the
relative humidity below 1 per cent after sealing. The rela-
tive humidity may be checked by means of a humidity-
sensing element inside each chassis.

The highly reliable contact arrangement is shown in
Fig. 5. The arrangement is reminiscent of the knife switch
used in power circuits with a flattened male pin and tuning
fork shaped female contacts. Two completely independent
pairs of contacts in the female connector give redundancy
for added reliability. Of the 100,000 contacts in connectors

’D. R. Bair and P. Gottfried, “Reliability results from large-
scale testing,” Elec. Equip.; January, 1957.
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Fig. 4—Chassis are baked under high vacuum prior to sealing.

Fig. 5—Male- and female-contact assemblies used in
special reliable connectors.

used to date, not one single case of poor contact has oc-
curred.

The etched-wiring boards mounted on the connector are
fiberglass-epoxy laminate with rolled copper foil on one
side. Extreme care is observed in selecting and processing
this material so that the finished boards are completely free
of scratches, pinholes, or other defects such as warpage or
contamination. Assembly of the entire chassis is a “clean-
room” operation with temperature and humidity control,
white smocks and gloves for all operators, and strict proc-
ess control, Policy prohibits touching any component with
the bare hands. Any component that is dropped, even in a
container, is rejected. Rework is carefully controlled and
strictly limited. Complete records are kept of each opera-
tion on each unit including the time, date, and operator
number so that assembly reference can be made during
the routine failure analysis which follows every failure.

Dip soldering is used to attach the component leads to
the etched wiring and also to connect the etched wiring to
the connector pins. These two separate operations are per-
formed on a selective soldering machine which permits
masking the entire circuit and exposing only the areas
where solder is. desired. This procedure reduces the heat
transfer to components and permits attaching the compo-
nents to the board in one operation and the board to the
connector -in a following operation. Results of selective
soldering are shown in Fig. 6. Following the dip soldering
and prior to an electrical test, the completed board is given
a temperature shock from room temperature to --155°F
and then to —50°F. The temperature-shock treatment is
further insurance against marginal components or con-
nections that might later show intermittent failure.
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Fig. 6—Standard package without cover—showing
results of selective soldering.

Final assembly of the sealed chassis includes pressuriza-
tion with a mixture of nitrogen and helium thus allowing
a standard helium-leak detector to be used for checking the
final seal.

With the final seal complete and final electrical checkout
satisfactorily performed, the chassis is installed in the
-computer panel as shown in Fig. 7. Insertion is performed
with a special tool to prevent damage to the connector
pins. The chassis is fastened in place with hold-down
screws and is ready for operation.

CONCLUSION

The purpose of this paper is ‘to present a broad
picture of a reliability-design effort that achieved true re-
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Fig. 7—Completed packages installed in computer rack.

liability. The salient points may all be summarized in the
one word—attitude. The desire for reliability must be
present in the mind of each person from the chief engineer
to the girl on the assembly line. The finest quality control
cannot make a poor design reliable and the finest design
will not be reliable if the person who builds it is careless.
Careful attention to minor details in the selection of com-
ponents, the design of the circuitry, the packaging of com-
ponents, and the manufacturing process can pay off in a
big ‘way where reliability is the most important require-
ment. ‘

Discussion

Since the discussion at the Conference
dealt mostly with types and causes of
failures, an updated summary from De-
cember, 1957, through February, 1958, fol-
lows. .

From completion of the final checkout
May 17, 1957, until March 1, 1958, the
computer has operated 1613 hours. Failures
considered in determining computer relia-
bility were limited to those which, had they
occurred during guidance missions, would
have caused the mission to fail. They have
been seven failures in this category. They
are summarized below.

1) Intermittent chassis—the defect has
not yet been located.

2) Intermittent chassis—defective solder
connection inside pulse transformer.

3) Defective chassis—two shorted diodes,
apparently damaged by externally
applied voltage.

4) Defective  chassis—collector-emitter
short in transistor.

5) Defective chassis—collector-emitter
short in transistor.

6) Possible intermittent chassis—has not
been established as a definite failure,
but is suspected. )

7) Two rectifier stacks in the power sup-
ply—resulted from improper design in
the switching circuitry.

CRO.C=7D

Transients from the power supply are
suspected as the cause in 4) and 5). No
transistor failures have occurred since
October when this defect was eliminated.

Two failures previously reported have
been removed from this list after detailed
study indicated that in one case there was
no defect, and in the other case, that the
defect would not have caused a computer
failure.

There have been twelve chassis removed
for reasons which would not have caused
computer failure. Of these, four chassis
were removed because of low gas pressure,
six because of high humidity indication,
and two because of defective indicator
transistors. No other chassis have been re-
moved for any reason.
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A Method of Coupling a Small Computer to Input-

Output Devices without Extensive Buffers
' JAMES H. RANDALL'

GENERAL DESCRIPTION OF COMPUTER

HE computer referred to in this paper is contained

in a package about desk size. It is intended to sell

at a relatively low cost as compared to other general
purpose type computers and accordingly would be con-
. sidered in the “small” class. The basic components used
are transistors-and diodes. Although the design was aimed
specifically at business applications, the computer is never-
theless a general purpose machine with internally stored
program. Typical of the applications intended are the prob-
lems of small businesses such as payroll, stock inventory,
production control, interest calculations, etc. The computer
can be considered as an extension of the accounting ma-
chine system rather than an integrated data processor.

MECHANICAL ACCOUNTING MACHINE

In business applications, one must use all shapes and
sizes of business forms. Therefore, a standard mechanical
accounting machine with a large carriage suited to these
forms was utilized for printing data from the computer
and as a source of keyboard entry into the computer. The
use of the accounting machine provides the additional
advantage that format control of printing on the forms is
taken care of on the accounting machine itself and does not
have to be stored in internal memory.

This - accounting machine is essentially a parallel digit
device. The maximum word size has been chosen as ten
digits (numeric only). As is conventional in accounting
machines the keyboard has ten columns of nine keys each,
one column for each digit position in the word. Depressing
a key in any particular column determines the value, zero
through nine, of the digit printed in that digit position.
(Depressing no key causes a zero to be printed.) After all
the desired keys have been depressed, the machine cycle
is initiated and all the digits of the word are printed simul-
taneously.

Associated with each column of the keyboard is the con-
ventional rack as shown in Fig. 1. During the machine
cycle all ten of the racks are simultaneously driven in a
setting direction parallel to their long axes, successively
passing through positions representing digital values, zero
through nine. Each rack may be stopped at any one of the
ten positions, depending upon which key is depressed in
that corresponding column of the keyboard. The racks are
connected to the printing mechanism so that the value of
cach digit printed is determined exactly by the position

t The National Cash Register Co., Dayton, Ohio.

DIRECTION OF PLUNGER
WHEN SOLENOID
IS ENERGIZED

TO PRINTER

Fig. 1—Illustration of a rack with accompanying
solenoid and position detector switch.

of its corresponding rack at the time of printing. After
all of the racks have assumed their proper positions they
are held stationary for a period of time sufficient to com-
plete the printing operation and then restored to their
original positions.

For keyboard entry of data, the computer must detect
the positions of all racks after they have been stopped by
the keys, and transfer this parallel information into the
memory. In order to print words from the memory, the
computer must stop each rack at the proper digital position.
This is actually done by a process that pulls in a solenoid
for each rack, stopping it at the proper position as it is
moving in the setting direction.

MaGNETIC LEDGER CARD

In a large percentage of businesses, the data continually
being used in calculations are stored in printed form on
ledger cards. In general, the problem is to take data from
a ledger card, combine it with new data to get the desired
result, and bring the information on the ledger card up to
date. If the ledger card system is to be retained, it is ad-
vantageous if the data on the card is also in machine-
readable language. To accomplish this, a strip of magnetic
material was added along one edge of the ledger card.
On this strip are recorded magnetically certain controls
and all of the current information printed on the card.
The computer must both record data and read data from
this magnetic strip. ‘

To make the magnetic ledger card really practical for
the applications intended, it is necessary to store 50 to
100 digits of information on the magnetic strip. The
choice of scanning speed and recording density resulted
in a read and record rate of about 400 pulses per second.
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There is a data track and a clock track on the strip-and the
data are recorded serial digit and serial code (four bits
per digit). To get the maximum amount of data on the
card, a variable word length system is used which requires
that an end-of-word symbol follow each word.

Recording on the card is under control of the computer
and must be done at the rate of 400 pulses per second,
which is also the reading rate.

ReapiNG Puncuep CARDS

In certain applications it is necessary to do some types
of distribution for writing reports, etc. The computer was
accordingly designed to read punched cards which are
sorted on available commercial equipment.

A modified IBM 026 card punch was used for reading
the cards. This punch has a duplicate feature which reads
one card and simultaneously punches the information
read into the following card. By temporarily disabling
the punches and operating in the duplicate mode, the cards
can be read one after the other at the normal reading sta-
tion.. This data appears as parallel-code serial-digit at a
rate of about eighteen digits per second. The computer
must take the data at this rate and store it in internal
memory.

INTERNAL CONSTRUCTION

Both a core and drum memory were considered for this
computer. Since the capacity of the memory is relatively
small (100 words), it seemed more economical to use a
drum. However, with a drum, communication with each
of the aforementioned input-output devices would require
extensive buffering and add substantially to the cost of the
computer. Therefore, a core memory was considered. The
core memory has three major advantages. First, any ad-
dress can be selected in a very short time. Second, the
read-write operation can be stopped and started almost
instantaneously and at any point in a word. Third, it is
possible to read out a word starting from either the high
or low-order end. By exploiting these characteristics it was
possible to synchronize, rather than buffer, the memory to
the communications devices,

The basic clock frequency of the computer is 25 ke,
making a bit time and the read-write cycle for a core 40
usec. The word length is ten digits of four bits each, or
40 bits. Reading out of the memory is always done in a
completely serial fashion. There are two basic modes for
this process, “word cycles” and “digit cycles.” Initiating
a word cycle causes an entire word of the memory to be
read (or written into) without interruption. With two
extra bit times for control, this cycle takes a total of 1680
wsec. A digit cycle reads only one decimal digit, or four
bits, from the memory. The length of this cycle is 200 usec
including an extra bit time for control. These digit cycles
may follow one after the other in sequence to read out an
entire word. However, any amount of time may elapse be-
tween the completion of one digit cycle and the beginning
of the next.
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In the computer are two single-digit registers of four
bits storage capacity each. They are used for certain arith-
metic and control operations and also are used as buffers,
as will be shown.

READING DATA FROM ACCOUNTING MACHINE

Entering data into the computer from the accounting
machine is comparatively simple. As previously discussed,
the value of each digit of the word entered into the key-
board is represented by the differentially set position of a
corresponding rack. As shown in Fig. 1, a switch was
added to the machine which has ten parallel conductors on
one surface, extending in a direction perpendicular to the
racks and spaced the same distance apart as the digital
positions of the racks. A wiper on each rack then makes
contact with one of these ten conductors, dependent upon.
the position at which the rack is stopped. The wiper also
makes continuous contact with a single common conductor
for each rack, extending in the direction of movement of

~ the rack. Consequently, if voltage is applied to any one of

these common conductors, the same voltage appears, via
the wiper, on the conductor corresponding to the position
of the rack.

When the computer receives a signal that the racks are
in position, it initiates a word cycle that scans the switch
and copies the information into memory at the same time.
That is, the digit selector selects the digit position in
memory in which to write and at the same time selects the
corresponding rack to be examined for its digit position.
Effectively, the computer is taking the parallel digit one-
of-ten coded data from the switch, properly encoding and
serializing it and copying it into memory.

Since the computer is operating at the 25-kc rate during
scanning of the switch and the racks remain stationary for
a sufficient length of time to allow the scanning to be
completed, no buffering is necessary.

PRINTING WITH THE ACCOUNTING MACHINE

Printing a word from internal memory presents a more
complex problem. Each rack must be stopped at the proper
digital position by a solenoid, shown in Fig. 1.

A means was provided for generating a pulse each time
the racks are moved from one digital position to the next.
These pulses are fed into a counter which operates to
produce in coded form a number representing each of the
digital positions of the racks as they move from positions
zero through nine.

When a signal is received to start the print operation
and before the racks move, a word cycle occurs which suc-
cessively loads the digits of the word to be printed into
one of the digit registers. Each digit is compared to the
number in the counter, and if any digit in the word is
a zero, a solenoid is energized which prevents movement
of the rack corresponding to that particular digit. For
example, if the five high-order digits of the word were
each zero, the five corresponding racks that cause the
printing of those digits would be prevented from moving.
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The remaining racks then begin to move in the setting
direction. When they reach the “one” position, the counter
would then be storing the number representing that posi-
tion. At this time the same word cycle is repeated, but now
in all positions of the word where the stored digits are
equal to “one,” solenoids will be energized to stop all the
corresponding racks at the “one” position. This entire
sequence is repeated each time the racks reach a new digital
position. ‘

- The racks move at a constant velocity with 8 msec time
elapsing between digit positions. However, the word cycle
_at each position requires only 1.68 msec, which, with the
aid of high-speed solenoids, is adequate time to catch the
racks. Thus, a timing system and a series of word cycles
operating at the internal 25-kc rate eliminate the need of
a word-length buffer,

RecorpiNnGg oN LEDGER CARDS

The synchronizing technique is applied in the following
manner to recording on the ledger card. A card clock is
generated internally at the 400 pulse-per-second rate. This
clock records the clock track on the magnetic strip and also
synchronizes the computer. The card is scanned in oppo-
site directions for read and record; accordingly, the data
are recorded on a card from high-order to low-order digit
so that it may be read from low-order to high-order digit.

Upon receiving a signal to record, the computer initiates
a digit cycle which loads the high-order digit of the first
word to be recorded into one of the single-digit registers.
In the following bit time the content of the register is ex-

- amined to determine if the digit is a significant one—that
is, a number other than zero. If not, another digit cycle
follows immediately, loading the next lower order digit
into the same register and the check of the content is re-
peated. This process continues until the first significant
digit is detected. At this time the word scanning operation
halts and the next card clock pulse that occurs starts the
recording of an end-of-word symbol. When this is com-
pleted, the bits making up the digit stored in the register
are transferred to a single bit storage one at a time in
sequence, each time a card clock pulse occurs. The output
of this single bit storage as the bits are stored one after
another determines precisely what is recorded on the data
track of the magnetic strip. When the last bit of the digit
has been transferred to the single bit storage, another digit
cycle occurs which loads the next lower order digit into
the digit register. The following card clock pulse then
begins the serial recording of that digit. This sequence of
events continues until all of the digits have been recorded.
If another word is to be recorded, the new address is se-
lected in one bit time and the scanning process begins
again.

If the word is found to be all zeros only an end-of-word
symbol is recorded. In this case the ten-digit cycles re-
quired to examine the word can easily occur while the next
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end-of-word symbol is being recorded. 1t is not necessary,
therefore, to have any unused space between words on the
card.

By synchronizing the memory to a slow card clock only
five bits of buffer storage are needed for recording any
number of digits.

Reaping LeEpGER CARDS

Reading ledger cards is essentially the reverse of record-
ing, but with the 400 pulse-per-second clock output from
the card being in control. Upon receiving a signal to start
reading a card, the computer first initiates a word cycle
that clears out (writes all zeros into) the address in which
the first word is to be stored. As the data come from the
cards serially, each bit is loaded into the digit register hav-
ing the four bit capacity. A check is made to see if this
digit is an end-of-word symbol. If it is not, a digit cycle
is initiated and the contents of the digit register are loaded
into the low-order digit position of the word. In similar
fashion the succeeding digits are first loaded into the regis-
ter and then into the next higher order digit position in
memory. When an end-of-word symbol is detected, no
digit cycle occurs and the digit selector of the memory is
reset to the low order digit position. The next address in
the memory to be loaded is then cleared, This takes place
before the next bit of data is received from the card. The
process then is repeated for each word to be entered from
the card.

By synchronizing the memory to clock pulses received
from the card, only one digit of buffer storage is needed
in the reading of magnetic ledger cards.

Reapineg PuncHED CARDS

The punched cards are read ‘in a serial digit fashion
from high to low-order digit. A clock pulse is received
from the reader which signals the computer that the card
is in a position for reading a digit. At this time a word
cycle clears out the address to be loaded, and the output of
the card reader is loaded by a digit cycle into the low order
digit position in memory. When the next clock pulse is
received, the previous digit is shifted into the next higher
order position of the word in memory and the new digit
is loaded into the low order position. All of this can easily
take place between card reader clock pulses which occur
about every 55 msec. When the last digit of a word is
loaded, the word is stored in the proper position. Again,
synchronizing the memory to the card reader clock elimi-
nates the need for any buffering at all. '

CONCLUSION

By synchronizing the core memory in a small computer
to input-output devices, the buffering required is greatly
reduced. Additional savings are realized because small
existing registers which are already a necessary part of
the computer can be used as the buffers.
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Discussion

M. W. Marcovitz (Burroughs Corp.,,
Paoli, Pa.): Is the program for this ma-
chine stored in the core memory? If not,
where?

Mr. Randall: Yes,
stored in the core memory.

the program is

T. A. Dowds (Burroughs Corp., Paoli,
Pa.): Is this machine available? How are
nonsignificant zeros stored when reading
from punched cards and from ledger cards?
Is this a single-address program?

Mr. Randall: No, this computer is not
yet commercially available. The method of
storing nonsignificant zeros is to first clear
(write all zeros into) the memory cell to
be loaded. The data are then loaded into
the cell starting at the low-order end of
the word until a signal is received that
there are no more significant digits for that
word. When reading punched cards  this
signal is an “end-of-field” signal from the
card punch. When reading magnetic ledger
cards the signal is an “end-of-word” symbol
read from the card. The instruction format
is not single address, but rather “three-plus-
one” address.
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R. A. Wallace (Burroughs Corp.):
‘What is the method of feeding the ledgers?
Is part of the information used to store
line information? What provisions are
there for checking?

Mr. Randall: The ledger cards are
driven into the carriage by a mechanism
added to the mechanical accounting ma-
chine, Line information is stored on the
card so that it is stopped on the proper line
for posting. There is practically no internal
checking. However, checking can be ac-

. complished by normal programming tmeth-

ods.

The Synthesis of Computer-Limited Sampled-Data

Simulation and Filtering Systems’

ARTHUR S. ROBINSON'

HIS PAPER concerns the synthesis of systems in
which a single digital computer is to be used in con-
junction with an array of output “holds” or filters
either to simulate the dynamic transfer characteristics of
a number of linear continuous systems or to filter random
messages from a number of continuous inputs, each of
which consists of a mixture of random message plus
random noise.
A block diagram of such a system is shown in Fig. 1.
The system inputs are the continuous time functions

ri(®), r2(8), - - - ry—a (D), ra ().
The system outputs are the continuous time  functions

c1(t), ea(8), - - - en—a(?), en ().

Each system output is obtained from an individual con-
tinuous output filter. This filter is in turn actuated by
sampled signals periodically derived by the computer as
it moves sequentially from channel to channel.

In systems of this type, in which a digital computer has
available and is to supply continuous data, the computer
operates on sampled data only because o series of se-
quential operations are to be performed, each requiring a
fimite amount of time. A typical simulator channel requires
time for switching between channels and for analog-to-
digital and digital-to-analog conversions, defined as s;, and

. *Details pertinent to both this paper and footnote 1 are con-
tained in footnote 2.
t Eclipse-Pioneer, Div. Bendix Aviation Corp., Teterboro, N.J.

——

STORAGE

CONTROL

1
1
|
1
|
1
1
1
1
P .
T h oum

. t

!
ARITHMETIC | ——

1 i S
| o
i
1
1
4

4cv-co

1
|
i
:
i
|
|
!
I
I
I
!
|
|
!
1
i
1
1

DIGITAL COMPUTER

Fig. 1—Simulation system functional block diagram.

time for internal computer data transfers, multiplications,
additions and subtractions, defined as k;. The time re-
quired for switching and conversion is generally constant,
whereas the time required for internal data processing
and computation is governed by the complexity of the com-
puter program. That is, in general, 2; will be a function
of the number of terms in the computer program for that
channel, so that T, the system sampling period, will be a
function of the total number of program terms the com-
puter is required to process for all channels. ‘
The term Computer Limited has been coined to desig-
nate sampled data systems of this type, in which the sys-
tem sampling period 7" is a function of limitations imposed
by the computer implementation. Computer Limited sam-
pled data systems can be contrasted to Data Limited sys-
tems, in which the system sampling rate is limited by some
fixed external constraint in the data measuring equipment,
such as the speed of rotation of a radar antenna. It is im-
portant to understand this basic difference between sys-
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tems, since synthesis techniques that have been derived

heretofore for the optimization of Data Limited sampled

-datasystems are not applicable to the Computer Limited
problem.

Tt is interesting to note that Computer Limited sampled
.data systems are not restricted to the simulation systems
described in this paper. In general, any system that utilizes
a digital computer in real time is o Computer Limited sam-
pled data system, unless the available input data rate is
slower than the speed with which computer solutions can
be obtained. Many analog computing systems that utilize
multiplexed elements are also subject to Computer Limited
constraints.

An application of Computer Limited theory to control
system synthesis has already been presented.* It is sug-
gested that the basic techniques to be presented in this and
in supplementary papers? can be used as tools in the gen-
eral synthesis of Computer Limited sampled data systems.

Returning to the stimulation and filtering application.
‘When the system illustrated in Fig. 1 is to simulate the dy-
namic transfer characteristics of a number of linear contin-
uous systems actuated by deterministic input signals, the

ideal system outputs are as defined by the block diagram of

Fig. 2, where :

”i(8), hat), + - - hya(8), B ()

are the impulsive responses corresponding to the ideal in-
put-output relationships, When the system inputs are ran-
dom functions of time of known statistical characteristics,
or when the function of the system is to filter random
messages from the continuous inputs, each of which con-
sists of a mixture of random message plus random noise,
the ideal system outputs are as defined in Fig. 3. As
" indicated, the ideal filtering response for each channel
would result if a signal equal to the noise input could be
effectively subtracted from the total input, so that only
the random messages

fml(i), rmz(t)’ te 7mN—1(t)y me(t)
actuated the ideal filters. Since the block diagrams of the
filtering and simulation problems are almost identical, it is
convenient to visualize the filtering problem as the simula-
tion of ideal filters, and so to combine the discussion of
system synthesis techniques under the single heading of
“simulation.”

The ideal system responses shown in Figs. 2 and 3 define
reference outputs against which the performance of the
actual system shown in Fig. 1 must be compared to evalu-
ate the effectiveness of the simulation. When system inputs
are deterministic, the synthesis techniques to be described
permit the system designer to-determine the linear digital
computer program that will minimize the integrated error
squared between ideal and actual continuous system out-

*A. S. Robinson, “The Synthesis of Computer Limited Sampled
Data Control Systems,” presented at AIEE Computer Conf., At-
lantic City, N.J., October, 1957.

*A. S. Robinson, “The Optimum Synthesis of Computer Limited
Sampled Data Systems,” D. Eng. Sc. Dissertation, Columbia Univer-
sity, New York, N.Y.; May, 1957.
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puts. When system inputs are random, the synthesis tech-
niques lead to minimization of the mean squared error.
When only the form of the channel output filters are speci-
fied, the synthesis procedure permits the filter parameters
to also be optimized.

Returning to Fig. 1, a mathematical model for a given
channel can be obtained by tracing the channel from its
input to its output. At the input the continuous signal 7;(#)
is periodically connected to the digital computer input,
where the sampled analog voltage is converted to a digital
number. Each such digital number is effectively an instan-
taneous sample of the value of the continuous function.
If the period between sampling instants is denoted by T,
the conversion of the continuous deterministic input signal
r;(t) to the series of digital numbers

7;(0), 7;(T), r;(2T) . . .

can be visualized as a process of impulse modulation, with
the area of each impulse equal to the value of the corre-
sponding digital number.

Each time the computer receives new input data it pro-
ceeds through a new series of computations and delivers a
new solution at its output after the time delay required to
perform these computations. The computed problem solu-
tion is then used to actuate the output filter, characterized
by its impulsive response, g;(¢), so that as the computer
moves on to other simulator channels, the output filter
provides a continuous output response for the jth channel.
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The mathematical model for a single channel with a
deterministic input is shown in Fig. 4 in terms of Laplace
and Z transforms. It is convenient to describe the digital
computer by an instantaneous response, characterized
by C*(Z), followed by a time delay, described by Z—#/T,
The transfer function of the continuous output filter is
defined by G(s). The meaning of each of these symbols
is shown more precisely in Table I. 7*(¢) describes the
train of impulses at the computer input. Z7! is, of
course, simply the delay operator e—*T. The Z transform
of the computer input is' R*(Z). G(s) is the Laplace
transform of the output filter impulsive response.

Dr.Salzer?® has shown that C*(Z), the linear program of

"a digital computer operating in real time, is physically
realizable only when it can be described by a ratio of
polynomials in Z71, as indicated in Table 1. Referring
to Table 11, this constraint states that the impulse se-
quence corresponding to the effective computer instan-
taneous output, characterized by P,*(Z), can only be
formed as the sum of appropriately weighted past and
present values of the computer input, and past values
of the computer output. That is, R*(Z)a, corresponds
in the time domain to the input impulse sequence multi-
plied by a,. R*(Z)Z7'a; corresponds to the input
impulse. sequence delayed by T and multiplied by a.
R*(Z)Z%a, corresponds to a delay of 27" and multiplica-
tion by a., etc. P*(Z)Z~', corresponds to the com-
puted output sequence delayed by 7" and multiplied by
bi. P*(Z)Z2by corresponds to a delay of 27" and multi-
plication by &, etc. Only past and present terms can be
utilized in a real time digital computer because future
terms (positive powers of Z) will not, of course, be avail-
able. Table II also indicates the ‘existence of the con-
straint that exists in an actual system implementation
between the number of computer program terms, the
channel computing time k;, and the system sampling
period T'. This relationship between computer program
complexity and required computing time must always
form part of the basic problem statement. The rela-
tionship need not be linear. Any nondecreasing function
can be accepted, defined. in analytical, graphical, or
tabular form. ,

Fig. 5 summarizes the relationships between true and
desired system outputs for a single simulation channel
with a deterministic input. The object of the synthesis
procedure is to determine the linear digital computer
program C*(Z) that will result in minimization of the
integral of the continuous error squared. That is, the
quantity

fw[e(t)]ﬁdt=fow[ct(t) — ca(t)]2dt

is to be minimized. Note particularly that it is the con-
tinuous error, squared and integrated, that is being used

*J. M. Salzer, “Treatment of Digital Control Systems and Nu-
merical Processes. in the Frequency Domain,” D. Eng. Sc. Disserta-
tion, Dept. of Elec. Eng., M.I.T., Cambridge, Mass. ; 1951.
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Fig. 4—Simulation system single channel—block diagram.
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Fig. 5—Simulation -channel error—deterministic input.

to evaluate system performance, not the error at sam-
pling instants only. Thus inter-sample ripple is auto-
matically accounted for. When only the form of G(s)
is specified, it is also required that the optimum param-
eters for G(s) be determined.
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OpTIMIZATION RELATIONSHIPS FOR COMPUTER LIMITED
SIMULATION SYSTEMS—DETERMINISTIC INPUTS
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’FADT'D ™’

SUMMARY OF BASIC SYNTHESIS PROCEDURE—SIMULATION
SYSTEMS—DETERMINISTIC INPUTS

@

a*(z)zt?

o (1)

_/.' Eﬁ*(Z)~272R*(Z)R*( )@,,k,,k*( )—

e@rae
a*(2)a* (_) ste
B*()b* ( )

IF*(2)a* ( )z“

e () 22

[ E42) = R 2)R* (%) cHz)c* (7) 218, , 4(Z)

F"Ez*(Z) = — 2y’R*Z)R* (%) Byp0,(2) —

(3.2)

~art () ¢ () PO 2,10 6.9

(b)
where’
LA
@ =5 3.9
8,,,(2) = Z[GS)G(-9)] (3.5)
FXZ) = Z[G(—S)e*R(S)HS)] (3.6)
Be0i(2) = Z[R(S)R(=S)Ha(S)Hi—S)] 3.7)

v .= impulse duration

Detailed derivations of the synthesis procedures to be
described are available.? It is possible, without proceed-
ing ‘through these derivations, to acquire an under-
standing of the capabilities and limitations of the tech-
nique, and a physical insight into the fundamental
processes that are automatically brought into play by
the synthesis procedures.

The three key synthesis equations for systems with
deterministic inputs are listed in Table III. In essence,
these equations summarize in transform form all of the
time domain convolutions, integrations and differentia-
tions required to establish the conditions for optimum
operation of a given channel, given the total number of
terms in the computer program numerator (p»-+1) and
in the program denominator (¢..). These equations con-
tain both negative and positive powers of Z, so that
their corresponding time functions have values for both
positive and negative time. The synthesis procedure re-
quires that the value at £ =0 of the time functions corre-
sponding to (3.1) (p=0,1 - - - pn), (3.2) (¢=1, - - - qn),
and (3.3) be evaluated. The results of each of the

Step .
Num- Evaluate From
ber

(@)

1 B0 (2) By1.0,(S) =G(S)e™*G(—S)e™®

=G(S)G(-S)

2 IF*Z) H(S) =G(=S)e™*R(S)Hu(S)

3 R*(Z) R(S)

4 3 The values of the (pns+1)
— [ &=0;p=0,1- - - p,,| time functions corresponding
da, to FE*(Z) (3.1) evaluated

at t=0.
(b)
19 The values of the ¢, time
5 — [ &€=0;¢=1, -+ - qu | functions corresponding to
b, _j-‘quz*(Z) (3.2) evaluated at
6 cx(Z) Simultaneous solution of the
- (Pmstgms+1) equations de-
fined by steps 4 and 5.

7 fé The value at £=0 of the time
function corresponding to
SE*™(Z) (3.3), with T de-
termined from the stated
relationship between sam-
pling period and computer
program complexity.

(pm-t1) evaluations of (3.1) and of the g, evaluations of
(3.2) are then set equal to zero. This effectively con-
strains the derivatives of the integrated error squared
with respect to each of the computer program param-
eters to be zero. The resultant (p.+¢.+1) simultaneous
equations are then solved for the (p,.+¢»-+1) unknowns
(@0, @1 + * + Qg b1, bg,). This establishes the optimum
values for the computer program parameters. When
these values are substituted in the result of the evalua-
tion of (3.3), the resultant number, (still a function of
and 7)), will correspond to the system integrated error
squared. Finally, &, which is a function of single channel
computing time, and 7T, which is a function of total
system computing time, can be evaluated, and the inte-
grated error squared will then correspond to a known
number. Table IV summarizes the steps involved
in the determination of the optimum program param-
eters and integrated error squared for a computer pro-
gram of stated complexity (pm, ¢m). In the event that
only the output filter form is specified, the filter
parameters can also be optimized by differentiating the
integrated error squared with respect to each parameter,
setting each equation equal to zero, and solving for the
optimum parameters.

Note that the factor v that appears in the basic
synthesis equations of Table III corresponds to.the
duration of the computer output pulse that actuates
the channel output filter. Normally, the duration of this
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pulse is important, since the output filter is specified in
terms of its impulsive response, and both the amplitude
and duration of the computer output affect the filter
output. When the output filter consists of a hold circuit
that responds only to the amplitude of the computed
output, and is unaffected by the time it takes to actuate
the hold, a factor 1/y must appear in the hold trans-
form to compensate for this effect. That is, the trans-
form of a first-order hold is simply

(1=

s

Data Limited theory provides an upper limit to the num-
ber of potential computer programs that must be con-
sidered before the optimum Computer Limited program
can be established. Dr. Franklin* has shown that the opti-
mum Data Limited C*(Z) is given by the equations listed
in Table V. The derivation of the optimum Computer
Limited program requires consideration of both this Data
Limited solution and all less complex programs, and the
evaluation in each case of the corresponding integrated
error squared, subject to the computer complexity-sampling
period constraint. Based on these evaluations, the optimum
Computer Limited program will be evident as the program
resulting in least integrated error squared.

For example, if a given Data Limited solution results
in the program form shown in Table VI, (6.1) Computer
Limited theory would require, in effect, that each of the
potential programs shown in (6.2) through (6.4) be con-
sidered. Programs of greater length would not have to be
considered, since they would always lead to greater inte-
grated error squared. This is the case because Data Limited
theory imposes no penalty for computer program com-
plexity, so that the Data Limited program cannot be im-
proved by increasing the number of program terms. How-
ever, when the sampling period—computer complexity con-
straint is taken into account, a longer program would re-
sult in a longer sampling period and therefore in greater
integrated error squared. In general, the advantage of the
Computer Limited approach lies in its ability to indicate
shorter programs, and therefore shorter sampling periods,
than those nominally dictated by Data Limited theory.

In implementing the procedure described above the sys-
tem designer can, if he wishes, use only the five term pro-
gram shown in (6.5), solve the required five simultaneous
equations to obtain a general solution to the problem, and
simply reduce the unused parameters to zero when con-
sidering each potential program in turn. This approach
is to be compared with the solution of three sets of three
simultaneous equations

n=2,gn=0), n=1gu=1), (pu=0,¢gn = 2).
The selection of a particular procedure can be made to suit
the convenience of the system designer, since the results
are independent of the procedure.

*G. Franklin, “The Optimum Synthesis of Sampled-Data Sys-

tems,” D. Eng. Sc. Dissertation, Columbia University, New York,
N.Y.; May,»1955.

143
TABLE V
OPTIMIZATION RELATIONSHIPS FOR DATA
LIMITED SIMULATION SYSTEMS
DeTeRMINISTIC INPUTS
w*(Z
cH2) = ‘1( ) E (5.1)
Jror (D o
1
e (3) Fo
W*(Z) = S N (5.2)
{ream () o)
=W*(2Z)+W*(2)
Ve
Poles Poié.s
Inside  OQutside
The Unit Circle
A _
8,,(2) = | mk;:m} {mk,{:m J' (5.3)
Poles Poles
Outside Inside
The Unit Circle
TABLE VI
ExampLE oF PoTeENTIAL COMPUTER LIMITED PROGRAMS
o ; ayg + az7!
Data Limited Program C*(Z) = PR — 6.1)
Alternate Programs to be Considered
Program Period
C*Z)aa = ao T. (6.2)
(2] o . N
C*(Zypa = T o i C*( 2y = ao+ az! T,  (6.3)
@ @+ a7t
CDom = —————7—; Loz = —;
@t = T F b @) 14 by
C*(Z)ews = a0+ aaz™! + a5 . i T, (6.4
General Program Containing All Applicable Terms
—1 _—
CXZ) = gg+—alz_—|-_a_‘z_ 6.95)

When N similar problems are being simulated, the
system sampling period T is IV times the channel sampling
period, so that a channel sampling period Ty will result
in a system sampling period T = NT,;. The synthesis of
the entire system can then be accomplished by optimizing
the program for a single channel. When the N problems
to be simulated are not similar it is necessary to consider
each combination of potential single channel programs
that could produce a given system sampling period, and
each potential system sampling period, evaluating in each
case the corresponding integrated error squared for each
channel. The sum of all channel integrated error squared
terms can then be observed and the least value selected as
the optimum system operating point. Further details on
such a procedure are available.?

When the system inputs are mixtures of random mes-
sage plus random noise, a slightly modified mathematical
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Fig. 6—Simulation channel error—random inputs.

TABLE VII
OPTIMIZATION RELATIONSHIPS FOR COMPUTER-

LIMITED SIMULATION SYSTEMS
RaxpoM INPUTS

(a)

O

22 a*(z)zt? 2y F*(Z)zt»
B (2) = 0 (D), (2) e B

o (1) 7 e (1) O
p=0,1,-"pm

1
b a* —) a*(2)zte
=" 2y * * 2
E* (Z) = — 7—¢n (Z)Qukg k(Z) ——

T O amtbee 02
()
s " a*(z)a* ( )
E(Z) = ra TN &% (2)&, k,,
N@V(
«(L
S el ACORL ) (7.3)
4 (?)
(b)
8,,,,X2) = Z[G(9)G(-5)] (7.4
FXZ) = Z[G(—S)e*Ha(S)@rm,(S)] (7.6)
Bepe)(Z) = Z[®rprn(S)Ha(S)Ho(—=5) ] (7.7

model must be used

to define the error between true

and ideal system outputs for a given channel. As illustrated

in Fig. 6, the main difference lies in the fact that the ideal
output ¢4 (t) is assumed to be derived from an ideal trans-
fer characteristic he(#) that is actuated by the random
message alone. Since the. stationary random signals are as-
sumed present over all time; the tontintous mean squared
system error, rather than the integrated error squared, is

PROCEEDINGS OF THE EASTERN COMPUTER CONFERENCE

SuMmMARY oF Basic SYNTHESIS PROCEDURE—SIMULATION
SysTEMs—RANDOM INPUTS

NLSl;:}?er Evaluate From .
(@)
1 @akok*(z) 0kak('5) G(S)e_’kG( —S)e*
G(S)G(—=S)
2 &, *(2) ®..(S)
3 F*(Z) F(S) =G(—S5)e*Ha(S) ®yr,, (S)
FE: The values of the (pms+1) time
4 ——=0;p=1, : + - pus | functions = corresponding to
a =
> E2a"*(Z) (7.1) evaluated at t=0.
(b)
3a The values of the ¢, time func-
€
5 ——=0; ¢g=1, - - - ¢ms | tions corresponding to E’"*(Z)
db, (7.2) evaluated at t=0."
6 C*(Z) Simultaneous solution of the
(pms+qms+1) equations defined
by steps 4 and 5.
7 & The value at =0 of the time
function corresponding to E?*(Z)
(7.3) with T determined from the
stated relationship between sam-
pling period and computer pro-
gram complexity.
TABLE IX

OPTIMIZATION RELATIONSHIPS FOR DATA—LIMITED
SIMULATION SYSTEMS—RANDOM INPUTS

C*(2) ! @
oy (&, @ et
F*(2)

{#,,0, D} {2}

=W* (Z ) +Wz’$Z )

Poles Poles
In51de Outside

The Unit  Circle

{2.*2)) (@2 (D))"

Poles Poles
Outside  Inside

———

The Unit Circle

S 9.1)

W*(2) = 9.2)

9.3)

q>rr* (Z ) =

to be minimized. The techniques required to synthesize a
system of this type are essentially the same as those re-
quired to synthesize a system with deterministic inputs,
although a different set of optimization equations now
apply. The optimization -equations for the synthesis of
simulation systems with random inputs are presented in
Table VII, the corresponding step by step synthesis pro-
cedure is tabulated in Table VIII, and Prof. Franklin’s
Data Limited solution to this problem is shown in Table IX.

Note that the channel inputs are now defined by the
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TABLE X

DETERMINING THE VALUE AT {=0 or THE TiME FuNctioNn
CORRESPONDING TO &,.*(Z)—METHOD 1

—1.2Z+ +4.24 — 0.8271

145

to the form shown in (10.3), so that the integral can be
evaluated using its residues inside the unit circle as shown
in (10.4) and (10.5). The disadvantage of this approach
lies in the requirement for factoring the denominator of

®..*(Z) = (1 = 0.6Z+ + 0.082+2)(1 — 0.4Z2-1 + 0.03Z~%) 10.1) & ,0* (Z) in order to determine the pole locations.
1 A second approach to the problem is to factor &,.*(Z)
¢re(0) = Zj‘f &,*(2)27dz (10.2) into the sum of two parts, one inside and the other outside
r —1.2Z+ 4 424 — 0871 the unit circle. This approach is presented in Table XI.
2:*(2) = (1 — 0.2Z*)(1 — 0.4Z*)(1 — 0.1Z-1)(1 — 0.327Y) (10.3) When the numerator of the assumed and actual poly-
—1.27%2 4 4247+ — 0.8 nomials are equated, as shown in (11.1), the set of linear
#re(0) = A — 0221 — 04Z)(Z+ — 0.3) | s0a equations listed in (11.2) result. These equations can be
n —1.2Z2 + 4247+ — 0.8 10.4) solved for a,, the value at £ = O of the time function cor-
(1 =022 (1 — 04Z)(ZH = 0.1) | c0s responding to the original two-sided Z transform, as

#ro(0) = 2.062 + 2.200 = 4.262 (10.5)  shown in (11.3). ’

TABLE XI

DETERMINING THE VALUE AT {=0 OF THE TrMe FuncTioN CORRESPONDING TO &,.*(Z)—METHOD 2

—1.2Z+ 4+ 424 — 082!
¢z’c*(z) = *

az + anZtl anZt + o272

(1 — 0.62" + 0.08Z*%)(1 — 04Z—' +0.032-3) _ (1 — 0.6Z*1 + 0.08Z+)
(e + anZ) (1 = 04271 + 0.03Z72) + (anZ™! + anZ2)(1 — 0.6Z*1 + 0.08Z+9)

(1 — 0421+ 0.0327?)

(1 — 0.6Z™ + 0.08Z*2)(1 — 0.4Z" + 0.03Z°9) (.1
Oan + a2 + 0.03as + Oazn = 0
a1y — 0.60[12 - 0,4:0(20 + 0.030(21 = — 08 (11 2)
—0.6a11 + 0.08(112 + op — 0.4&21 = + 424
0.08a11 + 00!12 + OL‘XQ() + o = — 12
0 1 0 0
1 —-0.6 -—0.8 0.03
—0.6 0.08 4.24 —-0.4
o = 0.08 0 —1.2 1 _ —3.317 — 4262 (11.3)
0 1 0.03 0 —0.778
1 -0.6 - ~0.4 0.03
—0.6 0.08 1 0.4
1

0.08 0 0

power density spectra of the input signals (random mes-
sage plus random noise). Also note that F(s), one of
the transforms required in the synthesis procedure, is de-
rived from @, (s), the power density spectrum cor-
responding to the cross-correlation between message plus
noise and message alone.

In order to implement the synthesis procedures that have
been described, it is necessary to determine the value at
t = 0 of various two-sided Z transforms. Before proceed-
ing to a problem example, three techniques for evaluating
two-sided Z transforms will be described. The simple two-
sided Z transform listed in Table X will be used as an
example.

One direct and straightforward method for determining
the value at ¢+ = 0 of the time fun-tion cerresponding to
this transform is to use the relationship presented in
(10.2). This approach requires that & .*(Z) be factored

The third approach to the problem is illustrated in Fig. 7
and tabulated in Table XII. Referring to the figure, it can
be noted that the original two-sided Z transform is the
product of a numerator and of two terms in the denomi-
nator, one with poles inside and the other with poles out-
side the unit circle. Both denominator expressions can be
expanded to a finite number of terms rational in positive
and negative powers of Z respectively. These expansions
can be cross-multiplied to obtain a new two-sided Z trans-
form. This transform can then be multiplied with the nu-
merator, considering only terms that contribute to the value
at + = 0 of the corresponding time function. The example
in Fig. 7 shows only three numerator terms and therefore
only three terms of the new two-sided transform need be
considered. Table XII further demonstrates the process.

As a simple example of the theory that has been out-
lined, consider the problem of simulating a pure prediction
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Fig. 7—Approximating the value at =0 of the time function
corresponding to &,.*(Z).

TABLE XII

DETERMINING THE (APPROXIMATE) VALUE AT {=0 OF THE
TiME FuncrioN CORRESPONDING TO &,.*(Z)—METHOD 3

1
D ~ 1404271401322+ 004273 4+ 0.121Z~4 + - - - (12.1)
1
) 2= 1 4 0.6Z+ + 0.282+2 4 0.122+3 4 004962+ + - - - (12.2)
2
—1.2Z+1 + 424 — 0.821 .
&, M(Z) = ( + ) [0.0496Z+¢ - 0.13984Z+3

BMZ)B"(2)
+ 0.33445Z+2 + 0.72958Z*1 + 1.28180 -+ 0.49065Z"
+ 0.15739Z2 + 0.04726Z~3 + 0012124
[—1.22+ + 424 — 0.8271]
bro(0) = 4.2624

(12.3)
(12.4)

in each of N simulation channels when the system inputs
are random messages with power density spectra

2b
b2 — sZ
each output filter is to be a simple exponential hold of
the form G(s) =1/(s+a), and the constraint between
computer program complexity and system sampling
period can be approximated by a delay of T} seconds for
each program term. Since N similar problems are to be
solved, the system sampling period is-given by
T = (pm + Qm + 1)NT1;
and the delay in a given channel is
k - (Pm + QM + 1)T1
If the desired prediction for a given channel is «, then
Hy(s) = e,

A Data Limited solution to this problem specifies
the program and mean squared error listed in Table
XIII, (13.1) and (13.2).* When the computer com-

®,.(s) =

)
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TABLE XIII

DaTa LiMITED SOLUTION TO PROBLEM EXAMPLE
Ranxpom InPUT :

2¢ e (1 — ¢ aTeT)

*Z) = — : 1 — goTz ! 13.1
Cor*(Z) ol P s ——r (1 — Tz (13.1)
5o 1. 2a 2 (1 — gaTe?T)2 (13.2)
= —_ 4ol .
¢ T @tbE’  (1— e
2a¢a e ab (1 — ¢ 2aNT1g~BNT1)
Cor*(2) = = 1— ¢ 2NTi1) (13,3
pr*(Z) v @+tb (1 — ¢—anTy) € 571 ( )
_ 1 e (1 — ¢ 20NT1g~BNT1)2

—20, (1 — e—4aNT1) (13.4:)

=1—— ¢
NT; (a+b)?

TABLE XIV

CoMPUTER LIMITED SOLUTION TO PROBLEM EXAMPLE
Ranpom INPUT

2q e d&ta)(1 — gmaTedT)

C*Z) = — 14.1
@ = R T e (14.1)
. 2a ¢ Blatk) (1 — g oTedT) :
e€=1-— (14.2)
T (a -+ D)¥(1 + e aTe™7)

24 bWt (1 — gaNT1gbNTy
Cozy = 22 _ ) (14.3)

v (a4 b)(1 + gmaNTig=bNTY)

_ 2a Btk (1 — ¢ aNT1g bNTy)

=1 (14.4)

B _]VIT (a + b)2(1 + ¢ oNT1gBNTy)

plexity—sampling period constraint is applied to these
results, T'=2N7; and the solutions are as shown in
(13.3) and (13.4).2

If the Computer Limited synthesis procedure tabu-
lated in Table VIII were carried out for the program
C¥*(Z)=ao+a1Z7!, a solution identical to the Data
Limited result would be obtained. When the program
C*(Z)=a, is considered, however, the optimum pro-
gram and mean squared error expressions are found to
be as shown in Table XIV, (14.1) and (14.2), respec-
tively. When the computer complexity—sampling pe-.
riod constraint is applied to these results, 7= NT73, and
the solutions are as shown in (14.3) and (14.4).

A comparison (13.4) and (14.4) indicates that when
a=1/NTj, the one term program always results in less
mean squared error. When b=1/NT;, the one term
program is superior whenever a¢>0.03/7:. The one
term program is therefore superior under the majority
of potential operating conditions. The reason for the
success of the Computer Limited program is illustrated
in Fig. 8, where the mean squared error corresponding
to (13.2) and (14.2), a=b=1/NT;, N =20, are plotted
as functions of 7. Note that if 7" were not related to
computer program complexity the two term program
would always be superior to the one term program.
This is essentially the assumption of Data Limited
theory. The one term Computer Limited program su-
periority arises because the two term program actually
imposes the requirement for a system sampling period
of 2 N1, while the one term program requires a system
sampling period of only NT3.
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Fig. 8—Mean squared errors—one and two term programs
—random inputs.

Further physical insight into the reason for Computer
Limited program superiority can be gained by considering
the same problem when the system input is an exponential
r(t) = e? and « =0, N = 1. The Data Limited and
Computer Limited solutions to this problem are tabulated
in Tables XV and X VI respectively.

When b = 0, the Computer Limited solution is always
superior to the Data Limited solution. The reason for this
superiority can be seen from the time responses from the
two systems plotted in Fig. 9. Note that after a delay of
2T, the two term program immediately achieves the best
response of which it is capable, and that while the one
term program response is delayed by only T4, it requires
a transient period to reach its optimum condition. The
one term program is superior because its shorter length
results in a higher permissible data rate, with a correspond-
ing reduction in achievable integrated error squared. In
this particular example there is no penalty associated with
the poorer transient response of the one term program,
since the time response to a step input extends to infinity,
and it is therefore the steady-state response that is being
optimized. For this reason the one term program is su-
perior for any finite a.

When b is not zero, so that the system output is expo-
nentially damped, it is possible for the poorer transient
response of the one term program to overshadow its higher
data rate advantage, in which case the two term program
will be superior.

In general, the shorter program has the advantages of
a shorter delay before a change in the input is reflected in
the output and a higher data rate, and the disadvantage of
a poorer transient build-up to the optimum response con-
dition.

The detailed procedures that have been described in this
report pertain to the synthesis of linear systems employing
linear digital computer programs, in which the minimiza-
tion of mean squared error or integrated error squared is
an effective optimization criterion. Tt is important to realize
that many other classes of Computer Limited sampled data
systems exist, and that a great deal of further work is
required to extend the basic approach to the Computer
Limited problem presented in this report to these problem
areas. For example, the problems of simulating nonlinear
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TABLE XV
Data LIMITED SOLUTION TO PROBLEM EXAMPLE
DETERMINISTIC INPUT
2ae~t(1 — gtTeeT)
CHZ) = 7 T 7 1 — g—aTg—1 <
B e TR e
. 1 2qe k(] — ¢hTemaT)?2
JEE B A (15.2)
20 (a4 b1 — e 2T)(1 — ¢27)
2067V (1 — e~ BNT1g=2aNT)
C*2Z) = . g—NT
G = e Sy (LT (59)
1 2ae~Vh(1 — ¢ BNT1gm20NT1)2
_/_e?=~— - ——— (15.4)
2b (a + [,)2(1 — ¢ 4/»‘\71)(1 — ¢ 4(4:\471)
TABLE XVI
CoMPUTER LIMITED SOoLUTION TO PROBLEM EXAMPLE
DEeTERMINISTIC INPUT
2ae7%(1 — ¢tTe0T)
C*2Z) =
@ v(a + b)(1 + e9TeaT) (16.1)
1 2ae~P(1 — eWTeoT)
Je=s- — (16.2)
2 (e +b)2(1 — e™2T)(1 4 e7PTeaT)
2ae‘b" 1 — e bNT1g=aNT,
Cc*2) = (1 = eihe - ) (16.3)
v(a + b)(1 + e PNTigmaNTy)
1 ~%k(] — ¢~bNT1,~aNT
-/'62 _ 20 k(1 — ¢ e 1) (16.4)

26 (a+ b1 — e®NT)(1 + ¢PNT1g=aNTy)
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Fig. 9—Data Limited and Computer Limited response for
single time constant-output filter—deterministic input.

systems, of utilizing nonlinear computer programs and of
employing optimization criteria other than mean squared
error minimization present considerable challehge. Many
of the actual problems to be simulated by multiplexed
real time digital computers are actually nonlinear or can,
in specific instances, benefit from the utilization of non-
linear programs. Unfortunately, the sharpness of presently
available mathematical tools seems to limit the generality
of synthesis techniques applicable to these nonlinear prob-
lems.

The solutions presented in this report benefit from the
analytic flexibility inherent in the analysis of linear sys- -
tems. It is submitted that, pending the development of
comprehensive nonlinear synthesis techniques, linear
theory can provide basic insights into the fundamental
problems associated with the synthesis of Computer Lim-
ited sampled data systems, and that this fundamental un-
derstanding can in turn serve as a guide in the synthesis
of systems considerably more complex than those covered
by the basic theory.
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Discussion

A. G. Favret (American Machine and
Foundry Co., Alexandria, Va.): Explain

the difference between a one and a two-~

term program to perform the same opera-
tion.

Dr. Robinson: Let us say that you are
attempting to use a digital computer to
simulate a certain dynamic response, such
as the response of an aircraft. It is possible
to attempt the simulation for a given chan-
nel using any one of a host of different
programs. A one term program would gen-
erate an output equal to the present value
of the input, multiplied by a constant. Two
different two term programs are possible.
One would generate an output equal to the
present value of the input multiplied by a
constant, plus the value of the input at the
prior sampling period, multiplied by a dif-
ferent constant. The other would generate
an output equal to the present value of the
input multiplied by a constant, plus the

value of the output at the prior sampling
period multiplied by a different constant.
In general, a (pm + gm + 1) term program
operates on (pm -+1) present and past
values of the input and g past values of
the output.

A one term program does not require
storage of a computed variable and takes
a computing time Ty A two term program
requires the storage of one computed vari-
able (corresponding either to the past in-
put or the past output) and takes a greater
computing time, for example, 2T:. A three
term program requires the storage of two
computed variables and takes a still greater
computing time, and so forth.

S. H. Cameron (Armour Research):
In what sense is a program “optimum” in
a Data Limited system?

Dr. Robinson: In exactly the same
sense as in a Computer Limited system.
That is, an optimum Data Limited system is
derived by minimizing the mean squared
error between actual and ideal system out-
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puts. The difference between systems lies
in the factor that limits the system sampling
period.

In a Data Limited system, the system
sampling period is limited by the data
source, for example, the limited speed of
rotation of a radar antenna. If the derived
data rate is slower than the effective com-
puter speed, long computer programs carry
no penalty.

In a Computer Limited system, the sys-
tem sampling period is limited by the com-
puter speed. A Computer Limited system is
characterized by the fact that the longer
you make your program, the longer your
system sampling period is going to be.

Any system in which a digital computer
operates on continuous data is a Computer
Limited sampled data system. A system in
which a digital computer operates on data
that is already sampled could be either
Data Limited or Computer Limited, depend-
ing on the data rate and the computer
spegd.

SAGE — A Data-Processing System

for Air Defense’

R. R. EVERETTY, C. A. ZRAKET', axo H. D. BENINGTON?*

THE REQUIREMENT FOR SAGE
I )URING the past decade, the continental United

States has faced the continually increasing threat
of enemy air attack. High-speed, high-altitude
intercontinental bombers can deliver thermonuclear weap-
ons to any part of our country. Even though ICBM capa-
bilities are rapidly approaching operational status, it is
firmly expected that the manned bomber threat will con-
tinue and grow well into the 1960 time period. Until very
recently, we have relied on an air-defense processing sys-
tem whose traffic-handling techniques were almost identi-
cal with those used during World War II. Fortunately,
there has been substantial improvement in our inventory of
automated air-defense components. These include: im-
proved radar systems, automatic fire-control devices,
automatic communication links for ground-to-ground or
ground-to-air communication, navigational systems, and
both missiles and manned aircraft whose performance
equals the threat of the newest manned bombers. But,
successful air defense requires both good components
and intelligent utilization of these components. A long-
range supersonic interceptor is of little value unless enemy
* The research in this paper was supported jointly by the U. S.
Army, Navy, and Air Force under contract with the Massachusetts
Institute of Technology.
T Lincoln Lab., M.L.T., Lexington, Mass.

1 System Development Corp., Santa Monica, Calif. Formerly at
Lincoln Lab., M.I.T,, Lexington, Mass.

targets can be detected and tracked at long ranges. More
important, intelligent commitment of many such inter-
ceptors requires up-to-date knowledge of the complete
enemy threat and of the success of weapons already com-
mitted.

In early 1950, the military concluded that the manual
air-defense system in use at that time could not adequately
coordinate use of our improved hardware against the
growing enemy threat. The capacity of the system was
too low; the speed with which enemy aircraft could be
detected, tracked, and intercepted was too slow; and the
area over which an air battle could be closely coordinated
was too small. The problem was one of inadequate, nation-
wide data-handling capability: facilities for communica-
tion, filtering, storage, control, and display were -inade-
quate. A system was required which would 1) maintain
a complete, up-to-date picture of the air and ground situa-
tions over wide areas of the country, 2) control modern
weapons rapidly and accurately, and 3) present filtered
pictures of the air and weapons situations to the Air Force
personnel who conduct the air battle,

The Semiautomatic Ground Environment system—
SAGE—was developed to satisfy these requirements.
SAGE uses very large digital computing systems to proc-
ess nation wide air-defense data. SAGE is a real-time
control system, a real-time communication system, and a
real-time management information system. The basic ideas
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Fig. 1—A SAGE direction center building contains power genera-
tion and computing equipment, operational areas for directing
sector operation, and office and maintenance facilities. Data are
transmitted to this center both automatically and by voice phone.
The center communicates with adjacent SAGE centers and
transmits guidance data to weapons under its control.

of this system resulted from the efforts of Drs. George E.
Valley and Jay W. Forrester of M.I.T.

A large number of organizations have contributed to the
development of SAGE since its conception in the Air
Force and at M.I.T.’s Lincoln Laboratory. The Interna-
tional Business Machine Corporation (IBM) designs,
manufactures, and installs the AN/FSQ-7 combat direc-
tion central and the AN/FSQ-8 combat control central
including the necessary special tools and test equipment.
The Western Electric Company, Inc., provides manage-
ment services and the design and construction of the direc-
tion center and combat center buildings. These services
are performed with the assistance of the subcontractor,
the Bell Telephone Laboratories. The Burroughs Corpora-
tion manufacturers, installs, and provides logistic support
for AN/FST-2 coordinate-data transmitting sets. The
System Development Corporation (until recently a di-
vision of the RAND Corporation) assists Lincoln Labora-
tory in the preparation of the master computer program
and the adaptation of this program to production combat
and direction centers. At the present time, SAGE is in pro-
duction ; a prototype unit has been successfully operated for
some time.

SECTORS AND DiIrEcTION CENTERS

With SAGE, air defense is conducted from about thirty
direction centers located throughout the United States
(Fig. 1). A center is responsible for air surveillance and
weapons employment over an area called a sector. Each
center contains a digital computing system—the AN/
FSQ-7—containing almost 60,000 vacuum tubes. Over one
hundred Air Force officers and airmen within the center
control air defense of the sector. Most of these men sit at
consoles directly connected to the computer where they re-
ceive filtered displays of the computer’s storage of system
status data; they direct the computer through manual key-
boards at each console. The Boston Sector is typical; its
direction center is located at Stewart Air Force Base in
New York. Its area of responsibility extends from Maine
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on the north to Connecticut on the south; from New York
on the west to a point hundreds of miles off the sea coast
on the east.

The computer in the direction center can store over one
million bits of information representing weapons and sur-
veillance status of the sector at one time (Fig. 2). These
bits represent thousands of different types of information.
For example, the computer generates and stores positions
and velocities of all aircraft, or it stores wind velocity at
various locations and altitudes. Within the computer, a
program of 75,000 instructions controls all automatic op-
erations; input data are processed, aircraft are tracked,
weapons are guided, outputs are generated. Each second,
the computer can generate over 100,000 bits -of digital in-
formation for display to Air Force operator consoles. Each
operator receives cathode-ray tube displays which are
tailored to his needs, and he may request additional infor-
mation or send instructions to the computer by means of
keyboard inputs on his console. Each second, the computer
can generate thousands of bits of information for auto-
matic digital transmission via telephone or teletype to
weapons and missiles, to adjacent centers or higher head-
quarters, and to other installations within the sector.

SAGE DATA-PROCESSING

HuNDREDS OF \ RAW Ing) STATUS over
DaTa SouRCES | _0ATA 7 SAGE oispLars S0 Qo o
AND SINKS COMPUTING

AIR FORCE

0 SYSTEM OPERATORS
Ve

SAGE SECTOR &

ADJACENT CENTERS

SAGE DIRECTION CENTER

Fig. 2—The direction center continuously receives input data from
hundreds of locations within and without the sector. Some
of these data are transmitted digitally over telephone lines and
read directly into the computer; some are transmitted by tele-
type or voice phone and transcribed onto punch cards before
input to the computer. During one second, over 10,000 bits of
data representing hundreds of different types of information can
be received at the direction center.

How fast is this system ? Obviously, response times from
input-to-output vary with the task performed. Fastest re-
sponse is required by automatic control functions (such
as. weapons guidance) and for man-machine communica-
tion (such as displays of requested information):. For
many of these functions, only several seconds are required
from stimulus to response. For others, several minutes may
elapse before the effects of new data are reflected through-
out the system. We shall consider now, in somewhat more
detail, the three major areas which comprise SAGE data
processing. First, the sector or enviromment which con-
tains the data sources or sinks coordinated by the direction
center. Next, the man-machine component: how the opera-
tors within the direction center are informed of the air
situation and how they affect its progress. Finally, we
shall describe the computing system which performs the
automatic component of the direction center function.

Tre SAGE Secror

The direction center communicates with over one hun-
dred adjacent installations (Fig. 3). Air surveillance data
are received from several types of radars: long-range
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" Fig. 3—A direction center receives digitally-coded data automati-
cally and continuously from search radars and height finders
over voice-bandwidth communications circuits. Data on flight
plans, weapons status, weather, and aircraft tracks are received,
respectively, from the Air Movements Identification Service
(AMIS), weapons bases, USAF weather service, Ground Ob-
server corps, and Airborne Early Warning and Picket Ships
over teletype and voice-telephone circuits. Similarly, data from
the direction center are transmitted in digitally-coded form over
voice-bandwidth communications circuits to ground-air data-
link systems, to weapons bases, to adjacent direction centers and
to command levels. Data to other users are transmitted over
automatic teletype circuits. )

search and gap filler radars located throughout the sector
provide multiple coverage of the air volume within the
sector ; picket ships, early warning (AEW) aircraft and
Texas Towers extend this coverage well beyond the coast-
line ; height finders supply altitude data. Within the direc-
tion center, these data are converted by the computer to a
single positional frame of reference and are used to generate
an up-to-date picture of the air situation. Other inputs to
the direction center include missile, weapons, and airbase
status ; weather data; and flight plans of expected friendly
air activity. Such data, which are received from many
installations within and without the sector, are automati-
cally processed by the computer and used by direction
center operational personnel to assist identification of air-
craft, employment of weapons, or selection of tactics.

The direction center computer communicates automati-
cally and continuously with adjacent direction centers and
command level headquarters in order to insure that air
defense is coordinated smoothly between sectors and con-
ducted intelligently over larger areas than a single sector.
For example, an aircraft flies out of a sector: surveillance
data from the center are automatically transmitted to the
proper adjacent center in order to guarantee continuous
tracking and interception. In this way, adjacent centers are
continuously warning, informing, and acknowledging.

Finally, the direction center continuously transmits
status, command, or guidance data to airborne interceptors
and missiles or to related ground installations.

Three types of data transmission are used for both in-
puts and outputs. First, data sources or sinks which re-
quire high transmission rates communicate directly with
the SAGE computer by means of digitally coded data
transmitted at 1300 pulses per. second over voice-band-
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width telephone lines and radio channels. Typical applica-
tions of this type of channel are inputs from search radars
and intercommunication between adjacent centers. Tele-
type provides a second channel which is slower but equally
automatic. In this way, input flight plans are transmitted
from Air Movement Identification Services. Finally, voice
telephone communications are used in cases where high
automaticity is either unnecessary, too expensive, or not
feasible. If such information must be entered into the com-
puter, either punched cards or operator keyboard inputs
are used.

All data sources and sinks in the sector operate asyn-
chronously, Inputs from each source arrive at the direc-
tion center with very different average and peak rates.
Each source is processed by the computer with a priority
and sampling rate consistent with the role of the particular
data in the over-all air defense function. Likewise, the
computer generates output messages with a frequency and
timing which will insure adequate transmission of guid-
ance and status data and yet utilize finite phone-line and
teletype capacity to optimum advantage. One of the major
functions of the SAGE computer is coordination and
scheduling in real time of sector inputs and outputs with
the manual and automatic functions performed in the di-
rection center. '

THE MAN IN THE SYSTEM

Although SAGE has made many of the data-processing
functions in a direction center automatic, many tasks re-
main which are better performed by the man. Operators
can relay computer outputs by phone or radio to adjacent
installations and weapons, and they can recognize certain
patterns of radar data or tracks more rapidly and mean-
ingfully than any of our present computers and take ap-
propriate action. Most important, operators are required
for tactical judgments such as aircraft identification or
weapons deployment and commitment. If a major advan-
tage of the FSQ-7 computer is its ability to maintain and
store a complete picture of the sector situation, then an
equally important advantage is that the same computer
can rapidly summarize and filter these data for individual
presentation to the more than one hundred Air Force per-
sonnel who both assist and direct air-defense operations.

The fourth floor of the center contains operational areas
from which Air Force personnel supervise the computer
and the sector.

Fach of the major air-defense functions is supervised
from a separate room: radar inputs, status inputs, air
surveillance, identification, weapons control, operations an-
alysis, training simulation, and sector command. (Fig. 4.)

Each operator sits at a console which contains display
and input facilities tailored to his responsibilities (Fig. 5).
The operators insert data into the computer by setting
keyboard buttons (Fig. 6). Each console is provided with
an input capacity to the comiputer of 25 to 100 bits of in-
formation at one time: the total keyboard input capacity

_for all consoles is over four thousand bits which are sam-

pled by the computer every several seconds.
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Fig. 4—The fourth floor of the direction center contains separate
operational rooms for surveillance, identification, status input,
weapons assignment and control, and command functions. Up to
50 operators are required in one room to man the consoles
which are directly .connected to the computer.

Fig. 5—FEach operator sits at a console which contains display and
input facilities tailored to his responsibilities.

A 19-inch Charactron® cathode-ray tube displays geo-
graphically oriented data covering the whole or part of
the sector (Fig. 7). On this air situation display scope,
‘the operator can view different categories of tracks or
radar data, geographical boundaries, predicted intercep-
tion points, or special displays generated by the computer
to assist his decision.

Every two and one-half seconds, the computer displays
about two hundred different types of displays requiring
up to 20,000 characters, 18,000 points, and 5000 lines.
Some of these displays are always present on an operator’s
situation display. Others he may select. Some he may re-
quest the computer to prepare especially for his viewing.
Finally, the computer can force very high priority dis-
plays for his attention.

The operators’ console can also contain a five-inch Typo-
tron? digital-display tube which is used to present status
or attention data such as weather conditions at several air-

1Develoi)ed by Hughes Products Co., Los Angeles, Calif.

2 Developed by San Diego Div.,, Stromberg Carlson (formerly
Convair Div., General Dynamics Corp ).

Fig. 6—The operators insert data into the computer
through keyboard actions.

Fig. 7—Situation-display. New England
coastline, adjacent installations.
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" Fig. 8&—Typotron digital display.

bases or the ‘“reason” why the computer rejected an op-
erator’s actions (Fig. 8). Sixty-three different characters
are available in the Typotron. The FSQ-7 display system
can display these characters at the rate of 10,000 charac-
ters every few seconds to all the digital display scopes.

SAGE CoMPUTING SYSTEM

The SAGE FSQ-7 computer occupies the entire second
floor of the direction center. About seventy frames con-
taining almost 60,000 vacuum tubes are required to han-
dle all input-output data, to perform air-defense calcula-
tions, and to store system status data. To insure round-
the-clock operation two identical computers are required.
These are located on opposite sides of the floor with un-
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Fig. 9—Each of two identical computers consists of the following
major components: a central computer which performs all
calculations, the 75,000-instruction air-defense program, and the
million bits of system status data. Both of the latter are stored
on auxiliary magnetic drums.
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Fig.. 10—The processing ability of the buffer devices is fully ulti-
lized in the display system. In this case, the central computer
maintains a coded table on the buffer display drums. This table
is interpreted and displayed by special-purpose equipment each
two and one-half seconds at appropriate -consoles. The central
computer can change any part of the display at any time by
rewriting only appropriate words on the drum.
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duplicated input-output equipment and maintenance con-
soles situated in between.

Fig. 9 shows the logical organization of one of the two
identical computers. Since only one of these computers
performs the real-time air-defense function at any one
time, we can discuss simplex processing before consider-
ing the problems of duplex operation.

The computer system consists of the following major
components: a central computer, the air-defense computer
programs, and the system status data stored on auxiliary
magnetic drums. The central computer is buffered from
all sector and console in-out equipment by magnetic drums
(except for the console keyboard inputs which use a 4096-
bit core memory buffer). Finally, a real-time clock and
four magnetic tape units (used for simulated inputs and
summary recorded outputs) complete the FSQ-7 comput-
ing system.

The central computer is a general-purpose, binary, paral-
lel, single-address machine with 32-bit word length and a
magnetic core memory of 8192 words. The memory-cycle
time is 6 usec. Each instruction uses one 32-bit word and
the cffective operating rate is about 75,000 instructions per
sccond. Four index registers are available for address
modification. One unique feature of the central computer
is the storage and manipulation of numerical quantities as
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Fig. 12—Dynamic program operation.

two-dimensional vectors with two 16-bit components. Thus,
a single sequence of instructions can simultaneously process
both. components of positional data, effectively doubling
computing speed for this type of processing.

Twelve magnetic drums, each with a capacity of 12,288
32-bit words, are used for storage of system status data,
system control programs, and buffer in-out data. Under
control of the central computer, data can be transferred
in variable length blocks between these drums and core
memory. The total drum storage capacity is about 150,000
32-bit words.

During an average one-second period the central com-
puter transfers from twenty to fifty blocks of data, each
containing 50 to 5000 words, between the central com-
puter’s core memory and the terminal devices. In order to
insure maximum utilization of the central computer for
air-defense processing and control, an in-out break feature
is used. With this feature, calculations in the central com-
puter continue during input-output operations; they are
interrupted only for the one core-memory cycle required
to transfer a word betwen the core memory and the ter-
minal device. This feature has proven very valuable since
considerably more than 50 per cent of real time is re-
quired for input-output searching, waiting, and transfer-
ring.

The input-output buffering devices process in-out data
independently of the central computer and so free the
computer to do more complex air-defense processing.
(Separate read-write heads are provided for the buffering
equipment and for the central computer:) In their buffer-
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Fig. 13—Inputs room. Digital data transmitted automatically to
the direction center via telephone lines can be selected for
insertion into the computer at an input patch panel.

Fig. 14—Drum frames. Magnetic drums are used for buffer storage

*of inpiit-output data, and storage of system status data and
computer programs. Twelve physical drums (six shown) have
a capacity for almost 150,000 32-bit words. Half of this ca-
pacity is required for storage of the real-time compiiter pro-
gram.

ing role, these devices can receive or transmit data while
the computer is performing some unrelated function.
Consider, for example, the general manner in which
input data from voice bandwidth phone lines is received.
The serial 1300-pulse-per-second message is demodulated
and stored in a shift register of appropriate length. When
the complete message has been received, the message is
shifted at a higher rate into a second shift register (whose
length is a multiple of 32 bits). In this way, the first regis-
ter is free to receive another message. When the first
empty register is located on the input buffer drum, parallel
writing stores the word in 10 msec. A relative timing in-
dicator is also stored on the drum with the message since
the computer may not process the message for several
seconds and since time of receipt at the direction center is
often critical. The central computer can read this ran-
domly stored data by requesting a block transfer of occu-
pied slots only. Output messages are processed conversely.
In a few milliseconds, the central computer can deposit a
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Fig. 15—Central computer frames. There are about 70 frames in
the system containing nearly 60,000 vacuum tubes.

Fig. 16—Magnetic core memory. The central computer is a binary,
parallel machine with an 8192-word core memory and a speed
of roughly 75,000 single-address instructions per second. Num-
bers are stored and processed as vectors with two 16-bit com-
ponents in order to facilitate processing of positional data.

series of messages on the output buffer drum which will
keep several phone lines busy for ten seconds.

The processing ability of the buffer devices is fully
utilized in the display system (Fig. 10, p. 152). In this case,
the central computer maintains a coded table on the buffer
display drum. This table is interpreted and displayed by
special purpose equipment each two and one-half seconds
at the appropriate console. The -central computer can
change any part part of the display at any time by re-
writing only appropriate words on the drum.

The central computer performs air-defense processing
in the following manner (see Figs. 11 and 12). The buffer
storage tables, the system status data, and the system com-
puter program are organized in hundreds of blocks, each
block consisting of from 25 to 4000 computer words. A
short sequence control program in the central computer’s
core memory transfers appropriate program or data blocks
into core memory, initiates processing, and then returns
appropriate table blocks (but never programs) back to the
drum. In order to take advantage of the in-out break fea-
ture, the operation of each air-defense routine is closely co-
ordinated with the operation of sequence control program so
that programs and data are transferred during data proc-
essing.

By time-sharing the central computer in this way, each
of the air-defense routines is operated at least once every
minute ; many of the routines are operated every several
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Fig. 17—Control console. Separate-control consoles (including
standard’ TBM punched-card equipment) and magnetic-tape
units are provided for each of the duplexed computers.

Fig. 18—Manual inputs. The direction center receives status data
by voice phone and teletype from weapons installations, air-

traffic control centers, weather stations, etc. These data are
transcribed onto IBM punched cards and read directly onto a
buffer-input drum.

seconds. One interesting feature is that the frequency of
program operation is locked with real time rather than
allowed to vary as a function of load. During light load
conditions the sequence control program will often “mark
time” until the real-time clock indicates that the next op-
eration should be repeated. Such synchronization with real-
time simplifies many of the control and input-output func-
tions without causing any degradat1on in system perform-
ance.

RELIABILITY

One last aspect of the computing system remains to be
discussed—reliability. As mentioned earlier, 24-hour-per-
day uninterrupted operation of the computing system was
a requirement which could not be compromised. The FSQ-
7 1s a crucial link in the air-defense chain: if the com-
puting system stops, the surveillance and control functions
are interrupted, men and machines throughout the sector
lose vital communications, and the sector is without air
defense.

In order to insure continuous system operation, any
component whose failure would cripple the system has
been duplexed whenever possible. As a result, two com-
plete, independent computers are provided; each has

PROCEEDINGS OF THE EASTERN COMPUTER

CONFERENCE

Fig. 19—The air surveillance room contains the Air Force opera-
tors who direct aircraft detection and tracking, and communi-
cate with adjacent direction centers. The operator in the fore-
ground is informing the computer to assign one of the tracks
shown on his 19-inch cathode-ray display (Charactron) to an-
other operator for special monitoring. Situation displays on this
tube can be forced by the computer or requested by the operator,
The small five-inch tube (Typotron) is used for display of
tabular-status data. In addition, the console contains keyboard
facilities for ‘inserting data into the computer and telephone
facilities providing appropriate priority communications with
_other stations within and without the direction center.

Fig. 20—Command post (Experimental SAGE Sector). Operation
of the direction center and the sector are supervised in the com-
mand post by the sector commander and his staff. In addition
to normal console facilities, a large board display shows the
over-all air situation within the sector and adjoining areas. This
display is projected from periodic photographs of the computer-
generated console displays.

separate drums, central computers, input-output buffering
devices, and magnetic tapes. Equipment associated with
individual input-output channels is generally not dupli-
cated: consoles, phone-line demodulators, shift registers,
etc. Loss of one of these equipments would merely cause
loss of some data and minor system degradation, rather
than complete shutdown of the direction center.

At any one time, one computer performs the air defense
job—this is the “active” computer. The “stand-by” ma-
chine may be operating in one of several modes: it may
be down for repair (unscheduled maintenance time), it
may be undergoing routine preventive maintenance (mar-
ginal - checking), or even assisting in the maintenance of
other equipments within the sector.
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Switchover consists of interchanging the roles of each
computer: the stand-by machine goes active, the active ma-
chine goes to stand-by. Simplexed devices which had been
connected to one machine are automatically transferred to
the other and the air-defense program begins operation in
the newly active machine. From an equipment point of
view, switchover requires only a few seconds. However,
all of the system status data which had been available
before switchover must be available to the newly active
computer. Otherwise, the entire air-situation picture would
need to be regenerated and this would cripple sector op-
erations as effectively as if both computers stopped. Ac-
cordingly, the active machine transmits changes in the air-
situation data to the stand-by machine several times per

FSQ-7. For most operations, the computer operates itera-
tively in a feed back loop. In these applications, the sys-
tem is self-correcting for all but a few very improbable
errors. Parity checking circuits in the input and output
buffer equipment and in the computer memory system
eliminate some data subject to transient errors.
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Discussion

W. G. Cumber (American Airlines,
Inc., New York, N.Y.): When introducing
data to SAGE by means of IBM punched
cards, has it been found necessary to verify
this data in the normal manner?

Mr. Benington: For some punch card
inputs, IBM verifiers are used before the
data are inserted into the computer. In addi-
tion, the real-time SAGE computer pro-
gram extensively tests input data for rea-
sonableness. Several studies now in prog-
ress are aimed at improving both manual
and automatic capabilities of this input
channel. :

H. Siegal (Remington Rand Univac):
How does ‘the over-all system handle over-
lapping of information between sectors?

Mr. Benington: Adjacent direction
centers can communicate both automatically
(from the computer in one center to the
computer in the next) and manually (from
an operator sitting at a console in one cen-
ter to an operator in the next). A wide
variety of automatic and manual operating
procedures constantly attempt to correlate
overlap data.

Mr. Siegal: Is the computer capable of
recognizing duplication of input data?

Mr, Benington: I understand you to
mean, can the computer correlate different
pieces of input- data which actually were
caused by the same stimulus? For example,
two adjacent centers can report two in-
coming tracks which are, in fact, the same
track. In many, many cases and in many,
many ways, the SAGE computer attempts
to correlate each piece of input data with
other data and with the computer’s his-
tory of system status. As a result of these
correlations, many input data can be com-
bined or rejected. Aircraft tracking per-
formed by the computer is exactly this
type .of process. Several radars will trans-
mit multiple returns at different times on
one track. These  returns must be corre-

lated with a stored history of aircraft
tracks (not radar -returns) and the ap-
propriate returns must be used to update
the track data.

S. C. Redd (Bell Telephone Labs.,
Whippany, N.J.): Does semiautomatic
imply that SAGE is ultimately controlled
by a human?

Mr. Benington: In one sense, yes.
SAGE is a management information proc-
essing system (in addition to being a con-
trol or communication system) insofar as
raw air-defense data is processed, com-
bined, abstracted, and displayed to human
operators who make better tactical deci-
sions as a result of receiving an up-to-date,
filtered, complete picture of system per-
formance and status.

Mr. Redd: If so, is there any provision
for the SAGE computer to assume these
manual functions? For example, in the
case of more rapid air traffic, IRBM, etc.?

Mr. Benington: In our initial design

" of SAGE, we attempted, for the most part,

to automate existing air-defense procedures
rather than to overthrow completely these
procedures and attempt both automation
and revolution of the air-defense opera-
tions. For example, theoretically, SAGE
could automatically commit weapons; we
felt that this should primarily remain a
human decision in the initial design of
SAGE. (This type of conservatism has
been shared by many other new users of
electronic data processing equipment.) At
present, several groups are profitably study-
ing which parts of SAGE should be fur-
ther automated; equally important, which
parts of SAGE should be more “manual.”
Military security precludes a more detailed
discussion of specific examples,

P. L. Phipps (Remington Rand
Univac): How many man-years has it
taken to write the 75,000 instructions?
~ Mr. Benington: It depends on your
definition of “write.” If you include pro-
grammer training and necessary research

and development, the cost is astronomical.
Even if you omit these charges, the cost is
probably in the range of $25: to $75 per
instruction, which I believe is an order of
magnitude higher than that quoted for
much smaller programs. See my article
“Production of Large ~Computer Pro-
grams,” Proceedings of the Symposium on
Advanced Programming Methods for Dig-
stal Computers, Office of Naval Research,
1956.

J. A. Cheeseman (Telecommunications
Div., General Services Administration,
U. S. Government) : What type of circuits
are used between locations for the trans-
mission of data in and out of the com-
puter

Mr. Benington: Standard, high-grade,
telephone  lines are used for automatic
transmission of digital data. Each line can
transmit 1300 pulses per second. If higher
capacity is required for one communication
channel, several lines aré used in parallel.
In order to assure high system reliability,
many of these channels are duplexed; that
is, between two sites, separate lines are
provided over separate routes.

C. L. Kettler (Texas Institute, Inc.):
Your direction center seems rather un-
protected from the one bomber in a thou-
sand that gets throu