




































































Figure 4 :True Empty Flag Operation. 
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multaneous write/read operations. It should be no­
ted that the REt input should be held inactive until 
IFFL has been satisfied, thereby observing the IFRL 
parameter. This will ensure true EF operation ; see 
figure 4. (Although WEt is clocked in this example, 
it is not mandatory for proper device operation no­
ted by REt). 

If the MK4505 is written to full where FF is latched 
low, two write clocks are required before more data 
is written into the FIFO. The rising edge QLCKw on 
the last availab~byte of data latches the FF low wi­
thin 1Ft A. Once FF is latched low, the first rising edge 
of CKw to occur after the first valid read will clear the 
FF status (FF = high). The second rising edge of 
CKw will write data into the FIFO provided WEt is 
active high. These latched flag functions are a be­
nefit of the MK4505's clocked design, and pipeline 
architecture. They provide write protection when full, 
and read protection when empty. 

FALSE FLAG AMBIGUITY 
There are certain situations and conditions that can 
result in improper device operation and probable 
unexpected statuuag ...rgsults. These conditions 
can occur with the EF or FF during asynchronous or 
simultaneous write/read operations. The worse 
case scenario being simultaneous write/read ope­
rations when near or at Empty or Full. Remembe­
ring that this is an edge triggered device that latches 
logic states by using a pipeline architecture, the in­
ternal arbiter will give priority to the read operation 
when a simultaneous write/read cycle occurs on the 
last byte of data. This results in the EF being lat­
ched low even though a valid write occurred at the 
same time. This is the design definition for the EF 
flag in a pipeline architecture being updated on the 
rising edge of CKR. The actual last byte of data must 
be read without a simultaneous write, as this can 

"trap" one byte of data in the FIFO until a subsequent 
valid write is detected__,__ihe tFFL parameter is again 
satisfied to CKR, and EF is cleared (EF =high). 

Figure 5 : False Empty Flag. 
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This can be best explained by the diagram in fi­
gure !iJf all operations were truly simultaneous, the 
false EF would not occur. In an actual system, ho­
wever, the rising edges of CKw and CKR can be­
come slightly skewed by a few nanoseconds in a 
simultaneous write/read operation. In the False Flag 
Diagram, the rising edge of CKR is presumed to oc­
cur slightly after CKw at 11, and slightly before CKw 
at 13. The EF update circuitry is annulled at t2 be­
cause EF is high, and waits to determine a valid write 
while EF is low. This example results in improper 
device operation as .!EEL and tFRL are not satisfied, 
and an unexpected EF status is displayed. There­
fore, if REt is kept disabled ts prior to t3 as in the 
True Flag diagram, or if CKR occurs just before or 
exactly with CKw at t1, then IFFL is satisfied at t2, 
IFRL is observed at t3, and the unexpected empty 
condition will not occur. The EF flag will function as 
anticipated without "trapping" data by allowing the 
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writes to stay one ahead of the reads. This allows 
successful data transmission with asynchronous or 
simultaneous write/read cycles. 

Since EF and FF are both latched flags, the same 
type of false flag can be encountered with the FF. 
Referring to figure 6, one can see that a simultaneous 
write/read on the last available write results in FF 
being latched low even though a valid read occurred 
at the same time. Due to the pipeline design, the ar-

Figure 6 : False Full Flag. 
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biter give.§_priority to the write, thus latching the FF 
low. The FF will not be cleared until a subsequent ri­
sing edge of CKw occurs after the first valid read. 
The FF update circuitry is annulled at t2 because FF 
is high, and waits to determine a read while FF is 
low. This is the design definition for the latched F.!:!) I 
Flag in a pipeline architecture being updated by CKw. 

SUMMARY 

The MK4505 clocked FIFO provides latched Empty 
and Full flags guaranteeing a stable logic state for 
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at least one complete cycle. This allows ease of use 
in a clocked system environment by ensuring that 
set-up and hold times are met for a subsequent cy­
cle in reference to the system clock. Since FF and 
EF provide the MK4505 with automatic write protec­
tion when Full, and read protection when Empty, the 
designer needs to understand their design definition 
for proper device operation. When compared to pre­
vious ripple-through FIFOs, the latched EF and FF 
can result in an unexpected or false flag statusJ.o. 
reference to the latched Empty Flag, should the EF 
logic present a problem of trapping data in a given 
clocked system as previously described, the AE si­
gnal can be used as an option. By using the Almost 
Empty condition (Almost Empty by 8 bytes) for Emp­
ty, one can detect AE for system logic commands, 
perform a valid simultaneous write/read operation, 
and still read the last byte of data written. This will 
avoid a false flag situation, and allow the system to 
retrieve all expected data. 

CONCLUSION 

In this application brief, we have highlighted some 
subtle benefits and operations of the MK4505 
clocked FIFO in regards to latched status flags. Ob­
viously, the MK4505 demands certain design consi­
derations when compared to previous ripple-throu.fl!l 
type .E!fOs like the MK4501. By providing latched EF 
and FF flags, the MK4505 ensures proper operation 
for set-up and hold times in a clocked system envi­
ronment. Previous ripple-through FIFOs cannot wi­
thin themselves ensure proper set-up and hold times 
in a clocked system design. Therefore, the MK4505 
makes design easier, and takes the worry out of in­
terfacing a FIFO with a system operating on a peri­
odic or free-running clock. 



APPLICATION NOTE 

THE MK4505 MASTER/SLAVE WIDTH EXPANSION 

INTRODUCTION 

The MK4505 from SGS-THOMSON Microelectro­
nics offers high performance, high density First-In­
First-Out operation, and supports two asynchronous 
periodic clock inputs for read/write operations. The 
device is designed for applications where data is mo­
ving through a system on the rising edge of a free 
running clock, and allows simultaneous or asynchro­
nous read/write operations. The basic concepts of 
the MK4505 clocked FIFO are previously described 
in an application brief entitled: "The MK4505 Clocked 
FIFO : Introductory Concepts", publication number 
4430314. The ideas described in this brief will help 
first time users in understanding the different functio­
nal concepts with the MK4505 from previous low and 
high density FIFOs. 

The main difference between the MK4505 and other 
FIFOs is that all operations are initiated on the rising 
edge of the read or write clocks, CKR and CKw res­
pectively (see figure 1 for device pinout). This parti­
cular application brief will discuss read and write 
cycles for the MK4505M (Master), and the 
MK4505S (Slave) as separate devices, as well as 
their cascadable application. Width expansion will 
be reviewed as Master-to-Slave and Slave-to­
Slave. Master-to-Master width expansion is not al­
lowed. Each device has a 1 K x 5 bit organization, 
and is width expandable to at least 40 bits with no 
additional logic. Cycle times range from 20 to 
40MHz with access times of 15 to 25ns. 

MK4505M/S (MASTER/SLAVE) CONCEPT 

The MK4505M/S (Master/Slave) concept provides for 
easy width and depth expansion capability by using 
one MK4505M for each 1024 bits of depth, and one 
MK4505S for each additional 5 bits of width. For most 
applications, the Master-to-Slave width expansion 
configuration offers the best solution. A full set of sta­
tus flags is offered by the MK4505M, and thereby pro­
viding all of the necessary controls signals to the Slave. 
The Master-Slave width expansion arrangement gives 
the system designer worry free operation from word 
skew ambiguities that can be realized due to status flag 
access times during asynchronous read/write opera­
tions. The MK4505M is supplied in a 300mil, 24 pin pla­
stic DIP, and the MK4505S comes in a 300mil, 20 pin 
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plastic DIP which gives additional savings in printed cir­
cuit board space. An example of some simple read and 
write timing diagrams are shown in figures 2 and 3 sho­
wing the differences of the MK4505M and MK4505S 
as stand-alone devices. These figures presume that 
the Master is neither full or empty. 

SLAVE WIDTH EXPANSION 

The key difference between the MK4505M and 
MK4505S is that the Master has on-chip write pro­
tection when full, and read protection when empty, 
whereas the Slave offers no overflow or underflow 
protect circuitry. The MK4505S can be used as a 
stand-alone device or in width expansion without the 
Master, but this forfeits the automatic read/write pro­
tect circuitry offered in the MK4505M. Even if no read 
cycles occur, previously written data will be over-writ­
ten within 1025 write cycles. Of course data can al­
so be re-read if no write cycles occurwithin 1025 read 
operations. A reset operation will also allow the user 
to re-read data with the MK4505S. However, during 
reset both the read and write pointers are reset to lo­
cation (address) zero. Additionally, during reset the 
half full (HF) counters will be initialized. 
An example schematic of Slave-to-Slave width ex­
pansion is shown in figure 4. The previous read/write 
diagrams in figures 2 and 3 are also examples of the 
MK4505S (Slave) width expansion timing. Since the 
MK4505S allows continual read and write cycles, 
the MK4505S can be used in applications where da­
ta underflow and overflow to the FIFO cannot occur, 
or where data underflow and/or overflow is desired 
or doesn't matter. Here the Slave will offer high per­
formance with additional board space reductions. 
The MK4505S also offers a rising edge triggered 
three state output bus control. Whenever RE2 is 
LOW at the rising edge of CKR, the Qs will be 
high-Z at toz from the rising edge of CKR. 

MASTER/SLAVE WIDTH EXPANSION 

As previously mentioned, the Master/Slave width ex­
pansion offers a full compliment of status flags and all 
necessary control signals for proper operation. The 
MK4505M provides a high impedance data bus after 
reset, and whenever the FIFO is empty. An example 
schematic of MK4505M/S width expansion is shown 
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in figure 5. This example is presuming a data bus width 
of 32 bits with an additional 3 bits. The additional bits 
could be used to pass decode information or other 
control status information. Master/Slave width expan­
sion timing is displayed in figure 6. This figure shows 
an initial reset with flag status, and First Read Latency 
(IFRL) after First Write, and finally write until full with read 
disabled (RE1 =LOW). Additionally, the read and write 
clocks are asynchronous at different cycle rates. 

The logic state of the DR status flag follows the FF 
status flag, and is updated with each rising edge of 
the write clock (CKw). The QV status flag follows EF 
by one cycle respective to the rising edge of CKR. 
The DR and QV outputs are latched status flags, 
with their main function being to incorporate Master­
to-Master depth expansion, or Master-to-Slave with 
and depth expansion (refer to the MK4505M/S da­
ta sheet). Therefore, DR (Data Ready) and QV (Out­
put Valid) are offered as optional status flags to be 
monitored by the user in Master-Slave with expan­
sion mode. They are totem-pole outputs, and can 
be left disconnected in this configuration. 

DESIGN CONSIDERATIONS 

As with all FIFO applications, a reset is required to 
initialize all counters before normal operation begins. 
Referring again to the MK4505M/S data sheet, the 
user must take into account the first valid read delay 
access time from the first valid write operation after 
reset. This is the expected "fall-through delay time" 
calculated as : Is + IFRL + lA. The Is parameter being 
the set-up time to the First Write operation ; IFRL is 
the First Read Latency as the First Read clock delay 
after the First Write ; and !A is the Q output access 
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time from the First Valid Read Clock. The MK4505M 
provides read protect circuitry via the EF status flag, 
therefore read operations will not be allowed until the 
EF is cleared. Thus first valid data after reset has a 
maximum of 75ns for a 40MHz cycle. 

When using the MK4505S separately, the user must 
observe the IFRL parameter to ensure First-Write-to­
First Read valid data. Once IFRL is satisfied, valid 
data is guaranteed on the Q outputs at tA from the 
rising edge of CKR. Read operations attempted be­
fore tFRL is satisfied may result in reading RAM lo­
cations not yet written. Since the Slave offers no 
read or write protect circuitry, the user must observe 
IFRL, especially when using free running asynchro­
nous read/write clocks on the MK4505S. 

CONCLUSION 

The MK4505M/S offers width expansion to any line 
or word size, and at least 40 bits of width without 
additional support circuitry. Master-to-Slave width 
expansion has a full compliment of status flags as 
well as Slave control logic for proper operation. The 
MK4505S is also width expandable with certain res­
trictions. The MK4505M cannot be written while 
FULL, or read when EMPTY ; whereas, the 
MK4505S allows continuous read/write operations. 
Master-to-Master width expansion is not allowed. 
Both devices use the SGS-THOMSON Microelec­
tronics BiPORT™ RAM based memory cell allowing 
simultaneous read/write operations, and a 1 k x 5 pi­
peline architecture giving the MK4505 an unsurpas­
sed 15ns access time with a 25ns cycle time. 
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Figure 1 : Pin Connection, 300 MIL DIP. 

D4 24 Vee 

D3 2 23 Cl<w 
Dz 3 22 WE, PIN NAMES 
D1 4 21 FF 

Do - D4 -DATA INPUT 

Do 5 20 DR Oo- 04 - DATA OUTPUT 

AE 6 19 HF CKw,CKR - WRITE AND READ CLOCK 

RS 7 18 AF WE1 - WRITE ENABLE INPUT 1 

av 8 17 Q4 

EF 9 16 QJ 

RE1 - READ ENABLE INPUT 1 

RS - RESET (active low) 

HF - HALF FULL FLAG 
RE1 10 15 Q2 Vee. Vss - + 5VOL T, GROUND 

c~ 11 14 Q1 

Vss 12 13 Qo 

D4 20 vee 

DJ 2 19 Cl<w (4505M only) 

Dz 3 18 WE1 FF, EF - FULL AND EMPTY FLAG (active low) 

D1 4 17 WEz 

Do 5 16 HF 

AF,AE - ALMOST FULL, ALMOST EMPTY FLAG 

DR,QV -INPUT READY, OUTPUT VALID 

RS 6 15 Q4 
(4505S only) 

REz 7 14 QJ 
WE2 - WRITE ENABLE INPUT 2 

RE1 8 13 Q2 RE2 - READ ENABLE INPUT 2 (rising edge 

c~ 9 12 Q1 tnggered 3 state control) 

vss 10 11 Qo 
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Figure 2 : MK4505M/S Read Timing. 
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Figure 3 : MK4505M/S Write Timing. 
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Figure 4 : Slave width Expansion. 
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Figure 5 : Master/Slave width Expansion. 
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Figure 6 : Master-to-slave width Expansion Timing Write/Read/Write-to-full. 
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MK4202 TAGRAM™ 32-BIT CACHE DESIGN CONCEPTS 

INTRODUCTION 

The MK4202 cache TAGRAM from SGS-THOM­
SON Microelectronics is a very fast CMOS SRAM 
based Cache Directory Comparator. The MK4202 
offers high performance with a 25ns cycle time, and 
a 20ns address to tag compare access time. It is 
configured for the new generation 32-bit micropro­
cessors, and implements a 2K x 20 architecture (see 
figure 1 ). The device contains a 20-bit on-board 
comparator with dual compare or match outputs for 
easy interface to various 32-bit processors. An on­
board chip enable decoder is also included to allow 
both width and/or depth expansion. Depth expan­
sion is allowed up to a 32K density without speed 
(propagation time) penalties. 

The MK4202 can enhance both system perfor­
mance and cost. The high speed compare access 
time enhances the zero wait state logic to the pro­
cessor for better system performance. Secondly, 
the MK1_20.f. has high impedance data bus control 
inputs (S) (G), and eliminates separate latch, trans­
ceiver, and comparator components. This reduces 
the required real estate in PC board area, and re­
sults in lower system cost with no added gate de­
lays through separate components. 

TAGRAM OPERATION 

TAGRAM. What is a TAG RAM? A TAG RAM is that 
part of a cache subsystem that determines if data 
or instructions is retained in the cache memory (da­
ta cache). While this may be obvious to some, it 
should be noted that typical cache subsystems are 
designed in three sections : the data cache which 
stores the data to be used by the microprocessor, 
the cache tag buffer or cache directory, which 
stores the upper order address of each cache en­
try, and the cache control logic for processor inter­
face, and cache read/write operations (see figure 2). 
The data is identified by address location, and is sto­
red in the cache directory (the MK4202 serves as 
the cache directory). If the TAG RAM "sees" a match, 
meaning that the necessary data is resident in the 
cache, it determines a hit and initiates a zero wait 
state operation to the processor. Conversely, a 
miss (no match) condition results in longer cycles for 
program execution since the cache does not contain 
the requested information. 
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During a compare cycle, the MK4202's on-board 20-
bit comparator compares the upper address inputs 
(DOo- D01s) with internal RAM data at the specified 
index address (Ao- A10). (The TAGRAM's architec­
ture is shown in figure 3). If all bits are equal (match), 
a hit is determined, and both Compare Outputs (Co 
and C1) will go HIGH. If at least one bit is different, a 
miss condition exists, and both Co and C1 will go 
LOW. The user can optionally force a MISS or .!:!IT 
on_gither or both compare outputs by asserting M x 
or H xactive LOW. A forced MISS overrides a forced 
HIT input (note the data sheet Truth Table). The 
Compare Output Enable (CG x) has no affect during 
a Force Hit or Force Miss operation. 

CIRCUIT DESCRIPTION 

A Direct Mapped Cache subsystem application using 
the MK4202 is shown in the schematic block diagram 
in figure 4. In this example, we are serving a 32-bit 
microprocessor with a 32-bit address bus and data 
bus. The 12 lower significant address lines (Ao- A11 ) 

are connected to the address inputs of the MK4202, 
with A11 connected to Eo of both TAGRAMs as 
shown. This input will implement a 4K address index 
for the Cache Directory in this example, and a 4K ad­
dress for the Cache Data RAM. The upper address 
bits of the processor (A15- A31), function as the tag 
data bits for the MK4202 TAG RAM, with CDOo pul­
led up to Vee(+ 5 volts) as a valid bit. Therefore, the 
cache tag buffer, or Cache Directory, consists of 4K 
x 16 bits, or 8K bytes. The Data Cache consists of 
eight ve~ fast MK41 H68 4K x 4 SRAMs with Chip 
Enable (E) for a 32-bit line width, resulting in a total 
of 16K bytes of memory (refer to figure 5). Cache 
subsystem studies have shown that a cache design 
using this mapping scheme and combined memory 
size can yield a hit rate of better than 80%. 

The MK4202 TAGRAM uniquely identifies each 
cache entry with an address scheme consisting of 
the index and tag. The upper addresses of a 32-bit 
microprocessor are considered as the tag, and are 
connected to the DO pins (D01 - D015) of the 
MK4202 (see figure 4). The CDOo pin is designated 
to serve as the valid bit, as it allows the internal RAM 
to be reset or cleared to all zeros at all locations for 
the CDOo output. The 11 address inputs (Ao- A10) 
of the MK4202 function as the address index, and 
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are connected to the lower addresses of the proces­
sor. Extra lower order address lines can be connec­
ted to the Enable Inputs (Eo- E:J) for on-board chip 
enable decode for depth expansion. (The Eo- E3 in­
puts correspond directly to the Po- P3 inputs as des­
cribed in the MK4202 data sheet). In this example, 
A11 is connected to Eo for a depth expansion of 4K. 
The Co and C1 Compare Outputs incorporate a 
CMOS totem-pole 3-state design. This high impe­
dance state allows each output to be tied together in 
a wired-OR configuration for multiple device applica­
tions, as shown in figures 4 and 6. A pull-up resistor 
is suggested to enhance proper operation. 

All processor address lines do not have to be connec­
ted to the TAGRAM, as most systems require des­
ignated non-cached addresses. Some address lines 
may define peripherals from an address vector for 
various 1/0 devices, or define DMA operations. Thus, 
a certain amount of address space is often required 
for various non-cacheable operations. Therefore, ex­
tra address lines from the processor can be used to 
decode these system operations. Unused addresses 
from the processor can be left open ; however, unu­
sed control and address inputs or tag data inputs to 
the MK4202 should be tied to be determined as a lo­
gic one or logic zero. 

CIRCUIT OPERATION 
The basic purpose of our Direct Mapped Cache sub­
system is to provide the microprocessor (henceforth 
CPU) with a quick response for requested data from 
the data cache to avoid long memory cycles to main 
memory. Since typical programs spend most of their 
execution time in loops or nested procedures from 
a few localized areas of the program, the cache sub­
system can maintain a copy of this localized data for 
faster execution. This will make our system more ef­
ficient, and provide optimum performance. 

Operation begins Qy_initializing the MK4202 T A­
GRAM by asserting RS to clear all internal SRAM bits 
for the CDOo output to a logic zero. This invalidates 
all entries in the cache directory. When the CPU be­
gins its first read command cycle, the lower address 
bits select a location in the MK4202. This location in 
the TAG RAM is compared against the 16 bits of tag 
along with the single valid bit (CDOo =Vee). The va­
lid bit will determine a miss condition causing Cx to 
go LOW since data ones is being compared against 
data zeros. This is a cache miss, and the CPU will 
wait for a response from main memory. 
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In our Direct Mapped Cache subsystem example, 
we will assume the write-through method for main 
memory and cache coherency. This means that 
while the CPU is waiting for data during a read/miss 
operation, that the cache write/read control logic is 
designed to write data from main memory into the 
MK41 H68 data cache SRAMs at the address defi­
ned by the index. When this happens, the 16 bits of 
tag, along with the valid bit, will be written simulta­
neously into the MK4202 cache directory. This way 
both the main memory and the cache subsystem 
contain the same information. (* The Jy1K41 H79 is a 
FSRAM option with Output Enable (G), and imple­
ments a RAM flash clear function). 

Now the logic one valid bit on the MK4202 TAG RAM 
can verify that the data in the data cache is a valid co­
PY of main memory, since both the internal data and 
CDOo (valid) are data ones. Of course a cache miss 
will not only occur after a reset operation, but every tirne 
the lower 12 address index bits select a location where 
the 17 tag bits (16 bits plus valid bit) do not match. Ho­
wever, each tirne a miss occurs, the most recent data 
will be written into the cache memory. This maintains 
cache coherency with main memory by constantly up­
dating the cache with the most recent data. 

After the cache has been written with valid data, and 
the CPU executes a read command from the same 
location that has been written into the cache sub­
system, then the data tag bits will match, and a 
cache hit results. During a hit condition, both com­
pare outputs, Co and C1, will go HIGH. This will 
cause the CPU to operate i(l a no-wait state, and 
data will be gated onto the data bus from the data 
cache memory. The match/hit operation takes the 
requested data from the data cache, avoids wait 
state cycles to main memory, and terminates the cy­
cle with a data acknowledge to the CPU. 

It should be noted that even though both Co and C1 
go HIGH during a hit, that both compare/match out­
puts may not be required for the cache hit/miss 
control logic. The user could use one match output 
for determining a miss or hit condition, and use the 
other compare output to pass inputs through the 
MK4202 to the CPU. This is illustrated in figure 6, 
where Co is normally HIGH except in an error condi­
tion. In this manner, a system error or halt will alert 
the CPU and invalidate cache execution at the same 
time. This is another benefit using the MK4202, and 
can reduce the number of required logic gates, and 
therefore system components. 



CONCLUSION 
We have given a general application and overview 
of the MK4202 cache TAG RAM in conjunction with 
a 32-bit data bus Direct Mapped Cache subsystem 
concept. System operation allows the cache sub­
system to be updated with the most recent data for 
each access to main memory. The MK4202 allows 
easier implementation, and reduces the number of 
devices or components. Of course the MK4202 can 
also be used to implement a two or more set-asso­
ciative cache design. In fact, by using the enable 
and chip select inputs on the MK4202, one can ea­
sily implement several cache design arrangements. 
There are several features and organizational be­
nefits when using the MK4202 for cache design. The 
device provides a flash clear (RS) function to inva­
lidate cache entries, which is useful for single pro-

APPLICATION NOTE 

cessor systems, and for multi-processor systems 
sharing a cache subsystem. Additionally, the 
MK4202 is wide enough to provide extra bits for sto­
ring other information besides address tag data. 
One example might be "dirty bit" storage in a multi­
processor application using a copy back method for 
cache coherency. Another example could be iden­
tification of non-cached addresses. 

With the introduction of SGS-THOMSON's MK4202 
TAG RAM, implementing cache subsystem designs for 
a 32-bit processor has been made easier. Cache sub­
system implementation can now be provided for small­
to-medium microcomputer systems without a large 
investment. The MK4202 TAG RAM provides for cost 
effective, high speed cache memory designs for to­
day's 32-bit microprocessors, and is fully TTL compa­
tible on its inputs and outputs. 
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32-BIT DATA BU s 

32-BIT ADDRESS 
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