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Isolator

An isolator is a DIP-switch device that allows isolation of IC pins quickly and
easily. It eliminates the need for cuts and jumpers.

Isolating the problem

Before I move on to discuss some of the techniques I use to isolate problems, I
would like to point out that doing it right in the beginning can save a lot of time
in debugging. It always helps to do several design reviews with a group of peo-
ple before building the prototype. Many common errors can be caught in a
design review.

The hardest part of debugging is isolating problems. Sometimes the debug-
ging of a problem becomes so difficult that you need a test plan just for that
problem. For example, an Intel customer reported a global standby problem
whenever the keyboard generated a system event. However, since a keyboard
interrupt is not the only system event, a simple test plan was designed that
called for disabling all the other system events (except for the keyboard inter-
rupt) and rerunning the test.

For initial debugging, enable as few options as possible to make it easier to
isolate problems. For example, the cache controller, IDE controller, and floppy
drive controller can be disabled during initial debugging. You should try to
bring up the screen as soon as possible. Once the screen is up, you can display
data to the screen.

When powering up a board for the first time, I recommend running the sys-
tem at a slower speed. If the system does not appear to be doing anything, you
should verify that the EFI clock is running. Next, find out if the CPU is fetch-
ing instructions from the ROM. The quickest way to find out what the system
is doing is to hook up the system to the ICE. If an ICE is not available, a diag-
nostic card or a logic analyzer can then be used to determine what the system
is doing. The test code displayed on the diagnostic card can help you determine
where the system is stopping. The logic analyzer can trap the opcodes coming
out of the ROM. By translating the opcodes into instructions, you can figure
out what the system is doing.

Keeping track of the errors can be a big help at a later date if the same prob-
lems resurface. I usually recommend that you log everything you find in a
notebook or a database so that you can refer to it later.

Testing Methodology

Laying out all the steps for bringing up a system in a test plan can save you a
tremendous amount of time. A test plan usually outlines all the steps required
to bring up a system and also the sizes of the resources that are required. This
test plan also helps you ensure that you have procured all the test equipment
you will need in advance and have written all the test programs to check the
hardware.
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Milestones are usually included in the test plan to monitor the progress. The
milestones are guidelines for bringing up the system incrementally. Below is a
list of typical milestones:

1. Fetching instructions out of ROM

2. Booting DOS

3. Running Windows

4. Devices going in and out of local standby

5. System entering and exiting global standby
6. Suspending and resuming the system

During testing, it is recommended that you change one thing at a time only.
Changing several things at the same time will make it difficult for you to nar-
row down the cause of the problem.

In terms of testing, specific test programs can be written to validate differ-
ent parts of the design. However, the most robust test is to use commercial
application software.

Power management testing

Designers often encounter the most problems when trying to bring up the
power management system. Many of these problems boil down to how you
expect power management to work. In many instances, no single rule of thumb
describes how the power management system should work. Having a good
power management test plan will help you to discover holes in your power
management scheme.

Coming up with a power management test plan is not easy with the SL CPU,
since you have many power management options at your disposal. A sample
test plan for power management testing can be obtained from your local Intel
sales office. Some of the tests might not be relevant to your system, but at least
it gives you some idea of how to devise your own test plan.

Memory testing

The memory interface to the SL processor is very straightforward. Since the
memory controller is embedded inside the processor, the address multiplexing
tables in Chaps. 10 and 11 must be used to determine which address is being
accessed by the CPU. Whenever there is a problem, always start with the slow-
est memory access.

One of the most common problems with memory interfacing is a floating
data bus. A good way to find out if the memory or data bus is floating is to do
continuous reads from the same location and see if the data changes. To deter-
mine whether an address or data bit got stuck at a certain level, specific pat-
tern tests can be developed.

When doing memory tests, keep in mind that the bus-keeper on the memory
bus always holds the last value written to the data bus. For instance, if you
write “OAA55H” to an unpopulated memory bank, you will get “OAA55H”



System Development Tools and Debugging 243

back. Therefore, to determine if a bank is populated, you must do a double
word read/write test. Writing “OAABBCCDDH?” to an unpopulated bank will
return data invalid data “OXXXXCCDDH”.

Test points

Most of the devices in a notebook computer are small and dense. For example,
the SL CPU and the 82360SL use 196-pin packages. For debugging, it will be
much easier to use test points instead of trying to connect probes directly to the
components. However, board space is limited on a notebook computer, making
it difficult to add test points. An alternative is to use vias. Vias are used to con-
nect surface-mounted components to the conductor layers. The size of the via
should match the aspect ratio. Vias should not be located too close to the com-
ponents, in order to prevent draining of solder from the component. Another
alternative is using test adapters that can mount on top of the SL CPU and the
82360SL.

Common Errors

It is always a good practice to check for common errors before diving into the
problem. Learning from someone else’s mistakes can save you countless hours
in debugging. Common errors can be categorized into three groups:

1. Logic/conceptual errors
2. Noise, electrical, and physical errors

3. Manufacturing errors—poor soldering, layout errors, wiring errors, and
faulty devices

In the following sections, we will discuss some useful concepts that will help
you solve some of the most common errors.

PWRGOOD signal

The PWRGOOD signal is an active high input to the Intel486 SL, the Intel386
SL CPU, and the 82360SL. The power supply circuitry generates this signal to
indicate that the power to the system is good. When the PWRGOOD signal
goes low, the CPU and the 82360SL are reset globally, causing the 82360SL to
generate a CPURESET and a RESETDRYV to reset the system. PWRGOOD
should be low for at least one EFI clock cycle to be recognized.

Floating inputs

Floating inputs can cause a device to malfunction and increase system noise
levels. It is especially important not to allow unused inputs on CMOS devices
to float. Open inputs on CMOS devices may cause the device to overheat and
destroy the device. All unused inputs should be tied to a valid logic level.

For most TTL devices (except standard TTL and S logic families), unused
inputs can be tied directly to Vcc or ground. However, a pull-down or pull-up
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resistor may be required in some cases. If a pull-up or pull-down resistor is
needed, the resistance must be sized to ensure that input level requirements
are met.

All unused inputs on a CMOS device should be pulled low or high, as
required, for proper operation. For most CMOS and TTL applications, a 1-
kilohm pull-up resistor is normally sufficient. With TTL and CMOS devices,
logic high input current is very low (20 mA for TTL devices and 1 mA for
CMOS devices). To minimize board space and component count, many unused
inputs (should be limited to less than 10) can be pulled up with the same pull-
up resistor.

Real-time clock

Windows

The real-time clock may be a small part on an ISA computer, but it is definitely
a star in an SL CPU-based system. The suspend mechanism on CPU relies
heavily on the real-time clock. It is the only clock that is running during sus-
pend. All the logic that is active is clocked by the real-time clock oscillator.

Understanding how the application software works is always beneficial in iso-
lating the problem. The Microsoft Windows environment is often used to verify
that power management is working. Many people are intimidated by problems
associated with Windows; however, understanding a few aspects of Windows
operation can make it a useful test tool.

Windows is an operating environment that runs on top of a copy of MS-DOS
(Version 3.0 or later). When Windows is running in enhanced mode, the Virtual
DOS Machine Manager (VDMM) is loaded into extended memory. The VDMM
runs in virtual 8086 mode and manages the virtual tasks created by Windows.
It also emulates LIM 4.0 EMS memory using the Intel386 processor’s paging
capability, which eliminates the need for EMS hardware and an EMS driver.
Each virtual task created by Windows is called a virtual machine.

The initial virtual machine contains a copy of the Windows program running
on top of DOS. When a DOS application is started, a new virtual machine is
created. After a copy of DOS, the ROM BIOS data area, and other data struc-
tures are loaded in the new virtual machine, the application can be loaded into
the virtual machine.

Windows’ standard mode is intended for use with 80286 machines. The 80286
microprocessor has no provision for returning to real mode from protected mode
because it will defeat the protection mechanisms. To allow the Windows pro-
gram to return to real mode, the Windows program writes to the shutdown byte
in the CMOS RAM, sends a CPU reset command to the keyboard controller, and
halts the CPU. The CPU reset command causes the keyboard controller to reset
the CPU and execute the reset routine in the BIOS. The reset routine will then
examine the CMOS RAM. When it sees the flag, it restores the contents of the
CPU and pass control to the application program.
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TABLE 15.1 Sources of a CPU Reset
Sources of CPU reset Actions
" Cold boot Execution starts at OFFFFOH. All POST tests and initializations are executed. All

peripherals are reset by the RESETDRV signal.

Hardware reset Execution starts at OFFFFOH. All POST tests and initializations are executed. All
peripherals are reset by the RESETDRV signal.

Warm boot Execution starts at POST tests entry point. Except for POST test and initialization
for memory above 64 Kbytes, all other POST tests and initialization are executed.

Resume Execution starts at OFFFFOH. System enters SMM through software SMI.

CPU reset

In an SL CPU-based system, four types of system events can generate a CPU
reset: cold boot, hardware reset, warm boot, and resume. Table 15.1 shows the
actions that are taken for each of these reset events. A cold boot is what we nor-
mally call power on, and the CPU reset is generated by the PWRGOOD signal.
A hardware reset can be generated by a hardware switch or by a special key
sequence. The entire system is initialized during a cold boot and a hardware
reset. A warm boot is invoked by typing the CNTRL-ALT-DEL key sequence,
and only part of the system is initialized. Resume is initiated by a resume
event (suspend/resume button, modem ring, or calendar event).

In an SL CPU-based system, the 82360SL generates the CPU RESET. Gen-
erating the CPU reset signal through the 82360SL ensures that CPU reset will
not occur while the CPU is in SMM.

System management interrupt

On a standard SL CPU-based system, the 82360SL acts like a traffic director
for system management interrupts (SMIs). The 82360SL functions as a gate
that filters all the incoming SMI requests, plus those generated inside the
82360SL, and passes them on to the CPU.

SMI generation is not instantaneous, because all SMI requests go through
some sort of arbitration inside the 82360SL before they get passed on to the
CPU. Table 15.2 shows the delay due to internal arbitration for the different
SMI requests.

For some SMI requests, an SMI is not generated until the suspend warning
timer has expired. For example, pushing the suspend/resume trigger button
will not generate an SMI until the suspend warning timer for suspend/resume
requests expires.

TABLE 15.2 Delays for Various Types of SMI Requests

SMI request Minimum delay Maximum delay
External SMI 1ms 2.1 ms
Suspend/resume button 128 ms 256 ms
Battery low 128 ms 256 ms
ASMI 2 SYSCLKs 3 SYSCLKs
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How often a register is sampled

Whenever a bit is set or cleared, the actual changing of the bit’s state does not
always happen immediately. Because of internal synchronization, a delay is
normally inserted before the bit is actually changed. The length of this delay
depends on the sampling rate, which in turn depends on the clock rate.

Signal path

When running at a fast clock rate, the length of a signal line must be limited to
a point where it will cause a significant voltage drop. During layout phase, you
should ensure that all signal paths are within limit.

Table 15.3 shows the maximum signal line lengths in millimeters and inches
for various logic families.

Signal terminations

In a high-speed memory interface, ringing can happen if signals are not prop-
erly terminated. Table 15.4 shows the typical damping resistance require-
ments for the various memory control signals in an SL CPU-based system. The
recommended characteristic impedance for boards is 50 ohms. Lower values
are better, since higher values increase the amount of ringing.

The buffers for MEMR#, MEMW#, IOR#, and IOW# are designed to drive
240 picofarads, sink 24 milliamperes, and provide a maximum delay of 19
nanoseconds. If there are no series damping resistors, under the worst-case
conditions the ringing takes 20 nanoseconds to die down, which means the pin
timing will be off by a large margin. For the SYSCLK signal, the maximum
amplitude is 1.2 volts under worst-case if no series damping resistor is used.

TABLE 15.3 Maximum Allowable Signal Line Lengths
Logic family Signal line length, mm (in)
Low-power Schottky (LS) 760 (30)
Schottky (S) 280 (11)
Advanced LS (ALS) 280 (11)
Advanced Schottky TTL 200 (8)
Advanced Schottky (AS) 150 (6)
Advanced CMOS technology 200 (8)
Emitter-coupled logic (ECL) 150 (6)
TABLE 15.4 Damping Resistor Requirement for Different Memory Signals (Intei386 SL CPU)
Signals Damping resistor
MA[10:0] and RAS [3:0] 22-ohm
MEMR#, MEMW#, IOR#, IOW#, and SYSCLK 10-ohm
IOCHRDY, I0CS16#, MEMCS16#, WLE#, Recommended but not required

WHE#, BALE, SD[15:0]
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What to Do If a System Hangs Up

A lot of things can cause the system to hang up, such as getting in an infinite
loop, a memory error, or a malfunctioning peripheral. The quickest way to find
out if a system is still alive is to check if the NumLock key on the keyboard still
toggles. To see if the system hangs up because of a memory problem, you can
check the RAS#, CAS#, and refresh signals. If you suspected a peripheral is
causing the problem, you can replace the peripheral with another one.

Sometimes, if an SMM program is not written correctly, it can cause the sys-
tem to hang up. One way to find out if the system is hung up inside SMM is to
examine the SMI# pin on the CPU. If the SMI# is low (active), the system is
still in SMM.

What If Everything Else Fails?

Very often, we will run into situations where we'have tried everything we can
think of to solve a problem but the problem still persists. In this kind of situa-
tion, it always helps to discuss the problem with someone. My experience is
that even talking to someone who doesn’t know anything will help. In telling
someone about your problem, what you are effectively doing is summarizing
what the problem is and what you have done about it. A lot of times, people
such as your colleagues can provide useful suggestions for you to try, and
explanations for the problems. And sometimes, I realize what I have done
wrong even before I finish describing the problem.

One thing I would recommend is to try not to spend an excessive amount of
time on the problem—even when you are under the pressure of a deadline.
Pushing yourself too hard can work against you. When you are tired, you tend
to make more errors. It would be better to stay away from the problem for a
short while and come back with a new perspective.

Development Methodology

Designing an SL CPU-based system requires a high level of integration
between hardware and software. To have a better chance of success at inte-
grating the firmware, the software design process should start in parallel with
the hardware design. This will help the software engineers identify soft-
ware—hardware interaction problems much earlier.

It takes time to learn how to use new tools. To make your product develop-
ment time more productive, you should use the tools you are familiar with,
unless you find them insufficient for the task at hand.

Summary

Many people think that debugging a system is much harder than designing a
system, and there is definitely some truth to it. As portable computer design-
ers, we often have to deal with unfamiliar hardware and software. This is espe-
cially true with power management. What is supposed to be a power-saving
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feature can turn out to be a problem. For example, powering off the RS232
buffers for the serial ports during suspend can save power, but doing so will
also block the modem ring signal from going through the buffers to resume the
system.

Debugging an SL CPU-based system does not require elegant tools. Most of
the problems can be solved with a logic probe and a software debugger. How-
ever, it does require that you have a clear understanding of the SL architec-
ture, which is what this book is about. Much of the discussion in this chapter
is based on my experience in debugging SL architecture-based systems. Even
though no two systems are identical, the same debugging technique can still be
applied to any system.
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Performance and Potential

Introduction

The Intel486 SL CPU is based on the Intel486 SX CPU core, and the Intel386
SL CPU is based on the Intel386 SX CPU core. The SL CPUs thus offer per-
formance similar to that of the SX versions and, in some cases, even better.
This chapter contains performance data for the 16-, 20-, and 25-MHz versions
of the Intel386 SL CPU. (At the time this book went to press, performance
information was not available for the Intel486 SL CPU.) The performance data
presented here highlights the benefits of various CPU attributes that can
affect system performance. You can use this information as a general guideline
for fine-tuning your portable computer designs.

The benchmark programs used in this chapter measure system performance
only. Unlike CPU performance benchmarks, which show the performance of
the CPU only, system performance shows the performance of the various sys-
tem components working together.

As with any benchmark program, it is relatively easy to tailor a benchmark
that shows one machine outperforming another. For some of the benchmark
programs, using a different configuration might yield different results. In the
process of collecting benchmark data for this chapter, extra effort has been
made to create the same environment for every machine tested. However, due
to the compact nature of notebook systems, it is difficult to do an exact “apple
to apple” comparison using the same hardware configuration for all the sys-
tems benchmarked.

It is helpful to keep the following questions in mind when comparing the
performance data in this chapter against results published by others: When
were the benchmarks run? By whom? Using which hardware and software
configuration? In addition, a good understanding of the benchmark programs
can help in interpreting the results correctly. Since DOS is the operating
system of choice for notebook platform, only DOS benchmark programs
were used.
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Common Terminology

This section discusses some terms commonly used in benchmark reports. Skip
to the next section if you are familiar with these terms already.

Wait state

One thing people always tout when describing performance is the number of
wait states. In the Intel386 SL CPU, it takes a minimum of two CPU clock
cycles to complete a memory cycle. Any extra CPU clock cycle added is called a
wait state.

To determine the number of wait states that a system is using, testers nor-
mally measure the time it takes to perform a fixed number of memory cycles
and subtract it from the time it takes if no wait state is inserted. They then
divide this number by the number of cycles. Below is a formula for calculating
the number of wait states:

((time to perform a fixed number of memory cycles)
— (# of CPU clock cycles* (1/CPU clock speed))
' + number of cycles performed

Since not every memory cycle incurs a wait state, the number of wait states is
not always an even number.

Turbo mode

The term turbo mode is often used when describing the various levels of per-
formance a machine might offer. With the SL CPU, turbo mode refers to a state
in which the CPU is running at full speed. De-turbo mode means running at
less than full CPU clock speed. As explained in Chap. 9, the CPU clock speed
is controlled through hardware and software, and can be slowed or stopped to
reduce power consumption.

Battery life

Battery life is a reference to the power-saving capability of a system. It is gen-
erally given as the number of hours the machine can operate on a single bat-
tery charge. This number is normally obtained by running a program on the
machine continuously. Battery life of the system is the number of hours it takes
to discharge the battery to below the level needed to operate the system.

The power consumption of the system is measured in watts per hour.

Power =V?2* K

where V is voltage and K is a constant (K = capacitance * frequency).

Power consumption can be measured with a current probe or a multimeter,
and is highly dependent on the operating state of the system. For example,
the clock speed or the number of disk accesses required can greatly affect the
power consumption of a system.
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Intel386 SL CPU Performance Summary

The high level of function integration in the Intel386 SL CPU allows a cache
controller and a memory controller to be included on the chip. These con-
trollers help the Intel386 SL CPU achieve its high performance levels. Pro-
grammable options are also provided on the Intel386 SL CPU for fine-tuning
system performance. The following are programmable options that can affect
performance: cache size, cache mapping, DRAM page mode, DRAM refresh
rate, flash BIOS wait states, and SRAM wait states. These options allow the
OEMs to balance the tradeoff between cost and performance.

Test results show that notebooks using the Intel386 SL CPU deliver higher
performance than other notebook PCs in the market. The 25-MHz Intel386 SL
CPU delivers the highest performance among all the systems tested. The rela-
tive performance of the 25-MHz Intel386 SL CPU is about half that of the
Intel486 DX CPU at the same clock speed. The 20-MHz Intel386 SL CPU is
about 20 percent slower than its 25-MHz counterpart. There is a dramatic dif-
ference in performance between the standard part and a cacheless part at the
same clock speed. The difference can be as much as 40 percent.

In a comparison of a 20-MHz Intel386 SX-based machine (without a cache)
and the 20-MHz Intel386 SL. CPU-based evaluation board (with cache), the
controller disabled showed that the performance of the Intel386 SL CPU-based
system is about 10 percent higher.

Most DOS benchmark programs are small. Thus, a system with a small
cache, such as a machine with only 4 Kbytes of cache, can produce results as
good as an SL evaluation board with a large cache. A larger cache should
improve system performance measurement when running large benchmark
programs such as the SPEC benchmark or the Unix benchmark, and real-life
applications like Microsoft Windows and EXCEL.

Impact of System Attributes on Performance

To get a good understanding of how some of the system attributes can affect
performance, the SL evaluation board was tested using several different sys-
tem configurations. The configuration of the memory system is a critical factor
in the overall system performance. The cache controller and memory controller
inside the Intel386 SL CPU have been designed to offer the highest possible
performance with maximum flexibility.

The on-chip cache controller supports three different cache sizes: 16-, 32-,
and 64-Kbyte. You might expect that large caches offer greater performance
than small caches. However, as mentioned earlier in this chapter, due to the
small size of the DOS benchmark programs, a large cache often does not result
in better benchmark performance. Also, adding a 16-Kbyte cache offers a dra-
matic improvement in performance over a system with no cache.

The cache controller supports three different cache mapping mechanisms:
direct, two-way, and four-way. Again, due to the small size of the benchmark
programs, the impact of cache mapping on performance is minor. The cache
controller has a write poster which will post up to three words before the CPU
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stops processing. However, only local memory or ISA-bus memory write cycles
during hold acknowledge are posted. If the write poster is disabled, the overall
performance drops by about 5 percent.

Memory paging is a technique to improve system memory performance, and
the Intel386 SL CPU offers three DRAM page modes. With the cache controller
enabled, the difference in performance between the different page modes is
about 2 percent. Thus, designers can use slower and cheaper DRAMs with the
Intel386 SL CPU and still have a high system throughput. On the other hand,
the DRAM page mode makes a big difference for cacheless systems. When the
cache controller is not used, the difference in performance between the differ-
ent page modes is about 13 percent.

The normal refresh rate and suspend refresh rate on the Intel386 SL CPU
are programmable to support DRAMs with extended refresh rates. However,
changing the refresh rate does not affect the performance of the system. This
is also true for interleaving. The performance of the system is the same with or
without interleaving. Changing the refresh rate and using interleaving does,
however, have a big effect on battery life.

The memory controller supports a DRAM as well as an SRAM interface.
Using the smallest number of wait states (two), the performance of a SRAM
system is about 7 percent slower than a DRAM system using the high-speed
page mode. Adding one wait state to an SRAM system has a 4 percent perfor-
mance penalty.

Flash BIOS wait states can be implemented to support slower flash memory
devices. Using wait states for the flash BIOS affects code execution speed
whenever code is executed out of the flash BIOS (e.g., an application makes a
BIOS function call). Test results show, however, that adding wait states to the
flash BIOS have little impact on performance.

Overall, the Intel386 SL CPU delivers the highest performance with maxi-
mum flexibility to accommodate factors such as cost, power consumption, prod-
uct differentiation, and product size.

Low on high performance

A high-performance processor can be slowed down to a crawl by slow I/O traffic.
The key to high system performance is sustained throughput. System perfor-
mance in an Intel486 SL CPU- or an Intel386 SL CPU-based system can be
improved dramatically through effective use of the I/O support mechanism pro-
vided in the CPU and 82360SL, and through careful selection of peripherals.

CPU clock speed

Table 16.1 contains benchmark results for different CPU clock speeds, using a
20-MHz Intel386 SL CPU-based evaluation system with a 64-Kbyte cache. As
you can see, CPU performance is directly proportional to clock speed. However,
CPU performance does not always correlate directly to system performance.
De-turbo mode was provided not only for power management, but also to
maintain compatibility with older software. Newer software designs, however,



TABLE 16.1 Power Meter V1.5 Benchmark Results

under Different Clock Speeds

Performance and Potential

Test EF1/2 EFl/4 EF1/8
Aggregate (PMU) 210.66 105.08 52.35
Clock (MHz) 10.77 6.20 3.83
MIPs 1.986 .997 499
Dhrystone (K/s) 2.547 1.278 .639
Whetstone (K/s) 385.39 202 104.97
Sieve (s) 1.634 3.283 6.619
Video Agg (PMU) 1786.3 894 487.1
Video Char (s) 1.8 3.516 6.382
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generally do not restrict system operation at high CPU speeds. Therefore, you
rarely need to slow down the CPU to get software to work.

Listing 9.1 in Chap. 9 gives a short program that changes the clock speed of
the CPU under software control.

Math coprocessor

For numeric-intensive programs such as spreadsheets or CAD programs, a
math coprocessor (MCP) such as the Intel387 SL mobile math coprocessor can
improve performance by as much as five times. An MCP is useful only when a
program is doing a lot of number crunching of real numbers (floating-point
numbers). For some of the AutoCAD benchmarks, you can see a performance
increase ranging from 30 percent to 100 percent.

Peripherals

Have you ever wondered why machines with the same motherboard often get
different performance reviews using the same set of benchmark programs?
One reason for these performance differences is that different peripherals are
used in the systems. Your choice of peripherals has a strong impact on overall
system performance. For example, a hard disk drive with a fast access time can
improve the system performance by as much as 10 percent (over systems that
use slower drives) in some benchmarks.

Careful selection of peripherals is thus important in designing a high-
performance system. On the other hand, data throughput for some of the
devices can be increased by the addition of external hardware. For instance, a
disk cache can significantly improve the data access time for a hard disk drive.

Sometimes, even minor changes can improve performance. An example
(Listing 16.2) gives a few simple lines of code for changing the step rate of a
floppy drive to improve the disk access time.

Listing 16.2 Code to Change the Step Rate of a Floppy Drive

xor ax, ax

mov ds, ax ; set data segment at O

mov bx, 522 ; offset of the disk parameter table
mov byte ptr [bx], OEFh ; change step rate to 4 ms
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DMA clock speed

ISA bus

Pl bus

The DMA controllers are typically used for ISA-bus memory refresh and by the
floppy drive and network adapters. On a standard ISA-bus system, the clock
speed for the DMA controller is 4 MHz, which is very slow. With the 82360SL,
the DMA controller clock can be set to 8 MHz to improve data throughput.
Increasing the DMA clock speed is done by setting the DMASEL bit (bit 1) in
the CFGR1 register (63H, INDEX) to 1.

To remain compatible with the industry standard ISA-bus architecture, the
ISA-bus clock speed is restricted to 8 MHz only. Wait states are normally
inserted in memory and I/O cycles (one wait state for memory cycles and four
wait states for I/O cycles). Higher performance can be achieved if wait states
are eliminated (that is, using zero wait states for both memory and I/O cycles).
When you have to access the ISA bus, use it efficiently (e.g., always use zero
wait state transfer and I/O string instructions for data transfers).

" If you wish to use one or more peripheral devices that have performance

greater than is possible with ISA-bus devices but you do not want to abandon
the ISA bus completely, you should definitely consider using the PI bus. Except
for a few control signals, the PI-bus interface is essentially the same as the
ISA-bus interface, except that the PI bus runs at the CPU clock speed. In an SL
CPU-based system, PI-bus peripherals can coexist with ISA-bus peripherals.

You can achieve significant improvement in performance at a very small cost
by modifying key peripherals that affect performance of the system to run on
the PI bus. For example, the performance of the VGA graphics controller is
critical in graphics-intensive applications such as Microsoft Windows. A VGA
controller using the PI bus can run anywhere from 30 to 100 percent faster
than on the ISA bus.

Impact of Power Management on Performance

The power management system of an SL CPU-based system does have some
impact on system performance. Some of this impact is by design. For instance,
slowing the clock speed of the CPU reduces power consumption at the expense
of CPU throughput. Running power management software affects performance
because it uses CPU cycles (even though it is running in SMM). The effect of
your power management system on overall system performance is thus highly
dependent on how it is implemented and which benchmarks are being used to
measure performance.

Most of the power management operations (e.g., disabling of the serial port
buffers) take less than a millisecond to execute, so they will have minimal
impact on performance when the system is working intensely at full CPU
speed. You probably will not see the difference in performance when running
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standard DOS benchmark programs, since they tend to exercise the entire
machine. With a multitasking environment benchmark, you will probably see
some difference, but the overall impact on performance will still be small.

Performance and Cost

People often say that if you want the best you have to pay more. The question
is, how much you are willing to pay? In any design, you must evaluate the
tradeoffs between cost and performance. For example, with the Intel386 SL
CPU’s built-in cache controller, you can use slower and less expensive DRAMs;
however, the savings in using cheaper DRAMs might be offset by the cost of
implementing the cache. But, then again, this cost might be justified by the
overall performance gain from the cache.

With portable computers, you also have to balance tradeoffs between power
consumption and cost. For instance, using SRAMs for main memory can lower
power consumption. However, SRAMs are more expensive than DRAMs and
not available in high-density packages. For a typical portable machine with 4
Mbytes of base memory, SRAMs are ordinarily too expensive. But for a hand-
held computer with a small amount of base memory, SRAMs might be a better
choice than DRAMs, since power consumption is more critical in hand-held
products.

Power Consumption Benchmarks

Power consumption benchmarks are relative new and not well understood.
Due to a misunderstanding of how power management is supposed to extend
battery life, many battery-life benchmarks ignore the built-in power manage-
ment capabilities of a system.

Typically, power consumption benchmarks are obtained by exercising the
system continuously until the battery goes dead. A more refined power con-
sumption benchmark might use a test script with a typical user profile. For
example, users always pause when they are typing. During pauses, sophisti-
cated power management systems often slow or stop the CPU clock. Using
scripts that force periodic pauses in processing are thus better able to measure
the effectiveness of a power management system.

Benchmarks can also be created to check out a specific part of a system. For
example, running Microsoft Windows in enhanced mode is very CPU-intensive.
Therefore, it can be used as a benchmark for CPU power efficiency. Again, a
special test script using a typical user profile can be developed to benchmark
the display system.

Knowing the relative power consumption efficiency of all the components in
the system can help you design power consumption benchmarks and under-
stand the results of other benchmarks. For example, the SL CPU can be made
to operate in several different low-power modes. However, if you look at the
power consumption of all the peripherals in a system, you will realize that
the power consumed by the CPU is negligible compared with that of the hard
disk and LCD panel.
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Interpreting Benchmark Results

Power consumption benchmark results are often quoted without giving back-
ground information. Therefore, they can be very misleading, especially for the
end users. When looking at any power consumption benchmark, you should
always ask yourself these questions: What functions does the benchmark pro-
gram perform? What is the system configuration of the machines tested? What
type of battery is used, and what is the capacity of the battery?

How the benchmark program is written can affect the battery life. For exam-
ple, two different benchmark programs often yield different battery-life num-
bers. Also, since not all the machines are identical, it makes no sense to
compare a fully loaded machine to a machine with minimal configuration. If a
machine has two battery packs, it will likely have a longer battery life than
other machines, regardless of how efficient its power management system is.

Benchmark Collection Methodology

The benchmark data quoted in this chapter was obtained on an Intel386 SL
CPU-based evaluation board. The evaluation board was used for benchmarking
because it is easy to configure. Since the evaluation board is strictly a vehicle for
evaluation, no optimization was done to achieve the highest performance possi-
ble. The performance data obtained on the SL evaluation board thus provides
typical data. It is possible to obtain better performance by changing hardware
or software configuration. Also, some benchmark programs depend on video
graphics controller and hard disk performance.

DOS environments

All benchmarks were executed under DOS 3.3, DOS 4.01, or DOS 5.0 with the
same config.sys file, the contents of which are as follows:

FILES = 30
BUFFERS = 20
DEVICE IMEM.SYS

= H
DEVICE = SMARTDRV.SYS 2048 512

Except for the SL system, all the machines tested came with proprietary DOS
operating systems. Installing a different version of DOS might cause the sys-
tem to malfunction. Therefore, no attempt was made to use the same version
of DOS on all the systems tested.

System configurations

The Intel386 SL CPU evaluation board used for benchmarking has the follow-
ing configuration:

Intel386 SL CPU—BO stepping
16/20/25 MHz
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4 Mbytes of main memory (2 banks, interleaved)
64-Kbyte write through cache

16-bit VGA card

28-ms Prairie 240 IDE drive

(no MCP installed)

Except as indicated, all benchmarks were executed with the following BIOS
configurations: system and video BIOS shadowed, cache configured for four-
way mapping, and DRAM mode set to high-speed page mode.

Summary

Beauty is in the eyes of the beholder and so are benchmark programs. Differ-
ent benchmark programs will give different performance results. There is no
rigid rule or guideline for interpreting benchmark data. A lot of it is common
sense. As long as you compare the results to the actual user environment, you
can always gain a good grasp of what to expect.
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The Future

We cannot predict precisely how portable computers will evolve. However, we
can foresee the general direction. Ever since I started working on the Intel386
SL processor, I have seen an analogy between the evolution of portable com-
puters and the evolution of calculators. It may have something to do with the
fact that the first microprocessor was used in the calculator. In their early
days, calculators were bulky and expensive. As time went by, both the demand
for calculators and advances in technology drove manufacturers to produce cal-
culators that were cheaper, lighter, and faster. Now, we are acknowledging that
same trend in the portable computer market. Portable computers are getting
cheaper, lighter, and more powerful. The future of portable computers will def-
initely bear a close resemblance to the evolution of calculators.

What Next?
3.3-volt and 5-volt hybrid system

Power is equal to V%R. So, lowering the operating voltage (V,) will reduce
power consumption and in turn extend battery life. Currently, manufacturers
and Intel are moving toward 3.3-volt technology for components. However, the
conversion from 5 to 3.3 volts will not happen overnight. Many issues remain
to be resolved.

Two of the major problems facing designers of 3.3-volt systems are the lack
of standardization and the availability of 3.3-volt components. Even though
the JEDEC standard is available, it does not cover areas such as interfacing to
a 3.3-volt ISA bus. The lack of standardization has made it hard for chip
designers to design and test their components, slowing the development of 3.3-
volt components.

Even though the CPU and memory manufacturers have taken the lead in
supplying 3.3-volt components, the availability of 3.3-volt parts to build a com-
plete 3.3-volt system is still very limited. To speed up the conversion process,
most manufacturers have recharacterized 5-volt parts to run at 3.3-volts. The
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only drawback to this practice is the degradation of performance. After rechar-
acterization, the 5-volt parts will run at a slower speed.

In the absence of standardization and availability, it is better to take an
incremental approach. The first and most logical step in migrating to a com-
plete 3.3-volt system is to run everything at 3.3 volts except for the ISA-bus
peripherals. And this is exactly how the Intel486 SL CPU is designed, as you
learned in Chap. 16.

A complete 3.3-volt system

The Intel486 SL CPU has certainly paved the way toward a complete 3.3-volt
system. The knowledge which you gained in building a hybrid system using the
Intel486 SL CPU will definitely help you in moving one step closer to a com-
plete 3.3-volt system. Based on the rate at which manufacturers are currently
creating 3.3-volt components, we will see many complete 3.3-volt systems
toward the end of 1993.

How lowislow? Iflowering operating voltage from 5 volts to 3.3 volts can save
substantial power, reducing operating voltage further will save even more
power. The question is, how low can we go? As we push for higher speed and
lower power consumption, there is no doubt that the operating voltage will
decrease again. People have already started talking about moving all the way
down to 1 volt—which will probably not happen for several years.

However, we can prepare for yet another voltage migration even though we
don’t know when it is coming. For example, whatever standards are formu-
lated for 3.3-volt components should be flexible enough to be easily extended to
1-volt components.

LCD display

The LCD display market is moving in two directions. As more and more
portable computer manufacturers are using color LCD panels, they will find
the means to improve the color display technology as well as to reduce the cost
of production. On a different front, LCD panel manufacturers are looking for
ways to reduce power consumption.

The LCD panel is the most power-hungry device in a system consisting of lig-
uid crystal display, LCD driver chips, and the backlight. In an average system,
the LCD display consumes 30 to 40 percent of the total power.

Battery technology

Since I have been working with the SL CPU, I have been looking forward to the
day when portable computers are solar powered (like calculators). With a solar
powered system, users never have to bother recharging the battery. I do not
expect solar power to become a feasible source of power for portable computers
for many years to come.
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What technology improvements, if any, have occurred that we should be aware of, and is
there anything better available on the horizon?*
NiCd manufacturers are continuously seeking to improve product capabilities
and quality. Increased capacity means longer run times. For many years, battery
makers have boosted capacity by over 10 percent a year, driving research into new
electrochemical couples. Rechargeable lithium and Ni-metal hydride cells are
prominent contenders, with significant increases in energy density over NiCd cells.
Metal hydride is progressing steadily, and is also equivalent in voltage to NiCd
cells. Broad acceptance of metal hydride depends on its ability to be successfully
used in several environments.

Pen-based computers

Will pen-based computers universally replace computers with keyboards?
Probably not anytime soon. The technology is still in its infancy. Pen-based
computers are still limited to vertical markets such as specific industrial and
business applications.

Software collaboration

With the introduction of Advanced Power Management Specification for DOS
and Windows, we should expect other operating systems such as UNIX and
0S/2 to become power aware.

User psychology

Is it necessarily true that the lightest portable with the longest battery life is
the best portable computer? Not always. Frequently, portable computer
designers have neglected the importance of understanding user needs and psy-
chology. For example, just look at the ergonomics of the track ball in some
portable computers. Many manufacturers placed the track ball in a location
that is hard for users to reach. User-friendly features are becoming increas-
ingly important in today’s PC market, where there is little differentiation
between machines.

Another logical question is, of course, who are the users? Have you ever
asked a friend, “Would you buy a portable computer for your own use?” Proba-
bly 90 percent of respondents to this question would say, “No.” Most of the peo-
ple who are buying portable computers are business users, most of whom
travel frequently. They buy portable computers so that they can work while
they travel.

Frequently, portable computers are designed to serve the needs of these peo-
ple. For example, many portable computers have built-in fax modems or offer
them as an option. These options allow you to communicate easily with your
office while you are traveling. Some portable computers even offer a connector
to hook up with a cellular phone.

* Contributed by Mark Dewey of Gates Energy Products.
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So, how do you determine users’ needs so that you can design appropriate
features into your future products? The best way to find out is to become a user
yourself. The other way is to do some research by reading magazines, market
research reports, and consumer reports.

Mainstream computing

Will portable computers replace desktop computers in the next few years?
The answer to this question hinges on cost and ease of use. If the price points
for portable and desktop computers converge, and portable computers become
as powerful as desktop computers, more people will switch over to portable
computers.

Does that mean desktop computers will become history? That is unlikely.
Instead, we will see many PC manufacturers applying portable computer tech-
nologies to desktop computers, to conserve energy. For example, a few desktop
computer manufacturers are already experimenting with using Intel SL CPUs
and other SL components to reduce power usage in desktop machines.
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List of Vendors

Manufacturers of DRAMs

Electronic Designs Inc.
42 South St.
Hopkinton, MA 01748
(508) 435-6302

Fax (508) 435-6302

Fujitsu Microelectronics Inc.
Integrated Circuits Division
3545, N. First St.

San Jose, CA 95134

(800) 642-7616

in CA, (408) 922-9000

Fax (408) 432-9044

Goldstar Electron America
3003 N. First St.

San Jose, CA 95134

(408) 432-1331

Fax (408) 432-6067

Hitachi America Ltd.
Semiconductor and IC Division
2000, Sierra Point Pkwy.
Brisbane, CA 94005

(415) 589-8300

Fax (415) 583-4207

Hyundai Electronics America
166, Baypointe Pkwy.

San Jose, CA 95134

(408) 473-9200

Fax (408) 493-9567

Micron Technology
2805, E. Columbia Rd.
Boise, ID 83706

(208) 368-3900

Fax (208) 368-4617

Mitsubishi Electronics America Inc.
Electronic Devices Group

1050 E. Arques Ave.

Sunnyvale, CA 94086

(408) 730-5900

Fax (408) 749-0453

Motorola Inc.

3501 Ed Bluestein Blvd.
MS K13

Box 6000

Austin, TX 78762

(512) 928-6700

Fax (512) 928-6809

NMB Technologies
9730 Independence Ave.
Chatsworth, CA 91311
(818) 341-3355

Fax (818) 341-8207

Oki Semiconductor
785 N. Mary
Sunnyvale, CA 94086
(408) 770-1900
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Panasonic Industrial Co. Texas Instruments Inc.
1616, McCandless Dr. Semiconductor Group
Milpitas, CA 95035 Box 809066

(408) 945-5650 Dallas, TX 75380

Fax (408) 946-9063 (800) 366-5236, Ext. 700

Samsung Semiconductor In Texas (214) 995-6611 Ext. 700

3725 N. First St. Toshiba America

San Jose, CA 95134 Electronic Components Inc.
(408) 954-7229 9775 Toledo Bay

Fax (408) 954-7873 Irvine, CA 92718

Sharp Electronics Corp. g::z,;lls 45)-323?3963

5700 NW Pacific Rim Blvd.

Camas, WA 98607 Vitelic Semiconductor Corp.
(206) 834-8700 3910 N. First St.

Fax (206) 834-8611 San Jose, CA 95134

(408) 433-6000
Fax (408) 433-0185

Manufacturers of LCD Display

Cherry Corp. Planar Systems, Inc.
3600 Sunset Ave. 1400 North West Compton Dr.
Waukegan, IL 60087 Beaverton, OR 97006
. (708) 360-3513 (503) 690-1100
Fax (708) 360-3566 Fax (503) 690-1244
Epson America Inc. Plasmaco Inc.
20770 Madrona Ave. 180 South St.
Torrance, CA 90503 Highland, NY 12528
(310) 787-6300 (914) 883-6800
Fax (310) 782-5350 Fax (914) 883-6867

Fujitsu Microelectronics
Electronic Components Div.
3545 North First St.

San Jose, CA 95134

(408) 922-8933

Fax (408) 428-0640

Hitachi America, Ltd.
3850 Holcomb Bridge Rd.
Suite 300

Norcross, GA 30092
(404) 409-3000

Fax (404) 409-3028

Optrex/Satori

3830 De Amo Blvd.
Suite 101
Torrance, CA 90503
(310) 214-1791

Fax (310) 214-8228



Manufacturers of Power Supplies

Astec Standard Power
401 Jones Rd.

Ocean Side, CA 92054
(619) 757-1880

Fax (619) 439-4243

Coutant-Lambda
Kingsley-Ave.

Ilfracombe EX34 8ES, UK
(271) 863781

Fax (271) 864894

Deltron

Box 1369

North Wales, PA 19454
(215) 699-9261

Fax (619) 699-2310

Philips Industrial

Box 218, 5600 MD Eindhoven,

The Netherlands
(40) 786280
Fax (40) 785968

Manufacturers of Hard Disk Drives

Areal Technology
2075 Zanker Rd.
San Jose, CA 95131
(408) 436-6844

Fax (408) 436-6844

Conner Peripherals Inc.
3081 Zanker Rd.

San Jose, CA 95134
(408) 456-4500

Fax (408) 456-4501

Fujitsu America Inc.
3055, Orchard Dr.
San Jose, CA 95134
(408) 432-1300

Fax (408) 432-1318

Hewlett-Packard Co.
Disk Mechanisms Div.
11413 Chinden Blvd.
Boise, ID 83714

(208) 323-2332

Fax (208) 323-3991

List of Vendors

Power-One

740 Calle Plano
Camarillo, CA 93012
(805) 987-8741

Fax (805) 388-0476

Qualidyne Systems
3055 Del Sol Blvd.
San Diego, CA 92154
(619) 575-1100

Fax (619) 429-1011

Unipower

2981 Gateway Dr.
Pompano Beach, FL 33069
(305) 974-2442

Fax (305) 971-1837

Vicor

23 Frontage Rd.
Andover, MA 01810
(508) 470-2900

Fax (508) 475-6715

Hitachi America Ltd.
Computer Div.

2000 Sierra Point Pkwy.
Brisbane, CA 94005
(415) 589-8300

Fax (415) 583-4207

IBM Corp.

3605, Highway 52 N
Rochester, MN 55901
(507) 253-1897

JVC Companies of America
19900 Beach Blvd., Suite I
Huntington Beach, CA 92648
(714) 965-2610

Fax (714) 968-9071

Kalor Corp.

1289 Anvilwood Ave.
Sunnyvale, CA 94089
(408) 747-1315

Fax (408) 747-1319
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Kyocera Electronics Inc.
Memory Products Div.
100 Randolph Rd.
Somerset, NJ 08875
(201) 563-4333

Fax (201) 560-8380

Maxtor Corp.

211 River Oaks Pkwy.
San Jose, CA 95134
(408) 432-1700

Fax (408) 433-0457

Microscience International Corp.
90 Headquarters Dr.

San Jose, CA 95134

(408) 433-9898

Fax (408) 954-0989

NCL America Computer Products Inc.

1221 Innsbruck Dr.
Sunnyvale, CA 94089
(408) 734-1006

Fax (408) 744-0709

NEC Technologies

1414 Massachusetts Ave.
Boxborough, MA 01719
(508) 264-8000

Fax (508) 264-8673

Quantum Corp.

1804 McCarthy Blvd.
Milpitas, CA 95035
(408) 432-1100

Fax (408) 943-0689

Manufacturers of Crystal Oscillators

AT&T Microelectronics
555 Union Blvd.
Allentown, PA 18103
(215) 439-6011

Bliley Electric Co.
Box 3428

Erie, PA 16508
(814) 838-3571

Fax (814) 833-2712

Connor-Winfield Corp.
1865 Selmarten Rd.
Aurora, IL 60505
(708) 851-4722

Fax (708) 851-5040

Rodime Inc.

901 Broken Sound Pkwy. NW
Boca Raton, FL 33487

(407) 994-6200

Fax (407) 997-9390

Seagate Technology Inc.
920 Disc Dr.

Scotts Valley, CA 95066
(408) 438-6550

Fax (408) 429-6356

Teac America Inc.

Data Storage Products Div.
7733 Telegraph Rd.
Montebello, CA 90640
(213) 726-0303

Fax (213) 727-7621

Toshiba America Information Systems Inc.

Disk Products Div.
9740 Irvine Blvd.
Irvine, CA 92713
(714) 583-3109

Fax (714) 583-3133

Western Digital Corp.
8105 Irvine Center Dr.
Irvine, CA 92718
(714) 932-5000

Fax (714) 932-7502

Hybrids International Ltd.
311 N. Lindenwood Dr.
Olathe, KS 66062

(913) 764-6400

Fax (913) 764-6409

IC Designs

12020 113th Ave. NE
Kirkland, WA 98034
(206) 821-9202

Fax (206) 823-8898

K&L Oscillatek

620 N. Lindenwood Dr.
Olathe, KS 66062
(913) 829-1777

Fax (913) 829-3505



KDS America

10901 Granada Ln.
Overland Park, KS 66211
(913) 491-6825

Fax (913) 491-6812

MF Electronics Corp.

10 Commerce Dr.

New Rochelle, NY 10801
(914) 576-6570

Fax (914) 491-6812

M-tron Industries Inc.
Box 630

Yanton, SD 57078
(605) 665-9321

Fax (605) 665-1709

Murata Erie NA

1900 W. College Ave.
State College, PA 16801
(814) 237-1431

Fax (814) 238-0490

Manufacturers of Bus-Driver ICs

Harris Semiconductor
Box 883

Melbourne, FL 32902
(407) 724-3978

Fax (407) 724-3111

Hitachi America Ltd.
Semiconductor and IC Div.
2000 Sierra Pt. Pkwy.
Brisbane, CA 94005

(800) 448-2244

Integrated Device Technology
Box 58015

Santa Clara, CA 95052

(408) 492-8675

Fax (408) 492-8362

Motorola Inc.

Logic IC Div.

2200 W. Broadway Rd.
Mesa, AZ 85202

(602) 962-2908

Fax (602) 898-5020

National Semiconductor Corp.

333 Western Ave.

South Portland, ME 04016
(207) 775-8305

Fax (207) 775-8745

List of Vendors

NEL Frequencies Controls Inc.
357 Beloit St.

Burlington, WI 53105

(414) 763-3591

Fax (414) 763-2881

Piezo Technology Inc.
Box 547859

Orlando, FL 32854
(407) 298-2000

Fax (407) 293-2979

Pletronics Inc.

9026 Roosevelt Way NE
Seattle, WA 98115
(206) 523-9395

Fax (206) 525-2350

Vectron Laboratories Inc.
166 Glover Ave.
Norwalk, CT 06850

(203) 853-4433

Fax (203) 849-1423

Philips Components/Signetics
Box 3409

Sunnyvale, CA 94088

(408) 991-2531

Fax (408) 991-2265

Quality Semiconductor Inc.
851 Martin Ave.

Santa Clara, CA 95050
(408) 450-8061

Fax (408) 496-0591

Texas Instruments
8330 LBJ Freeway
M/S 8323

Dallas, TX 75265
(214) 997-5206
Fax (214) 997-5250

Toshiba America Electronic
Components Inc.

9775 Toledo Way

Irvine, CA 92718

(714) 455-2199

Fax (714) 859-3963
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Manufacturers of Floppy Drives

Chinon America, Inc. NEC Technologies, Inc.

615 Hawaii Ave. 1414 Massachusetts Ave.
Torrance, CA 90503 Boxborough, MA 01719

(800) 441-0222 (800) 632-4636

Fax (310) 533-1727 Fax (800) 366-0476

Epson America, Inc. SONY Corporation of America
20770 Madrona Ave. Computer Peripheral Products
Torrance, CA 90509-2842 655 River Oaks Pkwy.

(800) 922-8911 San Jose, CA 95134

Fax (310) 782-5220 (800) 352-7669

Fuyjitsu Computer Products of America Fax (408) 943-0740

2904 Orchard Pkwy. TEAC America, Inc.

San Jose, CA 95134 Data Storage Products Div.
(800) 626-4686 7733 Telegraph Rd.

Fax (408) 894-1709 Montebello, CA 90640

IBM (213) 726-0303

0Old Orchard Rd. Fax (213) 727-7652
Armonk, NY 10504 Toshiba America Information Systems, Inc.
(800) 426-2468 Computer Systems Division
Mitsubislfli Electronics America, Inc. ?ﬁg:ﬁgzeggxdél972 4
Information Systems Div. (800) 334-3445

5665 Plaza Dr.

Cypress, CA 90630 Fax (714) 587-6034

(800) 344-6352
Fax (714) 236-6171

Mitsumi Electronics Corp, Inc.
6210 N. Beltline Rd., Suite 170
Irving, TX 75063

(214) 550-7300

Fax (214) 550-7424

Manufacturers of DC-DC Converters

Abbott Electronics Inc. AT&T Microelectronics
2727 S. La Cienega Blvd. 555 Union Blvd.

Los Angeles, CA 90034 Dept. 52AL.040420
(213) 202-8820 Allentown, PA 18103
Fax (213) 836-1027 (800) 372-2447

Apex Microtechnology Corp. Fax (215) 778-4106

5980 N. Shannon Rd. Burr-Brown Power

Tucson, AZ 85741 Convertibles

(602) 690-8680 3450 S. Broadmont Dr., Suite 128
Fax (602) 888-3329 Tucson, AZ 85713

Astec America Inc. (602) 628-8292

Oceanside, CA 92054
(619) 757-1800
Fax (619) 439-4243



Calex Mfg. Co. Inc.
2401 Stanwell Dr.
Concord, CA 94520
(510) 687-4411

Fax (510) 687-3333

Computer Products Inc.
7 Elkins St.

South Boston, MA 02127
(617) 268-1170

Fax (617) 268-0300

Conversion Devices Inc.
15 Jonathan Dr.
Brockton, MA 02401
(508) 559-0880

Fax (508) 559-9288

Datel Inc.

11 Cabot Blvd.
Mansfield, MA 02048
(508) 339-3000

Fax (508) 339-6356

Engineered Components Co.
Box 8121

San Luis Obispo, CA 93403
(805) 544-3800

Fax (805) 544-8091

International Power Sources Inc.

200 Butterfield Dr.

Ashland, MA 01721
(508) 881-7434

Fax (508) 879-8669

Interpoint Corp.

Box 97005
Redmond, WA 98073
(206) 882-3100

Fax (206) 882-1900

Linear Technology Corp.
1630 McCarthy Blvd.
Milpitas, CA 95035
(408) 432-1900

Fax (408) 434-0507

List of Vendors

Newport Components Ltd.
Tanners Dr.

Blakelands North

Milton Keyes MK 14 5NA, UK
(0908) 615232

Fax (0908) 6175465

Powercube Corp.

8 Suburban Park Dr.
Billerica, MA 01821
(508) 667-9500

Fax (508) 667-6280

Power General

152 Will Dr.
Canton, MA 02021
(617) 828-6216
Fax (617) 828-3215

RO Associates Inc.
Box 61419
Sunnyvale, CA 94088
(408) 744-1450

Fax (408) 744-1521

Sierra West Power Systems
2615 Missouri Ave., Suite 5
Las Cruces, NM 88001
(505) 522-8828

Fax (505) 522-8828

Vicor Corp.

23 Frontage Rd.
Andover, MA 01810
(508) 470-2900

Fax (508) 475-6715

Wall Industries Inc.
5 Watson Brook Rd.
Exeter, NH 03833
(603) 778-2300

Fax (603) 778-9797
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Manufacturers of Batteries

Chelsea/RS Electronics
34443 Schoolcraft
Livonia, MI 48150
(800) 366-7750

Duracell, Inc.

OEM Sales and Marketing Div.
Berkshire Industrial Pk.
Bethel, CT 06801

Gates Energy Products
555 Pointe Drive
Building Three, Suite 307
Brea, California 92621
(714) 529-2117

BIOS Vendors

AMI

1346, Oakbrook Drive, Suite 120

Norcross, Georgia 30093
(404) 263-8181
Fax (404) 263-9381

Award Software Inc.

130 Knowles Drive

Los Gatos, CA 95030-1832
(408) 370-7979

Fax (408) 370-3399

Manufacturers of Test Adapters

Emulation Technology, Inc.
2344 Walsh Ave., Building F
Santa Clara, CA 95051
(408) 982-0664

Fax (408) 982-0660

Sanyo
12980 Saratoga Ave.
Saratoga, CA 95070

Varta Batteries, Inc.
300 Executive Blvd.
Elmsford, NY 10523
(800) 468-2782

Phoenix Technologies Ltd.
40 Airport Parkway

San Jose, CA 95110

(408) 452-6590

Fax (408) 452-1985

System Software
313 Speen St.
Natick, MA 01760
(508) 651-0088
Fax (508) 651-8188

Pomona Electronics
1500 E. Ninth St.
P.O. Box 2767
Pomona, CA 91769
(714) 469-2900

Fax (714) 629-3517



Appendix

Hardware Emulation Using SMI*

One of the biggest potentials of SMM is the emulation of hardware in soft-
ware. Software emulation of hardware can maximize the utilization of the
CPU, and reduce the cost of the system as well. An example is the emulation of
VGA graphics in software when running VGA-compliant applications using
non-VGA-compatible graphics hardware.

The SMM architecture can be used to emulate VGA graphics hardware in
software by making it transparent to the VGA applications. This requires
some hardware support, where the hardware traps and latches the address
and data of both the memory and I/O cycles. The traps will generate an SMI
to the CPU.

In fact, all the accesses to the VGA memory mapped I/O (VGA frame buffer)
and the I/O registers would appear to finish successfully to the VGA applica-
tions. In its minimal form, the base VGA mode 11 with a single plane can be
emulated with the help of 64-Kbyte on-board system memory (OA0000H-
OAFFFFH). All the reads to the VGA memory would finish successfully to this
memory space, which in a way emulates a FIFO. Once an access to the VGA
space is trapped, the SMI handler will translate the VGA accesses to those of
a non-VGA-compatible frame buffer hardware. Thus, in effect, no secondary
VGA frame buffer is needed. In most cases, the on-board DRAM of the system
inside the VGA address space is not rolled over to the high memory areas.
This unused memory area (64 Kbytes) can be used, without additional cost
or real estate of the VGA graphics frame buffer, when VGA functionality
is needed.

This concept can be extended to emulate a full-blown VGA graphics system
hardware functionality with additional (but minimal and less expensive hard-
ware) resources.

* Contributed by Suresh Marisetty, System Architect for Intel Corporation.
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Appendix

Intel386™ SL Microprocessor
DRAM Configurations

Case Bank 0 Bank 1 Bank 2 | Bank 3 MCBS MCBSEXT Total Interleaving
1 1 MB 1 MB 32H 2 MB 0 & 1in lower MB
2 1 MB 1 MB 2 MB 9332H 02H 4 MB 0 & 1in lower MB
3 1 MB 1 MB 2 MB 0A332H 0302H 4MB 0 & 1in lower MB
4 1 MB 1 MB 2 MB 2 MB 3332H 6 MB 0&1,2&3
5 1MB 1MB 8 MB 9532H 02H 10MB | 0 & 1inlower MB
6 1MB 1 MB 8 MB 0A532H 0502H 10MB | 0 & 1inlower MB
7 1 MB 1 MB 8 MB 2 MB 0B532H 0302H 12MB | 0 & 1inlower MB
8 1 MB 1 MB 2 MB 8 MB 3332H 0502H 12MB | 0 & 1inlower MB
9 1 MB 1MB 8 MB 8 MB 3532H 1I8MB | 0&1,2&3
10 2 MB 8013H 2 MB
11 2 MB 2 MB 9313H 4MB 0 & 2 in lower MB
12 2 MB 2 MB 0A313H 0300H 4 MB 0 & 3 in lower MB
13 2 MB 2 MB 2 MB 0B313H 0300H 6 MB 2 & 3 in lower MB
14 2 MB 8 MB 9513H 10 MB
15 2 MB 8 MB 0A513H 0500H 10 MB
16 2 MB 8 MB 2 MB 0B513H 0300H 12MB | 0 & 3 in lower MB
17 2 MB 2 MB 8 MB 0B313H 0500H 12MB | 0 & 2inlower MB
18 2 MB 8 MB 8 MB 0B513H 0500H 18 MB | 2 & 3 above 2 MB
19 2 MB 2 MB 33H 4 MB 0 & 1in lower MB
20 2 MB 2 MB 2 MB 9333H 03H 6 MB 0 & 1in lower MB
21 2 MB 2 MB 2 MB 0A333H 0303H 6 MB 0 & 1in lower MB
22 2 MB 2 MB 2 MB 2 MB 3333H 8 MB 0&1,2&3
23 2 MB 2 MB 8 MB 9533H 03H 12MB | 0 & 1inlower MB
24 2 MB 2 MB 8 MB 0A533H 0503H 12MB | 0 & 1in lower MB
25 2 MB 2 MB 8 MB 2 MB 0B533H 0303H 14 MB | 0 & 1lin lower MB
26 2 MB 2 MB 2 MB 8 MB 0B333H 0503H 14MB | 0& 1inlower MB
27 2 MB 2 MB 8 MB 8 MB 3533H 20MB | 0&1,2&3
28 2 MB 8 MB 8033H 05H 10 MB
29 2 MB 8 MB 2 MB 9333H 05H 12MB | 0 & 2in lower MB
30 2 MB 8 MB 2 MB 0A333H 0305H 12MB | 0 & 3 in lower MB
31 0.5 MB 0.5 MB 31H 1MB 0 & 1in lower MB
32 0.5 MB 0.5MB | 2MB 9331H 01H 3MB 0 & 1in lower MB
33 0.5 MB 0.5 MB 2 MB 0A331H 0301H 3 MB 0 & 1in lower MB
34 0.5 MB 0.5MB | 2MB 2 MB 3133H 5 MB 0 & 1in lower MB
35 0.5 MB 0.5MB | 8MB 9531H 01H 9 MB 0 & 1in lower MB
36 0.5 MB 0.5 MB 8 MB 0A531H 0501H 9 MB 0 & 1in lower MB

NOTE: The MCBSEXT bit (bit 15) of the MCBS register (306H, OMCU) is a don’t care bit for equal bank size.
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Appendix

Schematics for a Complete
Notebook Computer Design®

* Contributed by Mike Wagner, Intel Corporation.
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Glossary

auto power off A feature to turn power off automatically when the system is inactive
for a long period of time.

BIOS Basic Input and Output System. System initialization software embedded
inside nonvolatile memory device such as flash memory.

bus A group of communication lines for transferring data between the processor and
the peripherals.

cache flush An operation which invalidates all cache lines.

de-turbo mode A mode where the CPU executes at a slower speed. De-turbo mode in
the SL architecture can be controlled by either hardware or software.

DMA Direct Memory Access. Data stored in memory is accessed without going
through the CPU.

BIOS shadowing A mechanism that copies information from flash memory to the
RAM for faster code execution speed.

expanded memory Memory in the CPU memory address space that is accessed
through a 64-Kbyte memory address window.

flash memory Nonvolatile memory which augments EPROM functionality with in-
circuit electrical erasure and reprogramming.

flash BIOS Flash memory used for storing BIOS software to allow easy upgrade.

global standby A mode where the system removes power to selected power-hungry
devices and stops the CPU clock to the CPU core inside the SL architecture CPU.

l/O cycle recovery time Delay time inserted after the trailing edge of any /O com-
mand and before the next consecutive I/O command.

/0 trap A mechanism to detect access to an I/O port.

internal bus unit An SL architecture CPU control unit which directs bus cycles
between the CPU core, the external bus unit, the cache unit, and the on-board memory
control unit.

ISA-sliding window A mechanism that allows access to the entire 16-Mbyte of system
address space on the ISA bus or PI bus in real mode.

ISA bus An industry standard bus interface for PC system based on IBM PC AT’s 8-
MHz expansion bus.

LIM EMS Lotus/Intel/Microsoft Expanded Memory Manager Specification. This spec-
ification was developed to provide more memory for applications software running in
real mode.
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Glossary

local standby A mode in which an idle device controlled by the SL CPU is optionally
powered down.

lower memory Memory located below the 1-Mbyte system address space limit.
MCP Intel387SL math coprocessor.

on-board memory Memory controlled by the memory controller inside the SL. CPU
which is not the same as ISA-bus memory.

ONCE A special mode for the SL CPU which is activated by asserting the ONCE# sig-
nal. When asserted, it causes all the outputs on the SL CPU to float.

parity checking A method of verifying the accuracy of data by adding a binary digit to
a group of binary digits that indicates parity.

Plbus Peripheral Interface bus. A high speed bus which shares the same address and
data bus with the ISA-bus interface.

power-on password A PS/2-compatible security option to prevent illegal access to
system.

register shadowing A process in which the contents of write-only registers are saved
to read-only registers so that the write-only registers can be restored to their previous
states after they are reset.

resume A process of restoring the system to its previous state prior to suspend.

RSM A new microprocessor instruction to restore the CPU to its previous state prior
to entering system management mode. The opcode for this instruction is OFAAH.

SIGNATURE register A 16-bit register which provides revision number, family code,
and family member code of the SL CPU.

SMRAM Memory used for storing system management code.

special feature set A set of functions for controlling CPU reset, A20 GATE, CPU
speed, and shadowing.

SRAM Static Random Access Memory.
stop break event An event that can cause a stopped CPU clock to restart.

suspend The lowest power state of the SL architecture required to maintain the
state of the system. There are three kinds of suspends and they are characterized by
the state of the Vec to the SL CPU and 82360SL during suspend. In a 5-volt suspend,
the Vee to the SL CPU and 82360SL remains at 5 volts during suspend. With 3-volt
suspend, the Vec to the SL CPU and 82360SL is running at 3 volts during suspend.
When both the SL CPU and the 82360SL are powered down, the system is in a 0-volt
suspend. Typically, the state of the system is saved to a nonvolatile memory device.

suspend refresh A special type of slow DRAM refresh to retain data in DRAM during
suspend.

system event An event that indicates the system is not idle and keeps the system
from going into global standby mode.

suspend/resume button An input pin to the 82360SL which can be used as a button
to put the system in suspend state or resume from a suspend state.

tag The part of a cache line which holds the address information used to determine if
a memory operation is a hit or miss on that cache line.
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turbo mode A mode in which CPU is running at full speed.

wait state The number of additional clock cycles in addition to the minimum number
of clock cycles to complete a read or write access.

write through A form of caching in which memory writes load both the cache memory
and main memory.
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0-volt suspend, 58, 68, 96
OWS#
ISA zero wait state, 254

3.3-volt suspend, 58, 68
387 SL math coprocessor, 108

5-volt suspend, 58, 68

80C51 SL
and keyboard controller, 109
82077 SL
floppy disk controller, 112
82360 SL
configuration space, 25, 30,
215
function of, 28
82365 SL, 113
82C37
DMA controllers, 28
82C54
programmable interval timers,
28
82C59
programmable interrupt con-
trollers, 28

A20GATE

FAST 20 gate, 232
Address multiplexing, 138, 161
Alarm

date and time, 221
APM, 69
APWR_TMRH, 66
APWR_TMRL, 66
Architecture

SL architecture overview, 19
ASMI, 59
ASMI_ADRH, 84
ASMI_ADRL, 84
Auto power off, 66
Autoscan

for memory size, 141, 164

BAT_LOW_MSK, 67, 69
BATTDEAD#

battery dead, 129
Battery

backup for RTC, 129

management, 6

monitoring, 69, 92

selection, 91
Battery life, 93, 250
BATTLOW#

battery low, 67
Benchmark, 249

BIOS
8-bit or 16-bit data bus, 224
editor, 229
initialization, 210
keyboard, 222
power management, 224
setup, 211
shadowing support, 82
system, 209
Buffer strength, 166
Burst cycle, 160
Bushold circuitry, 100
BUSY#
MCP busy, 108

C8042CS#
keyboard chip select, 110
CA[15:1]
cache address bus, 149
Cache
autosizing, 150
coherency, 153, 171
configuration options, 149
considerations, 172
flushing, 153, 171
Intel386 SL CPU, 149
Intel486 SL CPU, 170
interface, 106, 149
unit configuration space, 25,
30, 215
CAS#
refresh with staggered refresh
type, 137
programming, 159
CCR register, 137
CCSH#
cache chip select high, 149
CCSL#
cache chip select low, 149
CD[15:0]
cache data bus, 149
MCP data, 108
CE[3:0]
SRAM chip enable, 146
CFGDATA, 82
CFGINDEX, 82
CFGR2, 203
Clock unit, 25
Clocks
control, 94, 95
power management, 95
real-time interface, 129
signals, 108
CMOS RAM
extended, 130
RTC extended accesses, 212
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CMUX[0:13], 26
COMI[A:BIRI#, 69
COMIA:BIRTS#, 78
COMX1
communications crystal oscil-
lator
input, 130
COMX2
communications crystal oscilla-
tor
output, 130
Compatibility, 22
Component selection, 87
Configuration logic
initialization, 215
Configuration space control
unit configuration spaces,
216
82360 SL configuration space,
217
CPU clock speed,
control, 123
performance, 252
CPU reset
blocking, 36
pulse width, 235
source, 245
CPUPWRMODE, 123, 216
CRST_TMR register, 235
Crystal oscillator input (CX1),
130
Crystal oscillator output (CX2),
130
Current
drain, 98
leakage, 100
measurement, 98
sinking, 98
sourcing, 98
CWE#
cache write enable, 26, 149
CX1
crystal oscillator input, 130
CX2
crystal oscillator output, 130

DACK2#
floppy disk DMA acknowledge,
112
DC-DC converter, 88
Damping resistor
recommendation, 143
Debug
considerations, 238
tools, 237
using SMM, 37
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Design tips
Pl-bus, 194
RTC, 133
system, 118
DEVx_ACTIVE bit, 61
Development methodology, 247
Diagnostic card, 240
Direct mapping
cache options, 149
DMA controller
clock speeds, 128
DMASEL, 128
DRAM
3.3-volt or 5-volt, 158
386 SL design options, 135,
147
486 SL design options, 155,
157
bank and size support, 141
fast-page mode support, 136
high-speed page mode support,
136
interface, 105, 136
selection, 143, 170
DRQ2
floppy disk DMA request, 112

EBCI1CR, 111, 225
EBC2CR, 187
EFI

external frequency input, 122
EMI

and noise control, 117
EMS

and cache coherency, 154

control register, 148
Enhanced parallel port

applications, 195

comparison, 196

initialization, 203

1/0 address map, 204

operation, 197
Errors, 243
ERROR#

MCP error, 100
Expansion interfaces, 27
Extended refresh, 176
External frequency input

EFI, 122
External unit configuration

space, 26, 30, 215
ExCA, 113
EXTSMI#
external system management
interrupt, 59, 67

Fail-safe backup, 39
FASTA20GATE, 232
FASTCPURESET, 232
FASTCPU, 232
Fast-page mode
DRAM support, 136
Flash BIOS
interface, 106
mapping, 229
programming, 225
update, 225
Flash disk
interfacing considerations, 188
Flexible circuits, 116
Floppy disk
control design considerations,
112
Floating point unit, 21
FLSHDCS#[CMUX14]
PI-bus flash disk chip select,
189
FPP_CNTRL register, 204
FSTDW, 80
FSTSG
MCP stepping and signature,
127
Full-ON
and power consumption, 57

GAACR, 191

GABCR, 191

Global standby, 58, 63, 80
GSTDBY_REQ, 63

Halt signal
HALT#, 64
HLT instruction, 64
STPCLK#, 64
Hard disk
IDE interface, 28
High-speed page mode
DRAM support, 136
HIVGA, 111,
HW_SUSREQ bit, 67
HWBATWRNBP_EN, 74

I/O access detection, 60

1/O cycle recovery time, 234
1/O trapping, 62

IBCTOUT, 187

'ICE386 SL, 240

ICE486 SL, 240
Integrated Drive Electronics
(IDE)
and hard disk interface, 28, 111

Idle detection, 61
Intel386 SL CPU, 19
Intel486 SL CPU, 21
Internal bus unit configuration
space, 24, 30, 215
INTR
maskable interrupt inside
SMM, 33
IRQ1
keyboard interrupt request,
110
IRQ14
hard disk interrupt request,
84
IRQ6
floppy disk interrupt request,
112
IRQn
parallel port interrupt request
n, 203
ISA bus
advanced decoding, 188
interface, 27
performance, 254
ISA sliding window
and flash disk interface, 111,
188, 189
ISACLK2
ISA clock, 28

KBDA20

keyboard A20 gate, 110
KBDCLK

keyboard clock, 122, 128
Keyboard

BIOS, 222

clock, 122, 128

controller support, 109

LA[17:23]
PI-bus local address bus, 183
Latency
SMI and RSM, 41
LCD display, 223, 260
LE
SRAM latch enable, 146
LIM 4.0 EMS
hardware support, 148
Line termination, 246
Local standby, 58, 59
Logic probe, 239
Logic pulser, 239
Lotus/Intel/Microsoft (LIM 4.0)
standard EMS compatible,
148



Low voltage Intel386 SL CPU, 20

LOVGA, 111
LPTACK#

line printer acknowledge, 197
LPTAFD#

line printer auto line feed, 197
LPTBUSY#

line printer busy, 197
LPTDI[7:0]

line printer data bus, 197
LPTDIR

line printer direction, 197
LPTERROR#

line printer error, 197
LPTINIT#

line printer initialize, 197
LPTPE

line printer paper end, 197
LPTSLCT

line printer selected, 197
LPTSLCTIN#

line printer select in, 197
LPTSTROBE#

line printer strobe, 197
LRU, least recently used algo-

rithm, 149

LSTDBY_STS register, 61

MA[10:0]
DRAM multiplexed memory
address bus, 139
SRAM multiplexed memory
address bus, 145
Mapping
direct, 149
four-way set associative, 149
priorities, 149
two-way set associative, 149
Maskable interrupt
INTR,
MASTER#
PI-bus master, 187
Math coprocessor
clock, 108
interface, 125
MC146818
and RTC design, 129, 134
MCAS
memory controller auto scan
register, 141
MCBANIK, 159, 161
MCBS
memory controller bank size
register, 141
MCBUFF[A:B], 167

MCMODE
for parity generation/checking,
142
MCP
interface features, 26, 108
performance, 253
save and restore, 80
MAPARITY, 168
MCPEL[A:B], 142
MCRF
for refresh interval, 138, 163
MCROLL, 168
MCWINDOW, 169
MD[15:0]
DRAM memory data bus, 137
SRAM memory data bus, 146
Memory
Intel386 SL CPU, 135
Intel486 SL CPU, 155
sizing, 141, 164
testing, 242
Memory cards, 135, 179
Memory controller
drive capability, 166, 167
Memory mapped I/0
noncacheable address areas, 193
Memory roll-over
support, 148, 168
MEMR# MEMW#
BIOS access commands mem-
ory, 107
X-bus memory access com-
mands, 147
MIDI port interface
serial port interface features,
130
Modem ring
during suspend, 69

NC[A:GICR, 153, 193
NiCd, 92
NiMH, 92
NMI

nonmaskable interrupt, 32
Normal I/O space, 26
NPXADS#

MCP numeric address strobe,

108

NPXCLK

MCP clock, 108

control, 126
NPXRDY#

MCP numeric ready, 108
NPXRESET

MCP numeric reset, 108

Index 327

NPXW/R#
MCP numeric write or read, 108

On-board memory configuration
space, 25, 30, 215
On-board memory controller, 25,
135, 156
On-board memory sliding win-
dow, 169
Odd address transfers
PI-bus 16-bit read and write,
187
OHE#
SRAM output high enable,
OLE#
SRAM output low enable,
OMBRCR
roll-over memory, 148
OMDCR, 169
OMLCR
and cache flushing, 149, 154,
170
OMRBCR
roll-over memory, 148
OMSR
for suspend refresh, 138
On-board circuit emulation
(ONCE), 240
ONCE#, 240
0SC
ISA-bus oscillator, 121
oscillator, 130
Oscillator
design considerations, 131
troubleshooting, 134
Output clock signals
SL SuperSet system, 121

Packaging, 116
Page mode
DRAM support, 135
Page-miss-bank-hit cycle
and page-interleaving, 137
Parallel port
interface, 113, 197
operations, 203
signals, 197
Parity
generation/checking, 142, 168
PCMCIA, 113
PCMD#
PI-bus command, 184
PEREQ
MCP processor extension
request, 108
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Performance
attributes, 251
overview, 249
power management, 254
Peripherals
interface bus (PI-bus), 183
interface design tips, 194
PERR#
parity error, 142, 168
PI bus
address space, 185
architecture, 27, 183
cycle termination, 187
flash disk, 188
operations, 186
performance, 254
signals, 184
VGA controller, 110
PI-bus timeout, 187
PM/IO#
PI-bus memory or I/O, 184
Port 61H
for parity generation/checking,
142, 230
Port 70H
and RTC internal bus cycles,
212
Port 71H
and RTC internal bus cycles,
212
Port 74H
and CMOS RAM access, 212
Port 76H
and CMOS RAM access, 212
Power and system
management, 56
Power consumption benchmark,
285
Power control, 61
Power down
power sequencing, 90
hard disk, 97
peripheral devices, 97
software control, 77
system and device control, 75
Power good
PWRGOOD, 69, 243
Power management
design considerations, 95
history, 55
implementation, 93
initialization, 58, 72
overview, 57, 73
programming guidelines, 84
resources, 109

Power management (Cont.):
software, 71
techniques, 87, 93
testing, 242
Power management timer, 74
Power mode, 6
Power plane
device power-down control, 102
isolation, 103
Power sequencing, 90
Power supply, 89
Power-on reset, 245
PRDY#
PI-bus ready, 184
Priorities
memory mapping, 169
PSRAM, 146
PSTART#
Pl-bus start, 184
PW/R#
PI-bus write or read, 184
PWRGOOD
power good, 69, 243

RAM
system management, 147
RAS#
refresh with staggered refresh
type, 138
programming, 155
Real-time clock (RTC), 111, 129
Real-time clock crystal oscillator
input
RTCX1, 133
Real-time clock crystal oscillator
output
RTCX2, 133
REFDIS bit, 138
REFREQ
DRAM refresh request, 69, 111,
138, 147
Refresh
DRAM memory cycles, 137,
162
ISA-bus control signals, 138
programmable rate, 138
request, 138
self-refresh, 163, 176
staggered, 137
suspend, 138, 163
REFRESH#
ISA refresh, 138
Register resources, 29, 115
Reset
CPU, 69, 245

RESETDRV
reset drive, 69, 109
Resistors, 100
Resume
control, 92
Resume reset, 69, 245
RESUME_MASK, 69
Roll-over memory
support, 148, 168
ROM16/8#
BIOS ROM 16-bit or 8-bit, 224
ROMCS_DEC, 225
ROMCSO#
BIOS ROM chip select, 107
ROMCS1#[CMUX14]
BIOS ROM chip select, 107
ROM emulator, 239
ROM monitor, 239
RS232C
serial port, 113
RSM, 42, 35, 31
RTCRESET#
internal RTC reset input, 129
RTCVCC
RTC input voltage, 129
RTCX1
real-time clock crystal oscillator
input, 133
RTCX2
real-time clock crystal oscillator
output, 133

SA[19:0]
PI-bus system address, 183
X-bus system address,
Save and restore, 81
SBHE#
PI-bus system bus high enable,
183
Scratchpad RAM, 282
SD[15:0]
PI-bus system data bus, 183
Serial port
clock input, 130
Shadow registers, 82
Size
cache options, 5-2
Slow clock cycles
DRAM memory, 143
SLOWCPU, 232
SMFILO
system management FILO,
78
SM-RAM
external implementation, 147



SMEMR#
ISA system memory read,
185
SMEMW#
ISA system memory write,
185
SMI#
system management interrupt,
31
system management interrupt
priority, 32
debugging, 245
delay, 245
SMOUT(5:0]
system management output,
61,75
SMRAMCS#
system management RAM chip
select, 33, 147
SM_REQ_CNTRL register, 67,
115
SM_REQ_STS register, 61, 63, 67
Software loop
parallel port, 206
delay, 230
Software standby control
device power down, 96
Special Feature Set
enabling and disabling, 233
overview, 232
SPND_STS, 67
SRAM
interface, 144
programming, 145
signal overview, 26
wait state, 25, 145
SRBTN#
suspend/resume button, 59, 67,
69
Staggered refresh
CAS# before RAS#, 137
Status bits, 79
Stepping identification, 231
STI instruction, 33
Stop-break event registers, 65

STPCLK#
stop clock, 64, 125
SUS_STAT#
suspend status, 68
Suspend
control, 68
enabling, 68, 81
initialization,
operation, 65
refresh, 68, 138
requests, 65
sources, 59
suspend warning timers, 67
Suspend/resume button
implementation, 67, 69
SUS_WRN_TMR_SMI, 84
SUS_WRN_TMR_SRBTN, 73
SYSCLK
ISA-bus system clock, 128
SYS_IN_STDBY bit, 63
System
functional partitioning, 19
System bus, 27
System clock
SYSCLK, 128
SYS_EVNT_CFG2 register, 63
System event registers, 65
System management control
register, 59, 72
System management program,
43-53
System management interrupt
operation, 35
multiple SMIs, 82
System Management Mode
address formation, 33
applications, 36
architecture, 32
entering, 32
exiting, 36
extended limits, 33
programming guidelines, 52
System management RAM
address space, 33, 147
memory overlaid by SMRAM, 79
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System management request
status
register, 61, 63, 67
System reset
and PWRGOOD signal, 245

Testing, 241
Thermal specification, 117
Three-stated signals, 100
Time slicing, 53
Tools, 237
TRP_ADR_MSK_DEVx register,
61

TRP_ADRH_DEVx register, 60
TRP_ADRL_DEVx register, 60
TURBO

keyboard, 109

mode, 250

CPU clock control, 123

VGA graphics frame buffer,
191
VGACS#
PI-bus VGA chip select, 111
VGA BIOS
power management, 223
remapping, 225

Wait state, 136, 145, 250
Warning signals
battery, 67
WHE#
DRAM write high enable, 136,
143
SRAM write high enable, 143,
146
WLE#
DRAM write low enable, 136,
143
SRAM write low enable, 143,
146
Write-through cache, 153

XDEN#, 111
XDIR, 111
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