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1 Background

There are many server hosting providers in the world, but few of them are officially supporting FreeBSD. They
usually provide support for a Linux® distribution to be ialtd on the servers they offer.
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In some cases, these companies will install your preferiedX distribution if you request it. Using this option, we
will attempt to install FreeBSD. In other cases, they magio#f rescue system which would be used in an
emergency. It's possible to use this for our purposes as well

This article covers the basic installation and configurasiteps required to bootstrap a remote installation of
FreeBSD with RAID-1 an@ FS capabilities.

2 Introduction

This section will summarize the purpose of this article aaetldr explain what is covered herein. The instructions
included in this article will benefit those using servicesyided by colocation facilities not supporting FreeBSD.

1. As we have mentioned in tligackgroundsection, many of the reputable server hosting companiesdqesome
kind of rescue system, which is booted from their LAN and asit#e oveiSSH. They usually provide this
support in order to help their customers fix broken operatysgems. As this article will explain, it is possible to
install FreeBSD with the help of these rescue systems.

2. The next section of this article will describe how to coafigy and build minimalistic FreeBSD on the local
machine. That version will eventually be running on the reamachine from a ramdisk, which will allow us to
install a complete FreeBSD operating system from an FTPomirsing thesysinstall utility.

3. Therest of this article will describe the installatiompedure itself, as well as the configuration of #feS file
system.

2.1 Requirements

To continue successfully, you must:

- Have a network accessible operating system Bghl access
- Understand the FreeBSD installation process

- Be familiar with the sysinstall(8) utility

- Have the FreeBSD installation ISO image or CD handy

3 Preparation - mfsBSD

Before FreeBSD may be installed on the target system, itdesgary to build the minimal FreeBSD operating
system image which will boot from the hard drive. This way tiesv system can be accessed from the network, and
the rest of the installation can be done without remote aciethe system console.

ThemfsBSD tool-set can be used to build a tiny FreeBSD image. As the redme#sBSD suggests (“mfs” means
“memory file system”), the resulting image runs entirelynfra ramdisk. Thanks to this feature, the manipulation of
hard drives will not be limited, therefore it will be possstib install a complete FreeBSD operating system. The
home page omfsBSD, at http://people.freebsd.org/~mm/mfsbsd/, includestges to the latest release of the
toolset.
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Please note that the internalsrofsBSD and how it all fits together is beyond the scope of this artithee interested
reader should consult the original documentatiomédBSD for more details.

Download and extract the latastfsSBSD release and change your working directory to the directdrgre the
mfsBSD scripts will reside:

# fetch http://people.freebsd. org/ ~mi nf sbsd/ nf sbsd-1 atest.tar. gz
# tar xvzf nfsbsd-1.0-betal.tar.gz
# cd nfsbsd-1.0-betall

3.1 Configuration of mfsBSD

Before bootingnfsBSD, a few important configuration options have to be set. Thetingzortant that we have to
getright is, naturally, the network setup. The most suéabéthod to configure networking options depends on
whether we know beforehand the type of the network interfeesvill use, and the network interface driver to be
loaded for our hardware. We will see haafsBSD can be configured in either case.

Another important thing to set is th@ot password. This can be done by editing thaf / r oot pw. conf file.
Please keep in mind that the file will contain your passwortth@nplain text, thus we do not recommend to use real
password here. Nevertheless, this is just a temporaryiorepgassword which can be later changed in a live system.

3.1.1 The conf/interfaces. conf method

When the installed network interface card is unknown, weussnthe auto-detection featuresafsBSD. The
startup scripts ofnfsBSD can detect the correct driver to use, based on the MAC addféiss interface, if we set
the following options irconf /i nt er f aces. conf :

initconf_interfaces="ext1"

i nitconf_mac_ext 1="00: 00: 00: 00: 00: 00"
initconf_ip_ext1="192.168.0.2"

i nitconf_netmask_ext 1="255. 255. 255. 0"

Do not forget to add thdef aul t r out er information to theconf / r c. conf file:

defaul trouter="192.168.0. 1"

3.1.2 The conf/rc. conf method

When the network interface driver is known, it is more congahto use theonf/ rc. conf file for networking
options. The syntax of this file is the same as the one use@istdmdard rc.conf(5) file of FreeBSD.

For example, if you know that a re(4) network interface isngdio be available, you can set the following options in
conf/rc.conf:

defaul trouter="192.168. 0. 1"
ifconfig_re0="inet 192.168.0.2 netnmask 255.255. 255. 0"
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3.2 Building an mfsBSD image
The process of building amfsBSD image is pretty straightforward.

The first step is to mount the FreeBSD installation CD, or tigtdllation ISO image tbcdr om For the sake of
example, in this article we will assume that you have dowtéakthe FreeBSD 7.0-RELEASE ISO. Mounting this
ISO image to the cdr omdirectory is easy with the mdconfig(8) utility:

# ndconfig -a -t vnode -u 10 -f 7.0- RELEASE- and64-di scl.iso
# nount _cd9660 /dev/ ndl10 /cdrom

Next, build the bootablenfsBSD image:

# make BASE=/cdr om 7. 0- RELEASE

Note: The above make command has to be run from the top level of the mfsBSD directory tree, i.e.
~/ nf shsd- 1. 0- bet al/.

3.3 Booting mfsBSD

Now that themfsBSD image is ready, it must be uploaded to the remote systemngrnlive rescue system or
pre-installed Linux distribution. The most suitable toot this task isscp:

# scp disk.inmg root @92. 168. 0. 2: .

To bootmfsBSD image properly, it must be placed on the first (bootable)akewf the given machine. This may be
accomplished using this example providing thaa is the first bootable disk device:

# dd if=/root/disk.ing of=/dev/sda bs=1m

If all went well, the image should now be in the MBR of the firsvite and the machine can be rebooted. Watch for
the machine to boot up properly with the ping(8) tool. Ondeais came back on-line, it should be possible to access
it over ssh(1) as usemot with the configured password.

4 Installation of The FreeBSD Operating System

ThemfsBSD has been successfully booted and it should be possible ia thgough ssh(1). This section will
describe how to create and label slices, segmjrror for RAID-1, and how to useysinstall to install a minimal
distribution of the FreeBSD operating system.

4.1 Preparation of Hard Drives

The first task is to allocate disk space for FreeBSD, i.e.réate slices and partitions. Obviously, the currently
running system is fully loaded in system memory and theestloere will be no problems with manipulating hard
drives. To complete this task, it is possible to use eitiyginstall or fdisk(8) in conjunction to bsdlabel(8).

At the start, mark all system disks as empty. Repeat theviiglip command for each hard drive:
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# dd if=/dev/zero of =/dev/ad0 count=2

Next, create slices and label them with your preferred tdiile it is considered easier to usgsinstall, a powerful
and also probably less buggy method will be to use standardtsed UNIX® tools, such as fdisk(8) and
bsdlabel(8), which will also be covered in this section. Tavener option is well documented in the Installing
FreeBSD (http://www.FreeBSD.org/doc/en_US.1SO88383tks/handbook/install-steps.html) chapter of the
FreeBSD Handbook. As it was mentioned in the introductibis, article will present how to set up a system with
RAID-1 andZFS capabilities. Our set up will consist of a small gmirror(8ymred/ (root),/ usr and/ var file
systems, and the rest of the disk space will be allocated Zpoal(8) mirroredZ FSfile system. Please note, that the
ZFSfile system will be configured after the FreeBSD operatingesyss successfully installed and booted.

The following example will describe how to create slices kixels, initialize gmirror(8) on each partition and how
to create aJFS2 file system in each mirrored partition:

fdisk -Bl /dev/ad0 0

fdisk -Bl /dev/adl

bsdl abel -wB /dev/adOsl [

bsdl abel -wB /dev/adlsl

bsdl abel -e /dev/ad0s1 [J

bsdl abel /dev/adOsl > /tnp/bsdl abel .txt && bsdlabel -R /dev/adlsl /tnp/bsdlabel.txt 0O
gmrror |abel root /dev/ad[01]sla U
gmrror |abel var /dev/ad[01]sld
gmrror |abel usr /dev/ad[01l]sle
gmrror |abel -F swap /dev/ad[01]slb [
newfs /dev/mirror/root [

newfs /dev/mrror/var

newfs /dev/mrror/usr

HOH O R H H OH OH OHH R HH

0 Create a slice covering the entire disk and initialize thetlsode contained in sector 0 of the given disk. Repeat
this command for all hard drives in the system.

Write a standard label for each disk including the bootstagte.

Now, manually edit the label of the given disk. Refer to thdlabkel(8) manual page in order to find out how to
create partitions. Create partitioagor / (root) file systemb for swap,d for/ var, e for / usr and finallyf
which will later be used foEZFS.

Import the recently created label for the second hard dswdyoth hard drives will be labeled in the same way.
Initialize gmirror(8) on each partition.

Note the- F option used for swap partition. This instructs gmirror@gassume that the device is in the
consistent state after the power/system failure.

0 Create dJFS2 file system on each mirrored partition.

4.2 System Installation

This is the most important part. This section will descrilbevhio actually install the minimal distribution of
FreeBSD on the hard drives that we have prepared in the pesgiection. To accomplish this goal, all file systems
need to be mounted sysinstall may write the contents of FreeBSD to the hard drives:

# nount /dev/mrror/root /mt
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# nkdir /mmt/var /mmt/usr
# mount /dev/mrror/var /mmt/var
# nount /dev/mrror/usr /mt/usr

When you are done, start sysinstall(8). SelectGnstom installation from the main menu. Sel@@ptions and
pressEnter. With the help of arrow keys, move the cursor ontiat al | Root item, pres$Space and change it to
/ mt . Press€Enter to submit your changes and exit tgtions menu by pressing.

Warning: Note that this step is very important and if skipped, sysinstall will be unable to install FreeBSD.

Go to theDistributions menu, move the cursor with the arrow keys onithei nal option, and check it by pressing
Space. This article uses the Minimal distribution in order to sawork traffic, because the system itself will be
installed ovefftp. Exit this menu by choosingxi t option.

Note: The Partition and Label menus will be skipped, as these are useless now.

In theMedia menu, seledeTP. Select the nearest mirror and $gsinstall assume that the network is already
configured. You will be returned back to tlzistom menu.

Finally, perform the system installation by selecting thst loptionCommit. Exit sysinstall when it finishes the
installation.

4.3 Post Installation Steps

The FreeBSD operating system should be installed now; heryvthe process is not finished yet. It is necessary to
perform some post installation steps in order to allow F&EBo boot in the future and to be able to log in to the
system.

You must now chroot(8) into the freshly installed systemrides to finish the installation. Use the following
command:

# chroot /mt

To complete our goal, perform these steps:

« Copy theGENERI Ckernel to the boot / ker nel directory:
# cp -Rp /boot/CGENERI C/ * /boot/kernel

- Createthdetc/rc.conf,/etc/resol v.conf and/ et c/ f st ab files. Do not forget to properly set the
network information and to enabsshd in the/ et ¢/ rc. conf file. The contents of theet c/ f st ab file will be
similar to the following:

# Device Mbunt poi nt FStype Options Dunp Pass#
[ dev/ mrror/swap none swap sw 0 0
/dev/ mrror/root / ufs rw 1 1
/dev/mrror/usr [ usr ufs rw 2 2
/dev/mrror/var [ var ufs rw 2 2
/ dev/ cdO / cdrom cd9660 ro, noauto 0 0
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+ Create the boot / | oader . conf file, with the following contents:

geom m rror_| oad="YES"
zfs_| oad="YES"

- Perform the following command, which will mal&=S available on the next boot:
# echo ' zfs_enabl e="YES"'® >> /etc/rc.conf

- Add additional users to the system using the adduser(8)Daohot forget to add a user to thaeel group so
you may obtain root access after the reboot.

- Double-check all your settings.

The system should now be ready for the next boot. Use the tg)@mmmand to reboot your system.

5ZFS

If your system survived the reboot, it should now be possibleg in. Welcome to the fresh FreeBSD installation,
performed remotely without the use of a remote console!

The only remaining step is to configure zpool(8) and createeszfs(8) file systems. Creating and administering
ZFSis very straightforward. First, create a mirrored pool:

# zpool create tank mirror /dev/ad[01]s1f

Next, create some file systems:

# zfs create tank/ports

zfs create tank/src

zfs set conpression=gzip tank/ports

zfs set conpression=on tank/src

zfs set nountpoint=/usr/ports tank/ports
zfs set nountpoint=/usr/src tank/src

H OH K HH

That's all. If you are interested in more details abB&S on FreeBSD, please refer to the ZFS
(http://wiki.freebsd.org/ZFS) section of the FreeBSD Wik
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